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Abstract

In recent years, COVID-19 has impacted all
aspects of human life. As a result, numer-
ous publications relating to this disease have
been issued. Due to the massive volume
of publications, some retrieval systems have
been developed to provide researchers with
useful information. In these systems, lexi-
cal searching methods are widely used, which
raises many issues related to acronyms, syn-
onyms, and rare keywords. In this paper,
we present a hybrid relation retrieval system,
CovRelex-SE, based on embeddings to pro-
vide high-quality search results. Our sys-
tem can be accessed through the following
URL: https://www.jaist.ac.jp/is/labs/
nguyen-lab/systems/covrelex-se/.

Keywords: COVID-19, relation search,
biomedical domain, relation extraction, entity
recognition, semantic search.

1 Introduction

Scientific information related to the coronavirus dis-
ease has received a lot of attention in recent years.
The number of COVID-19-relevant publications is
increasing daily. In the record of CORD-19 dataset
(Wang et al., 2020a), there are more than 900K
papers introduced by March 31st, 2022. The huge
number of documents demonstrates the importance
of retrieval systems for providing researchers with
informative knowledge.

A relation is an object that consists of three com-
ponents (arg1, rel, arg2), where arg1, and arg2
are noun phrases that may contain biomedical en-
tities and rel is an expression describing the re-

lation between arg1 and arg2. A query is made
up of partial information on a relation, which in-
cludes keywords regarding these components. Ide-
ally, a relation retrieval system should return all
relevant relations with the corresponding papers,
which can be used to answer two different types
of questions: single-hop and multi-hop. Regarding
single-hop questions, such as "COVID-19 disables
which things?", we can input the query ("COVID-
19", "disable", any-arg2), and then extract the an-
swer by using the returned results of arg2. On the
other hand, we can combine two queries: ("COVID-
19", "cause", DISEASE), and (CHEMICAL, "treat",
DISEASE) to answer the multi-hop question "What
are CHEMICAL that can treat some DISEASES
caused by COVID-19?". By that, the answer can
be extracted by using the returned results at the
position of CHEMICAL.

In this paper, we propose CovRelex-SE, a hy-
brid retrieval system to search the relations that
effectively tackles the issues raised by the lexi-
cal approach in the CovRelex system (Tran et al.,
2021). Instead of searching relations using lexi-
cal methods, CovRelex-SE ranks their scores by
utilizing the combination of lexical scores (based
on the Elasticsearch1 engine) and semantic scores
(based on CORD19-BERT embeddings). In sum-
mary, our contributions in this paper are as fol-
lows: (I) A novel approach to ranking COVID-19-
relevant relations, which combines the effective-
ness of lexical approach and vector representation
approach; (II) A new pre-trained language model,

1https://www.elastic.co/
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CORD19-BERT, which is pre-trained from scratch
using the CORD-19 dataset; (III) A web-based
relation search system, CovRelex-SE, which pro-
vides two search functions: Single-Relation Search
and Graph Search; that aims to answer two type
of questions: single-hop and multi-hop; (IV) An
experimental evaluation, which shows the supe-
rior performance of CovRelex-SE system using the
CORD-19 dataset by March 31st, 2022.

2 Related Work

Due to the COVID-19 outbreak, it is vital to collect
crucial information from a huge number of COVID-
19-related publications. Zhang et al. (2020) created
Covidex, a search engine that allows users to query
the COVID-19 Open Research Dataset and access
inside information. Esteva et al. (2020) introduced
Co-Search, a semantic search engine composed of
a retriever and a ranker that was built to handle
complex queries throughout the COVID-19 papers.
Additionally, Wang et al. (2020b) created the Ev-
idenceMiner web-based solution. Given a query
as a natural language statement, EvidenceMiner re-
trieves textual evidence at the sentence level from
the CORD-19 corpus for life sciences. More re-
cently, Raza et al. (2022) present an Information
Retrieval System that uses latent information to
select relevant works related to specific concepts.
Otegi et al. (2022) develop a Question Answering
system that receives a set of questions asked by ex-
perts about the disease COVID-19 and SARS-CoV-
2 virus, and provides a ranked list of expert-level
answers to each question.

Conceptually, the most similar to our work, Cov-
Relex (Tran et al., 2021), is a retrieval system for
scientific publications that target entities and rela-
tions via relation extraction from COVID-19 sci-
entific papers. However, there is still a lack of
systems that automatically extract the diverse rela-
tions through papers and obtain the results using
semantic information, especially given the rapid
publication of COVID-19 papers. This issue moti-
vates us to create the CovRelex-SE system.

3 Method

3.1 Overview
Figure 1 illustrates our proposed system, CovRelex-
SE. From the raw text of document abstracts, we
extract relations and recognize biomedical entities
inside the extracted relations. For each relation,
arg1, arg2, and rel are converted into vectors by

using CORD19-BERT. Three Faiss (Johnson et al.,
2019) indices are then trained using all of the em-
bedding vectors. At the query time, the user input
a query, which will be converted to embedding
vectors. Following that, the Faiss indices will be
looked up for the most similar relations according
to the query and return semantic scores. The Elas-
ticsearch engine will also look up the query and
utilize the BM25 algorithm (Robertson et al., 1995)
to calculate lexical scores. The system then com-
bines the lexical scores and semantic scores as final
scores for relations. Finally, CovRelex-SE returns
the top-ranked triplets after filtering query entities
using the Elasticsearch engine.

3.2 Relation Extraction & Entity Recognition

In this paper, to extract the relations in the doc-
uments as many as possible, we use a variety of
relation extraction methods. As each method has its
own characteristics, we can obtain more unique re-
lations when combining all of them. The following
are brief descriptions of the methods.

• ReVerb (Fader et al., 2011) tackles the issues
of incoherent and uninformative relation ex-
tractions by introducing syntactic and lexical
constraints on binary verb-based relations.

• OLLIE (Schmitz et al., 2012) overcomes the
limitation of prior methods, which extract only
relations mediated via verbs. OLLIE broadens
the syntactic scope by identifying relations
mediated by nouns, adjectives, etc.

• ClausIE (Del Corro and Gemulla, 2013) is a
clause-based approach to open information ex-
traction. It separates the detection of clauses
and clause types from the actual generation of
propositions.

• Relink (Tran and Nguyen, 2021) is a method
inherited partly from ReVerb. It extracts rela-
tions from connected phrases, unlike ClauseIE
which extracts clause types.

• OpenIE (Angeli et al., 2015) breaks a long
sentence into short, coherent clauses, and then
finds the maximally simple relations.

After extracting relations, we use the SpaCy2

models provided by the SciSpacy (Neumann et al.,
2019) library to recognize the biomedical entities.

2https://spacy.io/
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Figure 1: Overview of the CovRelex-SE system.

Since each model is trained on a different annotated
corpus (Li et al., 2016; Bada et al., 2012; Kim
et al., 2004; Pyysalo et al., 2015), it can recognize
a different set of biomedical entities. Table 1 shows
SciSpacy models that were utilized.

Table 1: SciSpacy models used in our system.

Models Training corpus

en_ner_craft_md

CRAFT corpus (for cell types,
chemicals, proteins, genes)

(Bada et al., 2012)

en_ner_jnlpba_md

JNLPBA corpus (for cell lines,
cell types, DNAs, RNAs, proteins)

(Collier and Kim, 2004)

en_ner_bc5cdr_md
BC5CDR corpus (for chemicals and

diseases) (Li et al., 2016)

en_ner_bionlp13cg_md
BioNLP13CG (for cancer genetics)

(Pyysalo et al., 2015)

3.3 Embedding Extraction & Faiss Index
In recent years, domain-specific pre-trained mod-
els have led to effective results on many natural
language processing tasks (Chalkidis et al., 2020;
Lee et al., 2020). Generally, there are two com-
mon ways to pre-train a domain-specific language
model: from scratch or continual over a general lan-
guage model such as BERT (Devlin et al., 2018).
However, Gu et al. (2020) show that if we have
a large enough training data, pre-training from
scratch would be better. The particular reasons for
this circumstance are as follows: (I) The ability to
develop a new vocabulary for the specific domain,
(II) The fact that general documents basically differ
from documents of this domain, increasing the like-
lihood of negative transfers that reduce the overall
performance.

Based on the above points, we pre-train a new
language model, CORD19-BERT, from scratch us-
ing the data of CORD-19 corpus. Figure 2 illus-
trates the relative coverages of the vocabularies of
three models CORD19-BERT, PubMedBERT (Gu
et al., 2020) and BERT-base (Devlin et al., 2018).

There is a considerable variation in the three vo-
cabularies. Especially, there are some common
COVID-19 related words that do not exist in the vo-
cabularies of BERT-base and PubMedBERT, such
as covid, unvaccinated, etc. In this step, we use the
masked language model task to pre-train CORD19-
BERT. Following BERT, we mask 15% of tokens,
and the model needs to predict the masked tokens
in the sentence. We share our pre-trained CORD19-
BERT model via Huggingface3.

Figure 2: The relative coverages of three vocabularies
of BERT, PubMedBERT, and CORD19-BERT. When
the vocabulary size of each model is 30,522 tokens.

After pre-training the model, we use CORD19-
BERT to extract the embeddings of relations. One
issue with data processing is the excessive number
of embedding vectors. Therefore, we used the Faiss
index (Johnson et al., 2019) to resolve this problem.
Faiss is a method for searching and grouping dense
vectors in an efficient manner. More details about
the Faiss settings used in this paper are shown in
the experimental section.

3.4 Relation Scoring
The score of a relation (arg1, rel, arg2) is calcu-
lated based on semantic and lexical scores. The
semantic score is determined using the embeddings
from CORD19-BERT, whereas the lexical score is
computed using the Elasticsearch engine. Specif-
ically, let (s_arg1, s_rel, s_arg2) be the semantic

3https://huggingface.co/CovRelex-SE/
CORD19-BERT
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Figure 3: Examples of Single-Relation Search and Graph Search.

scores of (ar1, rel, arg2) calculated by Faiss in-
dices based on squared Euclidean (L2) distance.
Following that, the semantic score of a relation is
calculated based on formula 1 with hyperparame-
ters α, β, and γ. These parameters’ values can be
controlled by the users.

scorese = α∗s_arg1+β∗s_rel+γ∗s_arg2 (1)

The Elasticsearch engine, which is based on the
BM25 scoring algorithm, is used to compute the
lexical score. After obtaining the semantic and
lexical scores, the final score is calculated by com-
bining these two scores using the formula 2. Ad-
ditionally, there is a user-specified hyperparameter
with θ, depending on whether the user wants to
search exact match or by semantic similarity.

scorefinal = θ ∗scorese+(1−θ)∗scorelex (2)

3.5 Retrieval System

The retrieval system provides two different types of
searching scenarios: Single-Relation Search and
Graph Search. While Single-Relation Search
provides a simple way to discover a specific rela-
tion, Graph Search aims to answer complex ques-
tions from users.

3.5.1 Single-Relation Search
In Single-relation Search, a query consists of par-
tial information of a relation which can contain key-
words about arg1, arg2, and rel, and the sliders
which determine the values of the hyperparame-
ters in formulas 1 and 2. The retrieved results are
relevant relations along with their corresponding
papers. An example of a single-relation query is

illustrated in Fig. 3a. The query relation is ("Covid-
19", "cause", ""). The results are highest score re-
lations, for instance, ("COVID-19", "cause", "cere-
bral hemorrhage").

3.5.2 Graph Search
In addition to single relation searching, we provide
a multi-relation search tool called Graph Search.
The input graph is a directed graph where each edge
indicates a relation, and the label of the edge is de-
termined by the value of rel. Each edge contains
arg1 and arg2 as its source and target. The retrieved
result is a graph that matches the query graph. The
main purpose of Graph Search is to find out the
answer for complex questions that are challenging
to answer with single search searching. For ex-
ample, the question "What CHEMICAL can treat
some DISEASE caused by COVID-19?" can be rep-
resented as a graph with three nodes and two edges
defining two relations ("COVID-19", "cause", DIS-
EASE), and (CHEMICAL, "treat", DISEASE). This
allows us to perform the question on the system
as a graph query, which will be answered by the
retrieved results. Additionally, Graph Search is
also a visualization of retrieved relations that makes
users easier to understand the results. Figure 3b
shows the outcome of the above query. One of the
results is the graph with two relations ("COVID-
19", "cause", "onset of autoimmune diseases"), and
("hydroxychloroquine", "treat", "autoimmune dis-
eases").

4 Experimental Results

4.1 Corpus
The CovRelex-SE system makes use of a snapshot
of CORD-19 at March 31st, 2022. The dataset is
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a resource of over 900,000 scholarly articles about
COVID-19 and related coronaviruses. Relation ex-
traction and embedding extraction were performed
on the abstracts of the papers.

4.2 Relation Extraction & Entity Recognition
As illustrated in Table 2, we extracted 107.4 million
relations, 82.2 million of which were unique. On
average, there are 160 unique relations extracted
from a single document abstract. Among the meth-
ods, OpenIE generates the most results.

Table 2: Statistics of extracted relations.

Method Non-uniq/corpus Uniq/corpus Uniq/abstract

ReVerb 5.5M 4.5M 8

OLLIE 11.0M 8.9M 17

ClausIE 20.9M 16.9M 32

Relink 12.7M 10.0M 20

OpenIE 57.3M 45.8M 90

Overall 107.4M 82.2M 160

As shown in Table 3, four entity recognition
models have identified 15.1 million distinct entities
from the corpus. An average of 24 recognized
entities are present for each abstract of CORD-19.
Among the models, en_ner_jnlpba_md generates
the most results. The top 3 common recognized
entities are AMINO_ACID, CANCER, and CELL.

Table 3: Statistics of recognized entities.

Model /corpus /abstract

en_ner_craft_md 3.1M 5

en_ner_jnlpba_md 6.6M 11

en_ner_bc5cdr_md 3.4M 5

en_ner_bionlp13cg_md 2.0M 3

Total 15.1M 24

4.3 Embedding Extraction & Faiss Index
To pre-train CORD19-BERT, we extract 52.8 mil-
lion sentences from the CORD-19 corpus using
both abstract and full-text of documents. We then
pre-train the model following the BERT-base set-
tings (110M parameters) (Devlin et al., 2018). In
the initialization step, we use a peak learning rate
5e-05 and train for 4.7 million steps, Adam op-
timizer with epsilon 1e-08, and batch size of 32
sequences with 512 tokens. Training took 99 hours
on one NVIDIA A100 GPU. After that, we use the
pre-trained model to perform embedding extrac-
tions. Each component of a relation is converted to
a 768-dim vector using this model.

Using the Faiss package, we divide the search-
ing space of embedding vectors into 100 clusters.
When searching a query, the users can easily alter
the value of parameter nprobe, which affects how
many adjacent clusters are used to search. Table 4
shows the required time to search a query ("covid",
"cause", DISEASE) based on different values of
nprobe. The increase of the nprobe implies longer
search time. In general, there are three main factors
that affected the search time of a query including
the number of non-empty components in the query,
the number of components with entity types, and
the value of nprobe.

Table 4: Statistics of search time for different hyperpa-
rameter values of nprobe.

Hyperameter Search time

Nprobe=1 5.92 s

Nprobe=10 6.86 s

Nprobe=50 19.46 s

Nprobe=100 23.19 s

4.4 Evaluation Settings and Results
To demonstrate the effectiveness of two search
functions of our system, we conduct an evalua-
tion task. The queries are created by using the
content of sample articles in the corpus. There
are 50 single-relation search queries and 30 graph
search queries were created. Two evaluators work
together to evaluate the returned results. Specifi-
cally, the evaluation process contains three phrases
as follows:

• Phase 1: How to use system. Two evaluators
carefully read the manual4 of our system.

• Phase 2: Evaluating. Two evaluators sepa-
rately determine whether the returned result
of systems are correct or not. A correct result
contains at least one relation that can be en-
tailed from its corresponding paragraph and
answer the query. After that, if any answers
weren’t identical, they adjudicated with each
other.

• Phase 3: Combining answers. We collect
the answers from two evaluators. Only an-
swers that are accepted by both evaluators are
counted as correct ones. In addition, we used
Cohen’s kappa coefficient (McHugh, 2012)

4https://www.jaist.ac.jp/is/labs/nguyen-lab/
systems/covrelex-se/docs/
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Table 5: Evaluation results on systems. Correct I&II:
evaluated as correct results (can be entailed the expected
answer from top-5 returned relations) by both the evalu-
ators. Kappa: Cohen’s kappa coefficient.

Function Method Correct I & II Kappa

Single Relation

Search

CovRelex 28 (56%) 0.78

CovRelex

with semantic
41 (82%) 0.85

CovRelex-SE 42 (84%) 0.83

Graph Search
CovRelex 15 (50%) 0.72

CovRelex-SE 22 (73.3%) 0.70

to estimate the agreement between the two
evaluators.

As a baseline, we perform the queries on Cov-
Relex using the system’s default settings. More-
over, we add the semantic search component to
the baseline and refer to this setting as CovRelex
with semantic. For CovRelex with semantic and
CovRelex-SE, we set the values of (α, β, γ, θ) in
section 3.4 to (1.0, 0.1, 1.0, 0.5).

Table 5 shows the evaluation results. For single-
relation search, we can see that using the semantic
improves the system by 26% over using simply
the lexical method. In addition, after employing
the latest data corpus, the accuracy of our system
enhances to 84%. For graph search, our system
performs better than CovRelex by 23.3%. More-
over, Cohen’s kappa coefficients of the methods are
greater than or equal to 0.7, which is considered a
good agreement (Fleiss et al., 2013).

4.5 Result Discussion
We observe that the proposed system is able to
make more effective use of semantic information
than the baseline CovRelex system. Specifically,
instead of lexical matching only, the CovRelex-SE
system also searches with the meaning of keywords.
For example, there is a query ("", "shield", "lung")
that describes the question "What thing shields the
lungs?". Figure. 4 presents top-1 retrieved relations
based on each system for this query. We can see
that the CovRelex system can not return any results.
On the other hand, the CovRelex-SE system knows
the close meaning between "shield" and "protect"
in this context and returns the relation ("ARBs",
"protect", "lung").

There are some cases that the CovRelex-SE sys-
tem with default settings fails to retrieve the correct
relations in top-5 results, for example ("lung ra-
diological image", "screen", "covid"). In general,

Figure 4: An example results of systems.

we can further improve the accuracy of the system
by changing the values of hyperparameters such
as nprobe. However, there is a trade-off between
computation time and accuracy.

5 Threats to Validity

There are two main threats to validity in this study,
which are described as follows.

5.1 Threat of Evaluation Settings

In this study, we evaluate the performance of the
systems in Table 5 using the default settings. As
a result, their configuration values might not be
optimal for the systems. To reduce the threat, we
run several queries through the systems, manually
changing the value of each setting and selecting
the one with the most relevant and consistent re-
sults. Also, we intend to use an evaluation task to
determine the best settings for each system.

5.2 Threat of Extracting Relations

This threat mainly lies in the extracted relations that
are used for ranking. The threat may come from
the relation extraction methods that do not capture
all available relations or extract the incorrect ones.
To minimize the threat of extracting false positive
relations, we carefully investigate the relation ex-
traction methods. Also, we plan to use additional
relation extraction methods to capture all possible
relations in the documents.

6 Conclusions

In this paper, we present CovRelex-SE, a novel
COVID-19 retrieval system for ranking relations in
the CORD-19 corpus. The score of a relation is cal-
culated based on semantic and lexical scores. The
semantic score is determined using the embeddings
from CORD19-BERT, whereas the lexical score
is computed using the Elasticsearch engine. In or-
der to evaluate the effectiveness of CovRelex-SE,
we conducted an evaluation task. The experimen-
tal results show that our system outperforms the
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CovRelex system in both single-relation search and
graph search.
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A Appendix

A.1 Detailed settings of Faiss

One issue with data processing is the excessive
number of embedding vectors; 82 million relations
correspond to 246 million 758-dim vectors. Then
calculating the query’s embedding and iterating
over all corpus relations’ embeddings is impracti-
cal. Therefore, we used Faiss to resolve this issue.
The detailed settings of Faiss5 are shown in Ta-
ble. 6.

Table 6: Detailed settings of Faiss.

Setting Value

Version 1.7.2

Faiss Index IndexIVFFlat

Faiss Quantizer IndexFlatL2

Faiss nlist 100

Faiss nprobe 10 (default)

5See Faiss wiki page for the meaning of each setting:
https://github.com/facebookresearch/faiss/wiki/

A.2 Examples appearing in CORD19-BERT
Vocabulary

Table 7 shows some examples of subwords that
exist in the CORD19-BERT vocabulary but not in
BERT and PubMedBERT. From these examples,
it can be seen that the embedding spaces of BERT
and PubMedBERT are not capable of describing
the important concepts of COVID-19-related docu-
ments directly. This can affect the model’s perfor-
mance on representing the semantic information of
phrases. We provide subwords with explanations
of them from Oxford Online Learner’s Dictionary6.
Most of these terms are related to the coronavirus.

Table 7: Examples appearing in CORD19-BERT vocab-
ulary, not in BERT and PubMedBERT vocabularies.

Token Explanation

covid
A disease caused by a coronavirus, especi-

ally Covid-19.

coronavirus
A type of virus that can cause pneumonia

and other diseases in humans and animals.

respirator

A piece of equipment that makes it possib-

le for somebody to breathe over a long pe-

riod when they are unable to do so natura-

lly.

quarantine

A period of time when an animal or a per-

son that has or may have a disease is kept

away from others in order to prevent the

disease from spreading.

vaccinate

To give a person or an animal a vaccine,

especially by injecting it, in order to prot-

ect them against a disease.

disinformation
False information that is given deliberat-

ely.

distancing
To become less involved or connected wi-

th somebody/something.

facemask

Something that you wear over part or all

of your face, in order to protect it or to

prevent the spread of disease.

lockdown

An official order to control the movement

of people or vehicles because of a dange-

rous situation.

##infection
Wordpiece in words containing “infecti-

on" (e.g. reinfection, coinfection)

6https://www.oxfordlearnersdictionaries.com/
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