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Abstract

The use of abusive language on social media
platforms is a prevalent issue that requires ef-
fective detection. Researchers actively engage
in abusive language detection and sentiment
analysis on social media platforms. However,
most of the studies are in English. Hence, there
is a need to develop models for low-resource
languages. Further, the multimodal content in
social media platforms is expanding rapidly.
Our research aims to address this gap by de-
veloping a multimodal abusive language de-
tection and performing sentiment analysis for
Tamil and Malayalam, two under-resourced lan-
guages, based on the shared task “Multimodal
Abusive Language Detection and Sentiment
Analysis in Dravidian Languages: Dravidian-
LangTech@RANLP 2023”. In our study, we
conduct extensive experiments utilizing multi-
ple deep-learning models to detect abusive lan-
guage in Tamil and perform sentiment analysis
in Tamil and Malayalam. For feature extraction,
we use the mBERT transformer-based model
for texts, the ViT model for images and MFCC
for audio. In the abusive language detection
task, we achieved a weighted average F1 score
of 0.5786, securing the first rank in this task.
For sentiment analysis, we achieved a weighted
average F1 score of 0.357 for Tamil and 0.233
for Malayalam, ranking first in this task.

1 Introduction

Social media platforms have been expanding
rapidly with a variety of content in different lan-
guages. On social media, users express their opin-
ions with a few limitations, the majority of social
media platforms allow users to share and express
their thoughts and they aim to gather user com-
ments and posts to offer a personalized feed. How-
ever, they are also used for negative activities, such
as spreading rumors and bullying people with abu-
sive words. Abuse of language has received a lot of
attention as social media platforms have grown in
popularity (Das et al., 2020; Banerjee et al., 2021;

Das et al., 2021b). When someone uses language
that is hurtful, disrespectful, or disparaging towards
another person or group because of traits like race,
ethnicity, gender, religion, sexual orientation, or
other personal qualities, that language is consid-
ered abusive(Waseem et al., 2017). It has grown to
be a major issue in online communities since it not
only stifles positive and healthy discourse but also
puts those exposed to it at risk for emotional and
psychological harm.

Nowadays, people use different kinds of con-
tent on the social media platform, including video,
audio, memes and text, to share their opinion or in-
teract with other people (Das and Mukherjee, 2023;
Das et al., 2023). The complexity of the computa-
tional processing of social media is more for multi-
modal data, which includes video, audio and text
modalities because of the ambiguity at various lev-
els as these types of data are more user-oriented
and contextual(Schreck and Keim, 2012).

While there has been a study on abusive lan-
guage identification and sentiment analysis in the
English language for multimodal data, there is a sig-
nificant lack of exploring these subjects specifically
in the context of Dravidian languages. The situa-
tion for countries like India is more complicated
due to the immense language diversity 1. Tamil,
Telugu, Malayalam and Kannada are Dravidian
languages(Krishnamurti, 2003) that are largely spo-
ken in southern India and have a rich linguistic
heritage. However, the limited examination of
abusive language detection and sentiment analy-
sis in these languages presents unique obstacles
and potential for research. As part of this shared
task, we have explored Tamil and Malayalam lan-
guages(Chakravarthi et al., 2021c,a; Premjith et al.,
2022). This shared task on multimedia social me-
dia analysis in Dravidian languages includes two
sub-tasks -

1https://en.wikipedia.org/wiki/
Languages_of_India

https://en.wikipedia.org/wiki/Languages_of_India
https://en.wikipedia.org/wiki/Languages_of_India
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1. Multimodal detection of abusive content
in Tamil Language: This sub-task involves
developing models that can analyze textual,
speech and visual components of videos from
social media platforms, such as YouTube
and predict whether they are abusive or non-
abusive(Castro et al., 2019).

2. Multimodal sentiment analysis in Dravid-
ian languages[Tamil and Malayalam]: This
sub-task involves developing models that can
analyze textual, speech and visual compo-
nents of videos in Tamil and Malayalam from
social media platforms, such as YouTube and
identify the sentiments expressed in them.
The videos are labeled into five categories:
highly positive, positive, neutral, negative and
highly negative.

The analysis of multi-modalities has gained sig-
nificant importance, especially in the realm of
video data, which encompasses various modalities
such as video frames, speech signals and text tran-
scripts. When training a machine learning model
for sentiment analysis, it becomes crucial to incor-
porate features from these three modalities. Our re-
search specifically targets abusive video detection,
utilizing multiple modalities. The primary objec-
tive is to identify and remove hateful content from
social networks. By considering the combined in-
formation from video frames, speech signals and
text transcripts, our approach aims to effectively
detect and mitigate abusive and harmful content
circulating within these platforms.

The paper outlines the methodologies we em-
ployed to identify abusive content in Tamil, as
well as perform sentiment analysis in Tamil and
Malayalam languages on the shared task “Mul-
timodal Abusive Language Detection and Sen-
timent Analysis in Dravidian Languages: Dra-
vidianLangTech@RANLP 2023”(Ashraf et al.,
2021; Chakravarthi et al., 2021a; B et al., 2023;
Chakravarthi et al., 2021c). To extract text fea-
tures, we employed the transformer-based model
mBERT, while for image feature extraction, we
utilized the pre-trained ViT Model. Additionally,
MFCC was employed for audio feature extraction.
These approaches proved successful, leading us to
secure the coveted first place in the final leader-
board standings for both tasks. Our techniques and
models demonstrate the effectiveness of utilizing
these feature extraction methods in the context of
Dravidian languages.

2 Related Work

It is vital to filter the abusive content and inflam-
matory material that is constantly being posted on
social media platforms. However, manual screen-
ing is nearly difficult due to the overwhelming vol-
ume of incoming posts. The research community
gave this problem a lot of attention. According to
numerous studies, posts in various languages on
social media platforms are likely to be insulting or
hateful. However, the majority of them spoke only
English. There hasn’t been much work done to ad-
dress these concerns in Dravidian languages. This
section discusses some of the Multimodal abusive
language detection and sentiment analysis methods
and briefly explains the multi-modal techniques
used so far to detect abusive language.

2.1 Multi-modal abusive language detection

Most of the abusive language detection research
were carried out considering textual or Image in-
formation (Li, 2021; Mandl et al., 2021; Ghanghor
et al., 2021; Suryawanshi et al., 2020; Yasaswini
et al., 2021; Chakravarthi et al., 2021a; Andrew,
2021) . There is very less work on Tamil language
for detecting abusive content due to lack of re-
sources in this language. As per the shared task we
have video ,audio and text data for carrying out the
research (Chakravarthi et al., 2021c,a). There are al-
most no work on multi-modal hate speech detection
on Tamil language. Though there many researches
on multi-modal hate speech detection for differ-
ent languages other than Tamil (Das et al., 2023;
Thapa et al., 2022; Das et al., 2021a) where they
have considered video ,audio and text feature. Such
multi-modal schemes typically use unimodal meth-
ods like CNNs, LSTMs or BERT to encode text and
deep learning models such as ResNet, InceptionV3
to encode images and then perform multi-modal fu-
sion using simple concatenation, gated summation,
bi-linear trans-formation, or attention-based meth-
ods. Multi-modal bi-transformers like ViLBERT
and Visual BERT have also been applied(Kiela
et al., 2020).

As part of abusive speech detection, an array
of techniques with diverse architecture ranging
from video-based, text-based model, image-based
model and multi-modal models have been em-
ployed(Mozafari et al., 2020; Das et al., 2023).
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2.2 Multi-modal sentiment analysis in
Dravidian languages

Multimodal sentiment analysis has attracted more
and more attention recently (Baltrušaitis et al.,
2019; Soleymani et al., 2017; Premjith et al., 2022).
Most of the sentiment analysis based on audio or
Text in English language (Poria et al., 2018, 2019).
But in Dravidian Languages there are almost no
work on multimodal sentiment analysis due to lack
of resources and study in this area still seems to be
in its infancy for this language . We have few woks
in Dravidian languages but most of them are based
on Text or audio (Ou and Li, 2020; Chakravarthi
et al., 2021b). A lot of research has concentrated
on creating a novel fusion network based on this
topology to better capture multimodal representa-
tion(Cambria et al., 2018; Williams et al., 2018; Sa-
hay et al., 2020; Blanchard et al., 2018). As per the
shared task of sentiment analysis, we have video,
audio and text data for carrying out the research
(Chakravarthi et al., 2021c,a). Multimodal senti-
ment analysis mainly focuses on utilizing multiple
resources to predict human emotions. Most multi-
modal models focus on three modalities: acoustic,
visual and text; thus, we also experiment with multi-
modal sentiment analysis in Tamil and Malayalam
languages, where we leverage all three modalities
– text, audio and video. The videos are labeled into
five categories: highly positive, positive, neutral,
negative and highly negative.

3 Dataset Description

The competition organizers have released data sets
for two different languages, Tamil and Malayalam
(Chakravarthi et al., 2021c).

However, for the abusive language classification
shared task, the dataset was only released for the
Tamil language. Competition organizers have pro-
vided us with Video, Audio and the extracted texts
present in them. The train, dev and test set distri-
butions for both of them are as follows in Table
1.

Split Abusive Non-Abusive Total
Train 38 32 70
Test 9 9 18

Table 1: Offensive Language Dataset Distribution
(Tamil)

For the sentiment analysis shared task, the
datasets were released for both Tamil and Malay-

alam languages. Sentiments are labeled into five
categories for each language: highly positive, pos-
itive, neutral, negative and highly negative. The
train, dev and test set distributions for both Tamil
and Malayalam languages are showed as follows
in the below Table 2.

Category Tamil Malayalam
Train Test Dev Train Test Dev

highly positive 5 1 2 5 2 2
positive 29 5 4 31 3 5
neutral 4 2 2 5 2 1
negative 3 1 1 8 2 2
highly negative 3 1 1 1 1 0
Total 44 10 10 50 10 10

Table 2: Sentiment analysis Dataset Distribution (Tamil
& Malayalam)

4 Methodology

In this section, we discuss the different parts
of the pipeline that we pursued for the detec-
tion of abusive or non-abusive Language for the
Tamil language using the dataset. Initially, we ex-
plored the visual aspects of the videos. Subse-
quently, the textual information is considered and
used transformer-based pre-trained model mBERT.
Then we considered audio-based MFCC features
for the modeling. Finally, the visual, audio and
textual features are combined to make more robust
abusive content classification and sentiment analy-
sis. Along with this, we will also discuss sentiment
analysis in Tamil and Malayalam languages task.

4.1 Problem Formulation:

Task 1: Abusive Language Detection (Binary
Classification) for Tamil : We formulate the abu-
sive video detection problem in this paper as fol-
lows. Given a video V, the task can be represented
as a binary classification problem. Each video is
to be classified as abusive (y = 1) or non-abusive
(y = 0). A video V can be expressed as a sequence
of frames, i.e., F ={f1, f2, .., fn}, the associated
audio A and the extracted video transcript T = {w1,
w2, ..., wm}, consisting of a sequence of words.
We aim to learn such a hate video classifier Z :
Z(F; A; T) → y, where y belongs to {0, 1} is the
ground-truth label of a video.

Task 2: Sentiment Analysis (Multi-class Clas-
sification) for Tamil and Malayalam: Given a
video V, the objective is to classify its sentiment
into one of five categories, denoted by S = {0, 1, 2,
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3, 4}, representing highly positive, positive, neutral,
negative and highly negative sentiments, respec-
tively. The video V can be expressed as a sequence
of frames, denoted as F = {f1, f2, ..., fn}. It also
contains associated audio, denoted as A and an
extracted video transcript T = {w1, w2, ..., wm},
consisting of a sequence of words in the specific
language. The sentiment classifier is defined as
S(F; A; T) → y, where y belongs to S represents
the ground-truth label of the video, indicating the
sentiment category it belongs to.

We have followed the below-mentioned methods
for both Task 1 (Abusive Language Detection)
and Task 2 (Sentiment Analysis ) . For Task 1,
we have done the modeling for the Tamil language;
for Task 2, we have done similar modeling for both
Tamil and Malayalam Languages separately. Along
with it, as the data was very less for sentiment
analysis for both languages, hence we have merged
the data set for both languages and performed only
for Fusion Model.

4.2 Uni-modal Models

As part of our initial experiments, we created the
following three uni-model models, utilizing text
features, audio features and image-based features.
mBERT:(Devlin et al., 2019) (multilingual BERT)
is a transformer-based language model that has
been pre-trained on a large corpus of multilingual
text data. It is designed to handle multiple lan-
guages and exhibits strong cross-lingual transfer
learning capabilities. mBERT captures contextu-
alized representations of words and sentences, en-
abling it to understand the nuances of different
languages and perform well on various natural lan-
guage processing tasks. With its shared architecture
and shared vocabulary, mBERT allows for efficient
knowledge transfer between languages, making it
a versatile and widely used model for multilingual
applications. We pass all the texts associated with
the video through the mBERT model and extracted
768-dimensional feature vectors.
Vision Transformer: (Dosovitskiy et al., 2020)
The Vision Transformer (ViT) model is a
transformer-based architecture specifically de-
signed for computer vision tasks. Unlike tradi-
tional convolutional neural networks (CNNs), ViT
applies self-attention mechanisms to capture global
dependencies in images. It divides the input image
into patches and treats them as tokens, allowing the
model to learn representations for each patch and

their interactions. ViT has shown promising results
on various vision tasks, such as image classifica-
tion, object detection and image generation, demon-
strating the power of transformer-based models
in the field of computer vision. As our focus is
to detect abusive videos or sentiments associated
with a video, we cannot use Vision Transformer
directly. With the help of OpenCV (Open Source
Computer Vision Library), we extracted images
from the video for each 1 sec. We uniformly take
30 frames for each video and pass it through the
pre-trained Vision Transformer(ViT) (Dosovitskiy
et al., 2020) model to get a 768-dimensional feature
vector for each frame and finally pass it through
the LSTM network to obtain the prediction.
MFCC: The Mel Frequency Cepstral Coefficients
(MFCC) (Xu et al., 2004) is one of the widely used
techniques for describing audio and research has
shown that it is efficient for difficult tasks including
lung sound classification(Jung et al., 2021) and
speaker identification. We use the MFCC features
to obtain a representation of the audio in our dataset.
Utilizing the free software Librosa2, we create a 40-
dimensional vector to represent the audio in order
to build the MFCC characteristics.

4.3 Fusion Model
The models presented in the preceding subsections
are unable to take use of the relationship between
the features derived from the various modalities
(such as video, audio and text transcript). We try
to substantially merge the text-based, audio-based
and vision-based models in order to harness the
benefits of all the modalities effectively. For Task
1 and Task 2, in particular, we build the following
models – ( mBERT + ViT + MFCC ), + refers
to the combination operation of the three modali-
ties through a trainable neural network (aka fusion
layer). We denote this model as Fusion 1.

Due to very less dataset for Task 2, along with
the above-mentioned Fusion approach (Fusion 1)
we have merged data set for both languages and
build same Fusion Model - ( mBERT + ViT +
MFCC ) as mentioned previously. We denote this
model as Fusion 2.

All the models are trained with cross-entropy
loss functions and Adam optimizer for 30 epochs.

In both Binary-class classification and Multi-
class classification, data is imbalanced. To balance
the data, an extensive study has been conducted in

2https://librosa.org/doc/latest/index.html
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Figure 1: Illustrates the overall modeling pipeline

this area. Both oversampling and under-sampling
are widely used techniques for balancing data, al-
though they both have clear drawbacks. Using the
class weight procedure, we attempted to reduce the
effect of data imbalance.

5 Results

For Task 1, we observe among the uni-modal mod-
els and fusion-based model, mBERT and MFCC
have the highest weighted F1 score of 0.5786 (
mBERT: 0.5786, ViT: 0.5555, MFCC: 0.5786, Fu-
sion (mBERT + ViT + MFCC): 0.5555). Table 3
demonstrates the performance of each model.

Abusive Language Detection- Tamil
Model Accuracy F1 Score(w)
MFCC 0.611111 0.578595
mBERT 0.611111 0.578595
ViT 0.555556 0.555556
Fusion 0.555556 0.555556

Table 3: Performance Comparisons of Each Model.w:
Weighted-Average. The best performance in each col-
umn is marked in bold and second best is underlined

Figure 2: Confusion Matrix on Test Data for Each
Model

For Task 2 -Tamil language, we observe among
the uni-modal models and Fusion Models, ViT
has highest weighted F1 score of 0.357 ( mBERT:
0.250, ViT: 0.357, MFCC: 0.272, Fusion 1 (BERT

Figure 3: Sentiment Analysis (Multi-class Classifica-
tion) for Tamil

Figure 4: Sentiment Analysis (Multi-class Classifica-
tion) for Malayalam

+ ViT + MFCC): 0.307 , Fusion 2 (BERT + ViT +
MFCC): 0.272).

For Task 2 -Malayalam language, we observe
among the uni-modal models and Fusion Mod-
els, ViT has highest weighted F1 score of 0.233 (
mBERT: 0.0727, ViT: 0.233, MFCC: 0.120, Fusion
1 (BERT + ViT + MFCC): 0.180 , Fusion 2 (BERT
+ ViT + MFCC): 0.152).

To further understand the model’s weakness, we
show the confusion matrix of each model in Fig-
ure 2, 3 and 4 . We observe that both MFCC &
BERT model performs better on the abusive lan-
guage data, ViT performs better on the sentiment
analysis data points for Tamil and Malayalam lan-
guage. Insufficient data is the main reason behind
poor performance on sentiment analysis for both
languages and data is highly imbalanced for each
class.

6 Conclusion

In this shared task, we deal with a novel problem
of detecting Tamil abusive language and Sentiment
analysis for both Tamil and Malayalam language.
We evaluated different uni-modal models and in-
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Sentiment Analysis - Tamil Sentiment Analysis - Malayalam
Model Accuracy F1 Score(w) F1 Score(m) Accuracy F1 Score(w) F1 Score (m)
MFCC 0.3 0.272222 0.188889 0.1 0.120000 0.080000
mBERT 0.2 0.250000 0.100000 0.2 0.072727 0.072727
ViT 0.5 0.357143 0.142857 0.3 0.233333 0.188889
Fusion 1 0.4 0.307692 0.123077 0.3 0.180000 0.120000
Fusion 2 0.3 0.272727 0.109091 0.2 0.152381 0.123810

-

Table 4: Performance Comparisons of Each Model.w: Weighted-Average. m: macro, The best performance in each
column is marked in bold and the second best is underlined

troduced a fusion model. We found that text-based
model mBERT and Audio based MFCC performs
better on the abusive language classification. For
the sentiment analysis task, the video-based uni-
modal model ViT performs better on the sentiment
analysis data points for Tamil and Malayalam lan-
guages. We plan to explore further other vision-
based models to improve performance as an imme-
diate next step.
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