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Abstract
HITS participated in the Discourse Segmenta-
tion (DS, Task 1) and Connective Detection
(CD, Task 2) tasks at the DISRPT 2023. Task 1
focuses on segmenting the text into discourse
units, while Task 2 aims to detect the discourse
connectives. We deployed a framework based
on different pre-trained models according to
the target language for these two tasks.

HITS also participated in the Relation Clas-
sification track (Task 3). The main task was
recognizing the discourse relation between text
spans from different languages. We designed
a joint model for languages with a small cor-
pus while separate models for large corpora.
The adversarial training strategy is applied to
enhance the robustness of relation classifiers.

The implementation of our models for three
tasks is available at https://github.
com/liuwei1206/disrpt2023.

1 Task and Data

The 2023 shared task provides 3 sub-tasks, includ-
ing discourse segmentation (DS, Task 1), Connec-
tive Detection (CD, Task 2), and Relation Classifi-
cation (RC, Task 3).

Task 1 focuses on conducting discourse units
segmentation under different formalisms, such as
Rhetorical Structure Theory (RST, MANN and
Thompson, 1988), Segmented Discourse Represen-
tation Theory (SDRT, Lascarides and Asher, 2007)
and Penn Discourse Treebank (PDTB, Miltsakaki
et al., 2004). As different corpora, languages and
formalisms or theories use different segmentation
guidelines, the challenge is to design flexible meth-
ods to deal with various situations. The aim of Task
2 is to identify discourse connectives in the text.

Relation classification aims to identify the dis-
course relation, such as Cause and Comparison, be-
tween two text spans. The shared task provides 26

*Equal contribution. Wei is responsible for relation classi-
fication, while Yi works on discourse segmentation and con-
nective detection.

corpora covering 13 languages, including Basque,
Chinese, Dutch, English, French, German, Italian,
Persia, Portugal, Russian, Spanish, Thai, and Turk-
ish. Most of corpora are annotated with Rhetorical
Structure Theory (RST, MANN and Thompson,
1988) and Penn Discourse Treebank (PDTB, Milt-
sakaki et al., 2004), with a small part using Seg-
mented Discourse Representation Theory (SDRT,
Lascarides and Asher, 2007) and Discourse Depen-
dency Framework (DEP, Stede et al., 2016). We
show the statistics of relation corpora in Table 2.

2 Discourse Segmentation and
Connective Detection

2.1 Approach
Our framework for Task 1 and Task 2 is com-
posed of a BERT-based model (Devlin et al., 2019),
Bi-LSTM (Hochreiter and Schmidhuber, 1997)
and conditional random field (CRF, Lafferty et al.,
2001). In our framework, we first obtain the em-
bedding of the input text via a BERT-based model.
We then use Bi-LSTM to capture the contextual
information and generate a richer contextual repre-
sentation by exploiting the sequential relationships
between words. Finally, CRF can globally opti-
mise the label sequence based on the contextual
information of the current word and the relation-
ship between the preceding and following labels,
resulting in better consistency and rationality of the
predicted label sequence.

2.2 Experiments
As the BERT-based model provides the embed-
ding for the input text, choosing an appropriate one
according to the language is essential for the frame-
work. We choose at least two pre-trained BERT-
based models for each language and fine-tune the
parameters to achieve the best performance for our
framework. After several experiments and compar-
ing different BERT-based models, our final choice
for the BERT-based model for different languages
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Framework Corpus
Task 1/2 Task3

Label Train Dev Test Label Train Dev Test

RST

deu.rst.pcc (Stede and Neumann, 2014) 2 1773 207 213 26 2164 241 260
eng.rst.gum (Zeldes, 2017) 2 9234 1221 1201 14 19497 2618 2576
eng.rst.rstdt (Lynn Carlson, 2002; Carlson et al., 2003) 2 6672 717 929 17 16003 1622 2156
eus.rst.ert (Iruskieta et al., 2013; Aranzabe et al., 2015) 2 1599 366 415 29 2534 679 615
fas.rst.prstc (Shahmohammadi et al., 2021) 2 1713 202 264 17 4101 500 593
nld.rst.nldt (Redeker et al., 2012) 2 1156 255 240 32 1609 332 326
por.rst.cstn (Cardoso et al., 2011) 2 1825 257 139 32 8798 1286 1249
rus.rst.rrt (Pisarevskaya et al., 2017; Toldova et al., 2017) 2 18932 2025 2087 22 28869 2856 2844
spa.rst.rststb (da Cunha et al., 2011) 2 1548 254 287 28 2241 384 427
spa.rst.sctb (Cao et al., 2018a, 2017b,a, 2016) 2 326 76 114 24 440 95 160
zho.rst.sctb (Cao et al., 2018b, 2017c,a, 2016) 2 361 86 133 26 440 95 160
zho.rst.gcdt (Peng et al., 2022) 2 2026 331 335 31 6455 1007 954

PDTB

eng.pdtb.pdtb (Webber et al., 2019) 3 44563 1703 2364 23 43920 1674 2257
eng.pdtb.tedm (Zeyrek et al., 2018) 3 - 143 238 20 - 179 352
ita.pdtb.luna (Tonelli et al., 2010) 2 3721 775 1315 15 957 211 382
por.pdtb.crpc (Mendes and Lejeune, 2022) 3 4078 581 535 22 8798 1286 1249
por.pdtb.tedm (Zeyrek et al., 2018) 3 - 148 246 20 - 191 365
tha.pdtb.tdtb 3 5076 633 825 20 8279 1244 1345
tur.pdtb.tdb (Zeyrek Bozşahin et al., 2013) 3 24960 2948 3289 23 2452 313 423
tur.pdtb.tedm (Zeyrek et al., 2018) 3 - 141 269 23 - 214 365
zho.pdtb.cdtb (Zhou et al., 2014) 3 2049 438 404 9 3657 855 758

SDRT
eng.sdrt.stac (Asher et al., 2016) 2 8754 991 1342 16 9581 1146 1511
fra.sdrt.annodis (Afantenos et al., 2012) 2 1020 245 242 18 2186 529 626

DEP
eng.dep.covdtb (Nishida and Matsumoto, 2022) 2 - 1162 1181 12 - 2400 2587
eng.dep.scidtb (Yang and Li, 2018) 2 2570 815 817 24 6061 1934 1912
zho.dep.scidtb (Cheng and Li, 2019) 2 308 103 89 23 803 282 216

Table 1: Statistics of corpora provided by the shared task.

Language Pre-trained model choice

deu xlm-roberta-base
eng roberta-base
eus ixa-ehu/berteus-base-cased
fas HooshvareLab/bert-fa-base-uncased
fra xlm-roberta-base
ita xlm-roberta-base
nld pdelobelle/robbert-v2-dutch-base
por neuralmind/bert-base-portuguese-cased
rus DeepPavlov/rubert-base-cased
spa dccuchile/bert-base-spanish-wwm-cased
tur dbmdz/bert-base-turkish-cased
zho bert-base-chinese
tha airesearch/wangchanberta-base-att-spm-uncased

Table 2: Model choice for different languages

is shown in Table 2. Our framework is trained with
batch size 16 for each corpus, and the maximum
input sequence length is 512. If the input sequence
length exceeds 512, then our framework will slice it
into two or more segments. The maximum length
of all segments is also 512. The LSTM in our
framework has two layers, and both of them are
bi-directional. The criterion that we choose those
BERT-based models in our framework is their best
performance with corresponding parameters. In
addition, all the pre-trained models we use for this
shared task are provided by HuggingFace*. The

*https://huggingface.co/

result of our framework’s performance with golden
treebanked data for Task 1 and Task 2 shows in
Table 3. We use our trained model on another cor-
pus to evaluate corpora that do not have a training
corpus and select the best one, shown in Table 4.

However, due to the time limitation, we only
tuned all pre-trained models and tested our frame-
work with the golden treebanked data as the in-
put. Besides, we observed that normally the larger
model performs better than the base model. For
instance, for the corpus eng.dep.scidtb, we use
the best parameters we tuned for the Roberta-
base model (Liu et al., 2019) for the Roberta-
large model, our framework’s performance will
increase 0.28% and 0.11% in the development set
and test set separately. Also, we tried the Ad-
versarial Training strategy (Miyato et al., 2016)
and the Bootstrap aggregating strategy (Breiman,
1996), which is a commonly used ensemble learn-
ing method, separately with our framework. We
only test the Bootstrap aggregating strategy on the
corpus ita.pdtb.luna. We use the best and second-
best learning rates on training with our framework
to generate two models first. Then, we change
the xlm-base model to dbmdz/bert-base-italian-
uncased, and also apply the best and second-best
learning rates to generate two trained models. Ev-
ery time when we train these models, we tune the
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Corpus F1

deu.rst.pcc 96.19%

eng.rst.gum 81.22%
eng.rst.rstdt 97.36%
eus.rst.ert 89.85%
fas.rst.prstc 93.05%
nld.rst.nldt 93.64%
por.rst.cstn 94.63%
rus.rst.rrt 85.05%
spa.rst.rststb 90.87%
spa.rst.sctb 83.17%
zho.rst.sctb 80.12%
zho.rst.gcdt 91.37%
eng.pdtb.pdtb 93.47%
ita.pdtb.luna 66.41%
por.pdtb.crpc 79.74%
tha.pdtb.tdtb 86.92%
tur.pdtb.tdb 84.89%
zho.pdtb.cdtb 87.40%
eng.sdrt.stac 95.84%
fra.sdrt.annodis 88.45%
eng.dep.scidtb 94.97%
zho.dep.scidtb 90.59%

Mean 88.41%

Table 3: Results of Task 1 and Task 2 for corpora with a
training dataset

ratio of the corpus to 1 means we use the whole
corpus. Note that we can tune the ratio to sample
randomly the percentage of data from the training
dataset. Then we let all models vote in the develop-
ment set and test set. Finally, we tally the results of
the voting to determine the final model predictions.
In our experiment setting, we follow the majority
vote, which implies every vote contributes equally
to the final result and the most voted result is se-
lected. We found this simple setting of Bootstrap
aggregating strategy can improve the F1 score by
0.16% and 0.13% on the development set and test
set respectively. During the test of the Adversarial
Training strategy, we only test on a few corpora.
The result shows in Table 5. We observe that the
performance increases in almost all corpora we test,
which means this strategy functions. Insufficient
time prevented us from exploring the result for the
Adversarial Training strategy, the Bootstrap aggre-
gating strategy, and the larger pre-trained models
separately and in combinations of them on all cor-
pora with plain text input and golden treebanked
input settings.

Corpus F1 model source
eng.pdtb.tedm 78.56% eng.pdtb.pdtb
por.pdtb.tedm 80.19% por.pdtb.crpc
tur.pdtb.tedm 66.15% tur.pdtb.tdb
eng.dep.covdtb 90.14% eng.dep.scidtb
Mean 78.76% -

Table 4: Results of Task 1 and Task 2 for corpora with-
out a training dataset. The models used for generating
the result are trained on is noted in the model source
column.

Corpus F1 vs. without adv
deu.rst.pcc 96.59% +0.40%

eng.sdrt.stac 97.21% −0.15%
eus.rst.ert 90.10% +0.25%
fas.rst.prstc 93.14% +0.09%
nld.rst.nldt 96.46% +2.82%
por.rst.cstn 95.85% +1.22%
spa.rst.rststb 91.02% +0.15%
spa.rst.sctb 83.76% +0.59%

Mean 93.02% +0.67125%

Table 5: Comparison between applying Adversarial
Training strategy and without it for our framework on
the dataset we have tested.

3 Relation Classification

3.1 Approach

The relation classifiers employed in this work fol-
low an architecture widely used for text classifica-
tion tasks: pre-trained models as the encoder and
a linear network as the classification layer. The
training of classifiers on each corpus varies from
each other depending on the corpus size. Specifi-
cally, we train individual classifiers for large cor-
pora (e.g., eng.pdtb.pdtb) but a joint model for a set
of small datasets. This is because a large number
of instances is sufficient to train a good classifier,
while a small corpus can lead to underfitting.

For large corpora, including eng.rst.gum,
eng.rst.rstdt, eus.rst.ert, zho.rst.gcdt, eng.pdtb.pdtb,
eng.sdrt.stac, and fra.sdrt.annodis, individual clas-
sifiers are trained for them. For small corpora, we
divide them into three groups according their an-
notation framework. The first is the RST-group,
containing deu.rst.pcc, fas.rst.prstc, nld.rst.nldt,
por.rst.cstn, rus.rst.rrt, spa.rst.rststb, spa.rst.sctb,
and zho.rst.sctb. We train a joint model called
joint-RST on the RST-group corpus. The sec-
ond is the PDTB-group, covering ita.pdtb.luna,
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Model type Corpus Encoder

individual

eng.rst.gum

roberta-large
eng.rst.rstdt
eng.pdtb.pdtb
eng.sdrt.stac
eus.rst.ert berteus-base-cased
zho.rst.gcdt

macbert-large
zho.pdtb.cdtb
fra.sdrt.annodis camembert-large

joint-RST

deu.rst.pcc

xlm-roberta-large

fas.rst.prstc
nld.rst.nldt
por.rst.cstn
rus.rst.rrt
spa.rst.rststb
spa.rst.sctb
zho.rst.sctb

joint-PDTB

eng.pdtb.tedm
ita.pdtb.luna
por.pdtb.crpc
por.pdtb.tedm
tha.pdtb.tdtb
tur.pdtb.tdb
tur.pdtb.tedm

joint-DEP
eng.dep.scidtb
eng.dep.covdtb
zho.dep.scidtb

Table 6: Training strategy for different relation corpora.
"individual" means training a corpus-specific model.

por.pdtb.crpc, tha.pdtb.tdtb, and tur.pdtb.tdb, and
the joint model joint-PDTB is trained on this
group. The last is the DEP-group, including
eng.dep.scidtb and zho.dep.scidtb, and its corre-
sponding model is joint-DEP.

During training, adversarial strategy (Miyato
et al., 2016) is applied to improve the robustness
of classifiers. For corpora without a training set,
we evaluate them with the joint model of the cor-
responding annotation framework. We summarize
the setup for each corpus in Table 6.

3.2 Experiments

We train relation classifiers based on the corpora
provided by the shared task. During the evaluation,
we report the result of a model on the test set using
the checkpoint that achieves the best performance
on the development set.

Table 7 shows the results on corpora with train-
ing sets. We find that small corpora can sig-
nificantly benefit from joint training. For exam-
ple, the joint-RST outperforms a relation classifier
trained on deu.rst.pcc solely more than 5 points

Model type Corpus Accuracy

Individual

eng.rst.gum 65.67
eng.rst.rstdt 66.40
eng.pdtb.pdtb 74.75
eng.sdrt.stac 62.85
eus.rst.ert 56.64
zho.rst.gcdt 56.14
zho.pdtb.pdtb 85.36
fra.sdrt.annodis 50.08

joint-RST

deu.rst.pcc 35.77
fas.rst.prstc 55.91
nld.rst.nldt 55.69
por.rst.cstn 68.38
rus.rst.rrt 62.05
spa.rst.rststb 58.69
spa.pdtb.crpc 64.15
zho.rst.sctb 62.26

joint-PDTB

ita.pdtb.luna 67.89
por.pdtb.crpc 77.80
tha.pdtb.tdtb 96.80
tur.pdtb.tdb 56.64

joint-DEP
eng.dep.scidtb 75.30
zho.dep.scidtb 67.44
Mean 64.67

Table 7: Results (Task 3) for corpora with a training set.

Corpus Accuracy
eng.pdtb.tedm 65.53
por.pdtb.tedm 67.03
tur.pdtb.tedm 56.87
eng.dep.covdtb 70.03
Mean 64.87

Table 8: Results (Task 3) for corpora without a training
set.

(i.e., 30.00% → 35.77%). However, the joint
model performs worse on large corpora, such as
eng.rst.gum, decreasing the accuracy from 65.67%
to 62.06%, compared to the individual model. Due
to time constraints, we can not finish the ablation
study on all corpora.

The shared task also provides evaluation corpora
without training sets. The primary goal is to test the
zero-shot performance of trained classifiers. Our
joint models are well suited for this setting since
they have a large label set, inheriting from a group
of small corpora. Table 8 shows joint models’ re-
sults on those evaluation corpora. Surprisingly,
our joint models perform well under the zero-shot
setting, achieving an average accuracy of 64.87%,
close to the performance of corpora with a training
set (i.e., 64.67%).
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4 Conclusion

In this paper, we present our models in the shared
task DISRPT 2023. For Tasks 1 and 2, we em-
ploy a pre-trained model+BiLSTM+CRF to cap-
ture textual information and dependency between
successive labels. For Task 3, we design a joint
training strategy for small corpora, which can com-
pensate for underfitting caused by limited training
instances.
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