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Abstract

In 2023, the third iteration of the DISRPT
Shared Task (Discourse Relation Parsing and
Treebanking) was held, dedicated to the un-
derlying units used in discourse parsing across
formalisms. Following the success of the 2019
and 2021 tasks on Elementary Discourse Unit
Segmentation, Connective Detection, and Re-
lation Classification, this iteration has added
10 new corpora, including 2 new languages
(Thai and Italian) and 3 discourse treebanks
annotated in the discourse dependency repre-
sentation in addition to the previously included
frameworks: RST, SDRT, and PDTB. In this
paper, we review the data included in DISRPT
2023, which covers 26 datasets across 13 lan-
guages, survey and compare submitted systems,
and report on system performance on each task
for both treebanked and plain-tokenized ver-
sions of the data.

1 Introduction

Discourse parsing aims to uncover the underlying
structure of monologues or dialogues, where spans
of texts are linked together by semantic-pragmatic
discourse relations such as EXPLANATION, CON-
TRAST, TEMPORAL-ASYNCHRONOUS, or GOAL.
Examples of such structures in different represen-
tations are given in Figures 1 and 2. Several the-
oretical frameworks have been proposed for dis-
course analysis and have subsequently been used
in many annotation projects. Common ones in-
clude the Rhetorical Structure Theory (RST, Mann
and Thompson 1988), where discourse structures
are hierarchical constituent trees (Figure 1), and re-
lation definitions are based on authors’ or speakers’
intents; the Segmented Discourse Representation
Theory (SDRT, Asher and Lascarides 2003), where
structures are graphs with non-terminal nodes, and

∗Discourse Relation Parsing and Treebanking (DISRPT
2023) was held in conjunction with CODI at ACL 2023 in
Toronto, Canada and Online (https://sites.google.com/
view/disrpt2023/).

Figure 1: An RST Tree Example (Iruskieta et al., 2015).

Figure 2: A Dependency Example (Yang and Li, 2018).

relations are defined using formal logics; and the
Penn Discourse Treebank (PDTB, Prasad et al.
2005) with relations between isolated pairs of ar-
gument spans, possibly marked by a connective
(e.g. but, because) which is then annotated a sense
label. In addition, building upon several studies
proposing to encode discourse structures as depen-
dencies (Hirao et al., 2013; Muller et al., 2012),
it has been proposed to annotate discourse graphs
using pure dependency structures, with no non-
terminal nodes (Figure 2), while keeping relations
and segmentation rules from RST—which is abbre-
viated here as the DEP framework (Yang and Li,
2018).

Within each framework, numerous corpora of a
variety of languages and domains have been anno-
tated. However, the differences between the anno-
tation projects hinder the evaluation of the progress
made and to develop systems that should ideally
perform well on the broadest possible range of data.
Zeldes et al. (2019) proposed the first iteration of
the shared task of Discourse Relation Parsing and
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Treebanking (DISRPT)1 in order to broaden the
scope of discourse studies by including datasets
and inviting researchers from different discourse
theories, to facilitate cross-framework studies.

The first edition of the DISRPT shared task
was limited to Task 1: discourse segmentation—
identifying the elementary discourse units (EDUs)
that may be linked by discourse relations; and Task
2: discourse connective detection—identifying
specific lexical items, called connectives, that can
signal a discourse relation (e.g. while, because,
since, as long as etc.). In 2021, for the second edi-
tion, Zeldes et al. (2021) added a third task, Task
3: discourse relation classification—identifying a
relation label between a pair of attached discourse
units.2 This year, for the third edition, we main-
tained the three tasks but expanded the benchmark
with 10 new corpora, including datasets from the
DEP framework: in total, 26 corpora were made
available across 4 frameworks and 13 languages in
a unified format. In the last phase of the shared task,
we released 6 surprise datasets including data for
a new language (Thai), as well as 4 out-of-domain
(OOD) corpora for which only dev and test parti-
tions were available.

Three teams participated in the shared task, with
one team including half of the organizers of the
shared task. Overall, two systems were proposed
for Tasks 1 and 2, and three systems for Task 3.
Two systems are based on fine-tuning Transformer
masked language model encoders, while the third
one relies on a generative transformer model for
relation classification. Only one team presented
results for all tasks and tracks (MELODI), and an-
other team (HITS) reported results for all tasks but
were limited to the Treebanked track (i.e. parsed
and gold sentence-split data) for Tasks 1 and 2. The
third team (DiscoFLAN) focused on relation classi-
fication only. For the Treebanked track, MELODI
ranked first on the EDU segmentation task, and
HITS ranked first on the connective detection task
with very similar mean scores. For relation classifi-
cation, HITS ranked first.

2 Related Work

Automatic discourse analysis is an active domain
of research, with increasing interests for the past
few years as tools become increasingly capable

1https://sites.google.com/view/disrpt2019
2https://sites.google.com/georgetown.edu/

disrpt2021

of handling such tasks, and discourse information
can be helpful for many applications, for example
for authorship attribution (Ferracane et al., 2017;
Feng, 2015), fake news or political bias detection
(Karimi and Tang, 2019; Devatine et al., 2022),
sentiment analysis (Bhatia et al., 2015; Huber and
Carenini, 2020), or for generation, with uses in
machine translation (Tu et al., 2013; Joty et al.,
2017; Webber et al., 2013) or summarization (Louis
et al., 2010; Hirao et al., 2013; Yoshida et al., 2014;
Liu et al., 2019; Chen and Yang, 2021; Hewett and
Stede, 2022; Pu et al., 2023).

Discourse parsing is the full task of recovering
a discourse structure of a document, either con-
stituent trees in the RST-based framework, depen-
dency trees for DEP, or graphs for SDRT. Perfor-
mance is still far from perfect for full discourse
parsing, and systems are mostly developed for En-
glish, monologues, and the newswire domain, us-
ing the largest news corpus available, the RST-DT
(Carlson et al., 2001), with an F1 score of 55.4 at
best for full trees (Kobayashi et al., 2022).

Recent studies also sometimes report results on
other datasets, especially on GUM (e.g. Atwell et al.
2022; Yu et al. 2022b), the largest RST English cor-
pus to date, which is composed of multiple spoken
and written genres (Zeldes, 2017). Very recently,
Liu and Zeldes (2023) showed the lack of gener-
alization of existing SOTA RST discourse parsers
through a series of experiments, with a significant
performance drop when applied to unseen genres,
and also demonstrated the importance of heteroge-
neous training data for robust discourse parsing.

A few attempts have also been made to develop
systems for dialogues, especially using the SDRT
STAC corpus (Asher et al., 2016) with either su-
pervised methods (Liu and Chen, 2021; Chi and
Rudnicky, 2022; Yu et al., 2022a) or transfer learn-
ing strategies given the small size of the dataset
(e.g. Fan et al. 2022).

Finally, multilingual RST discourse parsing has
been the topic of a few work (Braud et al., 2017a;
Liu et al., 2020, 2021) involving transfer to tackle
data scarcity. Liu et al. (2021) in particular demon-
strated that cross-lingual strategies could even help
for English, and also that good segmentation is cru-
cial for full discourse parsing, with a loss of up to
8% when using predicted EDUs.

As a matter of fact, an option to better understand
the difficulty and low performance of discourse
parsing is to examine its constituent subtasks, such
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as discourse segmentation, but also relation clas-
sification, and attachment (‘naked’ or unlabeled
tree building). Many studies have been dedicated
to these subtasks, with a specific focus on the first
two. The aim of the DISRPT shared task is pre-
cisely to provide benchmarks for these critical steps
toward full discourse parsing, to the extent possible
in a formalism-neutral way, allowing participants
to demonstrate the generalizability of their systems
across languages, domains, and frameworks.

Discourse segmentation in particular has been
seen as a solved task with performance as high
as 94% on RST-DT as early as over 10 years ago
(Xuan Bach et al., 2012). However, systems at
the time were trained only on English newswires
data with gold information about sentence bound-
aries and morpho-syntactic features. When facing
realistic data in other languages and even in En-
glish, with systems based on predicted information,
performance drops very substantially (Braud et al.,
2017b). Disparities across languages and datasets
were later emphasized within the DISRPT shared
tasks (Zeldes et al., 2019, 2021) under realistic set-
tings (with predicted sentence splits), with perfor-
mance above 95% for some corpora, but scores in
the 80s for the Spanish SCTB (82.5% at best), the
Chinese SCTB (83.3), or the Russian RRT (86.2%).
The best-performing system in 2019 (Muller et al.,
2019) used a single multilingual BERT (Devlin
et al., 2019) based model for every corpus, while
in the second edition of DISRPT (Zeldes et al.,
2021), the winning system (Gessler et al., 2021)
achieved the best performance with an accuracy of
around 91.5% on average, which relied on varied
language models, either mono- or multilingual, as
well as hand-crafted features. A loss of about 2%
was observed when gold sentence boundaries are
not given.

For Task 3, discourse relation classification is
often further decomposed into different types of re-
lations: explicit relations—ones that are triggered
by a discourse connective (e.g. while, because),
and implicit relations —ones that do not contain a
discourse marker. The latter is considered a harder
task, since no explicit cues are present, and has
thus been studied more extensively (e.g. Kim et al.
2020; Liang et al. 2020; Long and Webber 2022).

For explicit relations, the task generally reduces
to identifying the connectives, that is deciding
whether a token such as ‘and’ is being used as
a discourse marker, and then identifying the rela-

tion, with the connective constraining the possible
labels (e.g. ‘and’ can signal EXPANSION or RE-
SULT, but not PURPOSE). Connective detection
and explicit discourse relation classification have
been considered easy tasks, with high performance
(Pitler et al., 2008), but it was later shown that per-
formance drops drastically on non-news domains,
or in languages with small datasets (Xue et al.,
2016; Scholman et al., 2021; Johannsen and Sø-
gaard, 2013).

For the first two editions of DISRPT, rather high
performance was reported for connective detection:
between an F1 score of 92-94 for the English and
Turkish corpora, and an F1 score of 87 for the
Chinese one, with only a small drop when gold
sentence splits are not provided. However, this may
be due to the relatively large and homogeneous
datasets used in the evaluation. This year’s new
edition introduces 6 new corpora for Task 2, as
well as OOD datasets for which no training data is
available: this has made the task more challenging,
with the mean scores now under 80% (see Section
5 below for details). We also report scores for
implicit vs explicit relation classification for some
corpora, which were not available in DISRPT 2021,
and demonstrate low scores for implicit relations
as well when data is scarce.

The DISRPT Shared Task is among the very few
studies to report scores for both implicit and ex-
plicit (also including other types such as AltLex
markers, see Prasad et al. 2014) relation classifica-
tion, thus making it more practical for models to
be able to recognize any types of relations. Task
3 was introduced in 2021, and the winning system
was Transformers-based language-specific models
for each target language and a set of hand-crafted
features: overall the average performance was nev-
ertheless still rather low (61.8%), showing room
for substantial improvement.

3 Tasks and Tracks

Three tasks were proposed for DISRPT 2023:

[1] Discourse Unit Segmentation—the task con-
sists of identifying each token as the start of an
EDU or not (BO scheme at the token level).

[2] Discourse Connective Detection—the task
consists of identifying each token as starting,
being inside, or outside a discourse connective
(i.e. BIO scheme at the token level).

[3] Discourse Relation Classification—the task
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consists of assigning a label to a pair of textual
segments, given that a relation holds between
the two units (i.e. multi-class classification).

While all corpora have data annotated for Task 3,
note that they are not all relevant for Tasks 1 and 2:

• For corpora within the PDTB framework: the
connectives are annotated, but no discourse seg-
ments are identified (i.e. Task 2 but not Task 1).

• Corpora within RST, SDRT, and DEP: the EDUs
are identified, but not connectives (Task 1 but not
Task 2).

The shared task also proposes two tracks for
Tasks 1 and 2:

• Treebanked: data is tokenized, split into sen-
tences, and parsed (morpho-syntactic informa-
tion is given). When gold information was avail-
able in the original corpus, it is provided as is.
Otherwise, we provided predicted annotations
done with Stanza (Qi et al., 2020).

• Plain: data is tokenized and split into documents.

4 Shared Task Data

4.1 DISRPT Format
The goal of the Shared Task is to provide a uni-
fied format across corpora annotated in different
frameworks.

Data Format Three types of formats are pro-
vided for each partition (train / dev / test) of each
corpus. The .conllu and .tok files are the data
for Tasks 1 and 2, and they correspond to the
Treebanked and Plain tracks respectively. Meta-
information is provided for documents in both for-
mats. The .conllu files also have sentence anno-
tation,3 part-of-speech (POS), and syntactic parse
information, obtained either from Stanza or from
gold standard treebanking. Some corpora have
multi-word annotations: that is, both the contracted
forms (indicated with specific IDs such as ‘2-3
can’t’) and the sub-forms (‘2 can’ and ‘3 not’)
appear in the files. Segmentation is indicated with
a single label at the beginning of an EDU, at the
position of the first token. The connective labels
correspond to 2 labels: one indicating the begin-
ning (‘B’) of a connective, and the other for tokens

3For the ita.pdtb.luna, containing dialogue transcription,
we rather use an ‘utterance’ unit that corresponds to a sequence
of speech between two silences.

inside (‘I’) a connective. Note that discontinuous
connectives (e.g. ‘either ... or’) are annotated as
separate single connectives.4

The .rels files are for Task 3: each line corre-
sponds to a pair of attached discourse units, with
the annotation of the original relation from the
corpus, and the label used for the shared task:
in particular, PDTB-style relations are truncated
at level 2 (e.g. CONTINGENCY.CAUSE.RESULT >
CONTINGENCY.CAUSE, and RST-DT relations are
grouped into 17 classes as done in Carlson and
Marcu (2001). In addition, for the 2023 edition,
some mappings were performed in order to make
the data more homogeneous: only minimal modifi-
cations were done including correcting misspelling
and non-significant merging such as E-ELAB > E-
ELABORATION, SOLUTION-HOOD > SOLUTION-
HOOD, and TOPICOMMENT > TOPIC-COMMENT.
The full mapping is given in Table 7 in Appendix
A. The files also contain sentence contexts for each
span, indicate discontinuities in the spans, and pro-
vide the direction of the relation (unit 1 to unit 2:
1>2; or the reverse 1<2).

Changes since DISRPT 2021 The major change
is the newly added 10 corpora, including datasets
without training data with the aim of better testing
models’ generalizability. In addition to the minimal
relations mappings described above, we also add
the annotation of multi-word expressions in more
corpora, for consistency.

4.2 Summary of the Datasets

In total, this year’s DISRPT shared task included
26 corpora annotated across 4 frameworks and 13
languages. We provide general statistics of each
dataset in Table 8 in Appendix B. For more in-
formation, please consult the relevant publications
provided in the last column of the table.

The corpora vary not only in terms of languages
and sizes, but also their genres and domains, includ-
ing news, wiki, scientific documents, conversations,
and so on. Corpora vary tremendously in extent:
as shown in the upper part of Table 8 (RST, SDRT
and DEP frameworks), the largest corpora contain
more than 300 documents and 200k tokens, while

4We found that the annotation was faulty in the Thai
corpus, where discontinuous connectives were annotated as
one single chain of ‘B/I’ labels, thus allowing ‘I’ labels to
appear with no immediately preceding ‘B’. This annotation
will be corrected in the GitHub repository (https://github.
com/disrpt/sharedtask2023/) for future use, and we will
indicate the possible impact on the scores.
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Corpus Train Dev Test
#Docs #EDUs #Conn #Labels #Rels #Docs #EDUs #Conn #Labels #Rels #Docs #EDUs #Conn #Labels #Rels

Tasks 1 and 3: Segmentation and Relations

deu.rst.pcc 142 2449 - 26 2164 17 275 - 24 241 17 294 - 24 260
∗eng.dep.covdtb - - - - - 150 2754 - 12 2399 150 2951 - 12 2586
eng.dep.scidtb 492 6740 - 24 6060 154 2130 - 24 1933 152 2116 - 24 1911
eng.rst.gum 165 20722 - 14 19496 24 2790 - 14 2617 24 2740 - 14 2575
eng.rst.rstdt 309 17646 - 17 16002 38 1797 - 17 1621 38 2346 - 17 2155
eng.sdrt.stac 33 9887 - 16 9580 6 1154 - 16 1145 6 1547 - 16 1510
eus.rst.ert 116 2785 - 29 2533 24 677 - 26 614 24 740 - 26 678
fas.rst.prstc 120 4607 - 17 4100 15 576 - 15 499 15 670 - 16 592
fra.sdrt.annodis 64 2255 - 18 2185 11 556 - 18 528 11 618 - 18 625
nld.rst.nldt 56 1662 - 32 1608 12 343 - 27 331 12 338 - 28 325
por.rst.cstn 114 4601 - 32 4148 14 630 - 22 573 12 306 - 21 272
rus.rst.rrt 272 34682 - 22 28868 30 3352 - 19 2855 30 3508 - 20 2843
spa.rst.rststb 203 2472 - 28 2240 32 419 - 23 383 32 460 - 25 426
spa.rst.sctb 32 473 - 24 439 9 103 - 17 94 9 168 - 19 159
zho.dep.scidtb 69 871 - 23 802 20 301 - 18 281 20 235 - 17 215
zho.rst.gcdt 40 7470 - 31 6454 5 1144 - 30 1006 5 1092 - 30 953
zho.rst.sctb 32 473 - 26 439 9 103 - 19 94 9 168 - 20 159

Tasks 2 and 3: Connective and Relations

eng.pdtb.pdtb 1992 - 23850 23 43920 79 - 953 20 1674 91 - 1245 23 2257
∗eng.pdtb.tedm - - - - - 2 - 110 20 178 4 - 231 18 351
ita.pdtb.luna 42 - 671 15 956 6 - 139 14 210 12 - 261 14 381
por.pdtb.crpc 243 - 3994 22 8797 28 - 621 20 1285 31 - 544 19 1248
∗por.pdtb.tedm - - - - - 2 - 102 20 190 4 - 203 18 364
∗tha.pdtb.tdtb 139 - 8277 20 8278 19 - 1243 18 1243 22 - 1344 18 1344
tur.pdtb.tdb 159 - 7063 23 2451 19 - 831 22 312 19 - 854 22 422
∗tur.pdtb.tedm - - - - - 2 - 135 21 213 4 - 247 22 364
zho.pdtb.cdtb 125 - 1034 9 3657 21 - 314 9 855 18 - 312 9 758

Table 1: Train / Dev / Test Statistics of DISRPT 2023 Datasets: boldface indicates a new corpus compared to
DISRPT 2021, ∗ indicates a surprise or an OOD dataset. ‘#Docs’ and ‘#EDUs’ correspond to the total number of
documents and EDUs respectively. #Conn is the number of tokens starting a connective. ‘#Labels’ corresponds to
the size of the respective label set and ‘#Rels’ to the total number of pairs annotated.

the smallest have about 50 documents and 15k to-
kens. We note that the Russian corpus has twice
the amount of tokens compared to corpora of the
same size in terms of documents, which indicates
longer documents (scientific papers). The English
SciDTB, on the other hand, is very large in docu-
ment count, with almost 800 documents that seem
very short: it is composed of scientific abstracts. In
the lower part of Table 8 (PDTB framework), the
difference is even more obvious: the English PDTB
dataset contains 2, 162 documents, while the En-
glish portion of the TED-Multilingual corpus only
contains 6 documents (Zeyrek et al., 2018, 2019).
In general, performance is lower for small datasets,
and one way to improve performance when facing
data scarcity is to take advantage of larger datasets,
as attempted by some participants, notably for Task
3, relation classification.

The statistics also give insights into the differ-
ences between genres or languages and annotation
guidelines across different corpora. The number
of EDUs varies a lot: for example, the English
STAC corpus contains a lot of EDUs relative to
its size, likely due to the ‘conversational’ and ab-
breviated nature of online chatting. We can also
see that the size of the label set differs between
corpora, even within the same framework: between
9 and 23 for PDTB, 14 and 32 for RST, and 12

or 24 for DEP (SDRT has only 2 corpora with a
more stable set of 16-18 labels). Label sets are
not identical, even within the same framework, due
to different relation definitions or granularity as
well as variations in naming formats, e.g. with a
single or a 2-level convention, as in CONCESSION

vs COMPARISON.CONCESSION, or even more mi-
nor change such as the use of capital letters or not.
Some datasets provide much more fine-grained re-
lations (for example over 70 originally for RST-DT,
or over 30 for GUM), but we follow the common
practice of collapsing these to fewer coarse classes
used in most parsing research (however, original
fine-grained labels were retained in an additional
column in the .rels files where available).

We count a total of 163 different relation names
in the targeted level of granularity, which led one
team to propose some mappings to reduce the
label space. This situation is an important chal-
lenge when trying to experiment with joint learn-
ing across corpora, and points to an open research
direction in increasing convergence of discourse
relation labels in the field.

Finally, Table 1 provides the statistics for the
splits of training, validation, and evaluation sets
for each corpus. We indicate the size of the label
set in each partition: unfortunately, in some cor-
pora, some relations present in the training set are
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Treebanked: Gold / Stanza Plain: Trankit
Corpus %Error F1 %Error F1

dev test dev test dev test dev test

deu.rst.pccG 0.97 0.00 85.06 84.02 0.53 0.00 81.03 79.51
eng.dep.covdtb 0.00 0.00 59.35 57.16 0.27 0.35 58.03 55.71
eng.dep.scidtb 0.00 0.00 55.35 55.71 0.12 0.24 55.43 55.92
eng.rst.gumG 0.00 0.00 60.88 60.95 0.25 1.19 60.11 59.31
eng.rst.rstdtG 0.14 0.00 56.96 56.73 1.08 1.12 57.65 58.23
eng.sdrt.stacG 0.30 0.30 92.12 92.63 3.95 3.36 62.54 57.49
eus.rst.ert 3.01 4.58 68.07 68.57 7.75 7.37 69.91 69.87
fas.rst.prstc 0.00 0.00 51.93 56.53 1.40 2.51 53.60 57.32
fra.sdrt.annodis 6.12 12.81 57.43 49.07 1.32 1.41 57.40 50.54
nld.rst.nldt 0.00 0.00 85.28 83.04 2.22 4.91 86.13 83.58
por.rst.cstn 0.39 0.00 57.72 62.47 0.39 0.72 57.88 61.71
rus.rst.rrt 21.53 19.74 59.11 59.89 27.97 25.44 57.46 58.30
spa.rst.rststb 0.00 0.70 75.48 76.31 0.00 0.37 72.64 73.35
spa.rst.sctb 3.95 3.51 81.56 78.01 4.29 3.92 77.46 72.59
zho.dep.scidtb 0.00 0.00 50.99 54.94 0.00 0.00 50.99 54.94
zho.rst.gcdt 0.00 0.00 44.88 46.95 0.35 0.35 39.52 41.48
zho.rst.sctb 6.98 7.52 84.66 81.73 8.33 9.82 75.43 72.14

Table 2: Sentence Segmentation Performance: each
sentence beginning is annotated as an EDU bound-
ary, baseline for segmentation (Task 1) computed on
treebanked data (left) and .tok automatically split with
Trankit (right), F1 scores on the dev and test partitions.
Errors are the percentage of sentence beginnings not
annotated as the beginning of an EDU (so an error of
the sentence splitting). Corpora with gold sentences for
the treebanked track are marked with a G.

not available in the evaluation set (e.g. 2 relations
missing in deu.rst.pcc, 3 in eus.rst.ert, and
4 in nld.rst.nldt); even more crucially, in a few
corpora, some relations are present in the test set
but not in the dev set, preventing a good learning of
these labels (fas.rst.prstc, nld.rst.nldt, and
por.rst.cstn). This is another motivation for
joint learning over different corpora; it could also
be interesting to think about new splits of the data
that would better preserve the label distribution.

4.3 Sentence and EDU Segmentation

Sentences are the basic unit for grouping words in
NLP. They correspond to EDU boundaries: in most
RST, SDRT, and DEP datasets each sentence starts
a new EDU. With sentences given, the segmen-
tation task corresponds to finding intra-sentential
EDU boundaries, and corpora in general include
these boundaries to some extent, depending pos-
sibly on the genre or the annotation scheme: for
some corpora with a low rate of intra-sentential
EDU boundaries, the task could thus be easier if
the sentence splitter already gives good results. As
a baseline and an indication of the complexity of
the task, we thus report results for a sentence-based
baseline, where each sentence is predicted to cor-
respond to one EDU (see Table 2). We also report
performance using another tool for sentence split-
ting, namely Trankit (Nguyen et al., 2021), used by
the team MELODI for the Plain track.

Sentence boundaries are gold for some corpora

(English RST-DT and GUM, and German PCC),
for the others, Stanza (Qi et al., 2020) was used
to provide sentence splits in the .conllu format
(the Treebanked track). A .tok format is also pro-
vided, without information about sentences (the
Plain track). Our baseline results are computed on
the Treebanked data and shown in Table 2.

Error Rate: bad performance of sentence split-
ters We compute the error rate by looking at the
tokens that are supposed to start a sentence but are
not annotated as beginning an EDU: they thus cor-
respond to errors in sentence segmentation. The
error rate is not 0 for RST-DT (gold sentences), be-
cause of alignments errors with the Penn Treebank
(Marcus et al., 1993). In addition, error rate is very
high for the Russian corpus: 15% of the sentences
do not correspond to a new EDU and thus are con-
sidered errors. The Russian RRT is composed of
scientific papers containing lists of references an-
notated as one (very) large EDU while the tools
tend to segment each reference as a separate sen-
tence. We also have ‘non-standard’ sentences of
the form “sci.comp_49-61” which might be figures.
The error rate is also rather high for the e.g. French,
Basque, Chinese, and Spanish corpora. The sen-
tence splitter is clearly suboptimal for the French
corpus, with errors due to e.g. lists or other uses
of punctuations within sentences and also specific
quotations marks, as shown in the examples below
where curly brackets indicate predicted sentence
boundaries:

• {Mais avec un Leica M7 , il est encore possible
de dire : « Je fais de la photo !} {»} - But with a
Leica M7, it is still possible to say “I’m taking
pictures!”

• {En 1866 , le cartographe britannique Charles
W.} {Wilson identifia les ruines de la synagogue
(...)} - In 1866, British cartographer Charles W.
Wilson identified the ruins of the synagogue (...)

High error rates could affect performance since
sentences are generally the units fed to the systems,
especially when the documents are too long for
even large contextualized language models.

Baseline F-Score An F1 score gives an idea of
one aspect of the complexity of the task: if F1 is
high, it means that the corpus does not contain
many intra-sentential EDU boundaries, which are
arguably harder to detect. The STAC corpus mostly
contains EDUs corresponding to a ‘sentence’, even
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if the definition of this unit is less clear for dia-
logues. The task should also be easier, with a good
sentence splitter, for several RST corpora (nld,
deu, zho, and spa). On the other hand, many cor-
pora contain a high rate of intra-sentential EDUs,
making the task harder, e.g. the Chinese SciDTB,
the Farsi PRSTC, or the Chinese RST GCDT.

5 Participating Systems

Three teams submitted systems in time for partic-
ipation: overall there were two systems for Tasks
1-2 and three systems for Task 3. All scores re-
ported below come from our reproduction of these
systems.

5.1 System Descriptions
HITS The HITS team participated in Tasks
1-2 and Tasks 3, with two separate systems.
Their approach for Tasks 1 and 2 was language-
specific, by fine-tuning monolingual or multilin-
gual transformer-based models per corpus—for
corpora with a training set. Their classifier ar-
chitecture was based on pretrained models (var-
ious BERT or RoBERTa based for the monolingual
models, XLM-RoBERTa-base for the multilingual),
fine-tuned with a bidirectional LSTM network with
a CRF layer (BiLSTM-CRF, Huang et al. 2015).
They implemented an adversarial training strategy,
which introduced small perturbations to the origi-
nal inputs in order to help the trained model gen-
eralize better. For corpora without a training set
(the surprise and OOD ones), they used their previ-
ously fine-tuned models of the same language and
framework.

For Task 3, the team submitted a system com-
posed of two fine-tuned transformer-based models
(as in Tasks 1-2, BERT or RoBERTa based for the
monolingual models, XLM-RoBERTa-base/large
for the multilingual). For large corpora, a corpus-
specific fine-tuned classifier was used, based on
monolingual or multilingual models. However,
they aggregated smaller corpora in a joint train-
ing approach based on their frameworks, and then
fine-tuned a multilingual model for classification—
and also used those for corpora without a training
set. They also implemented the adversarial training
strategy for this task, for specific datasets.

MELODI: DisCut and DiscReT The MELODI
team submitted two systems to handle Tasks 1-2
and Task 3 respectively: DisCut and DiscReT. The
former system is a revised version of the team’s

2021 submission (Kamaladdini Ezzabady et al.,
2021). The main modifications to DisCut included
a shift to a single multilingual language model to
accommodate all languages (XLM-RoBERTa-large
was chosen, Conneau et al. 2020), and the use of a
simple linear layer for classification, replacing the
character-level CNN and token-level LSTM used
in the 2021 version. Additionally, the team ex-
perimented with layer freezing, finding an overall
optimum for the large language model when layers
0–5 of 24 were frozen. Both Tasks 1 and 2 were
handled as BIO-encoded sequence labeling, and
no additional features beyond sentence splits were
used (for the plain text scenario, Trankit was used
to preprocess the data, see Nguyen et al. 2021).

For Task 3, MELODI submitted DiscReT, which
was unique in not only using a multilingual lan-
guage model for all languages (this time choosing
mBERT-base-cased) but also training jointly on all
datasets after performing label lower-casing and
selective merging to reduce the total of possible la-
bels from 163 to 135 across datasets. Their models
are fine-tuned and fitted with a fine-tuned Adapter.
Adapters (Houlsby et al., 2019) offer a lightweight
alternative built on transformers that expose only a
subset of parameters to fine-tuning, reaching com-
parable results to fully fine-tuned transformers. The
system did not use additional features, except for
encoding the relation direction information by per-
muting the order of input sequences to always begin
with the source argument of the relation (meaning
sequences were transposed from their natural order
for relations of the form 1<2).

DiscoFLAN DiscoFlan is based on the Flan-T5
generative language model, itself a fine-tuning of
the T5 model on a large set of additional tasks
(Chung et al., 2022). The basic principle of this
family of models is to encode an instruction in nat-
ural language input to resolve a given NLP task,
and to learn to decode it as the answer. In the
case of discourse relation classification within DIS-
RPT, this is implemented in DiscoFlan by fine-
tuning Flan-T5 and encoding the instruction “what
discourse relation holds between sent1 and sent2:
sent1 <text> sent2 <text>” in various languages,
and learning to decode the discourse relation label.
A post-processing step tried to match an output to-
ken to an existing label, or select the majority class
if the output cannot be mapped. The majority class
is computed on the training set, or the dev set for
the OOD corpora that do not have training sets.
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track: Treebanked track: Plain
corpus DisCut* HITS DisCut*

P R F1 P R F1 P R F1

deu.rst.pcc 97.88 94.22 96.01 97.58 95.92 96.74 96.77 91.84 94.24
**eng.dep.covdtb 94.04 90.31 92.13 90.22 90.38 90.30 94.04 90.31 92.13
eng.dep.scidtb 94.96 95.18 95.07 94.77 95.09 94.93 94.94 94.05 94.49
eng.rst.gum 94.59 96.42 95.50 95.08 95.29 95.19 94.95 93.98 94.46
eng.rst.rstdt 97.21 98.04 97.62 96.46 97.66 97.06 96.70 98.81 97.74
eng.sdrt.stac 95.75 94.70 95.22 96.71 95.09 95.89 87.92 93.60 90.67
eus.rst.ert 88.18 91.76 89.93 90.14 90.14 90.14 89.66 92.57 91.09
fas.rst.prstc 94.92 91.94 93.40 92.95 92.54 92.74 93.29 93.43 93.36
fra.sdrt.annodis 88.06 88.35 88.21 88.82 87.38 88.09 91.34 90.45 90.89
nld.rst.nldt 98.17 94.97 96.54 93.62 91.12 92.35 97.05 97.34 97.19
por.rst.cstn 93.53 94.44 93.98 93.73 92.81 93.27 93.02 95.75 94.36
rus.rst.rrt 84.02 87.20 85.58 83.08 87.88 85.41 83.23 87.71 85.41
spa.rst.rststb 92.74 94.35 93.53 91.14 91.74 91.44 92.03 95.43 93.70
spa.rst.sctb 86.14 85.12 85.63 84.38 80.36 82.32 82.76 85.71 84.21
zho.dep.scidtb 83.58 95.32 89.07 84.00 98.3 90.59 84.64 96.17 90.04
zho.rst.gcdt 91.80 93.32 92.55 89.09 92.77 90.89 90.47 93.04 91.74
zho.rst.sctb 79.33 84.52 81.84 78.95 80.36 79.65 73.82 83.93 78.55

mean 91.46 92.36 91.87 90.63 91.46 91.00 90.39 92.60 91.43

Table 3: EDU Segmentation Results on Treebanked and
Plain tracks: boldface indicates a new corpus compared
to DISRPT 2021, and ∗∗ a surprise and OOD dataset.
Disclosure: System marked with * was submitted by
a team containing organizers and annotators of shared
task datasets.

5.2 Results

Task 1: EDU Segmentation Table 3 shows the
EDU Segmentation scores of the two submitted
systems. The comparison between the two systems
for the Treebanked track indicates very similar re-
sults, with the winner being DisCut (a mean F1
score of 91.87) from the MELODI team. Both sys-
tems used rather similar architectures, and the main
difference was the language model used as back-
bone: always XLM-RoBERTa large for MELODI,
and for HITS a language model was specifically
chosen for the target language. As illustrated here,
it seems that the hyper-parameter tuning including
freezing layers and/or the use of a large version of
RoBERTa allows performance to be on par with the
specific base models. Major improvements were
observed for nld.rst.nldt (MELODI +4 points),
spa.rst.rststb (+2), spa.rst.sctb (+3), and
zho.rst.sctb (+2). However, these variations
should be taken with precaution as we noticed an
important variance of the scores when reproducing
the results, especially for small-sized corpora.

In general, scores are high, and the performance
of DisCut is better than the ones obtained by the
winning system DisCoDisCo in 2021 (Gessler et al.,
2021), with a mean score of 91.77 when only con-
sidering the corpora used in 2021 against 91.48
for DisCoDisCo (for the Treebanked track). See
the paper describing the MELODI results for a
full comparison. Additionally, this year’s mean
scores are not far from the 2021 ones, despite the
addition of the new corpora and one OOD dataset
(eng.dep.covdtb). This demonstrates some ro-

bustness of the approaches as well as the consis-
tencies of the new annotations. We note that a few
corpora are still challenging, with performance be-
low 90, in particular rus.rst.rrt, which is likely
due to the issue with the bibliographic parts; and
spa.rst.sctb and zho.rst.sct, which are paral-
lel corpora and correspond to a rather high rate of
sentence segmentation errors (4-7%), which should
be investigated further.

The Plain track gives the opportunity to test EDU
segmentation in a more realistic setting, i.e. no
sentence splits are provided. However, since LLMs
have severe limitations on input size, the DisCut
system relies on another sentence segmentation,
done with Trankit (Nguyen et al., 2021), but using
the same tokenization as required for the evaluation
for the shared task (which means that the results
do not exactly reflect the performance of Trankit).
Results show the mean performance is similar to
the Treebanked track while, this time, no corpus
contains gold sentence splits which is encouraging
for future use of this kind of system on new data.

track: Treebanked track: Plain
corpus DisCut* HITS DisCut*

P R F1 P R F1 P R F1

eng.pdtb.pdtb 95.49 91.89 93.66 93.61 94.06 93.83 94.08 89.32 91.64
**eng.pdtb.tedm 82.69 74.46 78.36 81.74 77.49 79.56 83.77 69.26 75.83
ita.pdtb.luna 60.65 72.03 65.85 62.23 66.28 64.19 66.34 77.78 71.60
por.pdtb.crpc 80.81 80.51 80.66 80.59 80.88 80.73 78.49 80.51 79.49
**por.pdtb.tedm 77.52 83.25 80.29 73.71 84.24 78.62 74.78 84.73 79.45
tha.pdtb.tdtb 84.24 87.13 85.66 85.74 87.2 86.46 85.32 59.23 69.92
tur.pdtb.tdb 92.34 93.21 92.77 92.3 95.43 93.84 90.33 91.92 91.12
**tur.pdtb.tedm 87.41 50.61 64.10 91.49 52.23 66.49 51.01 88.73 64.78
zho.pdtb.cdtb 91.25 86.86 89.00 89.26 85.26 87.21 92.03 88.78 90.38

mean 82.64 79.14 80.17 82.68 79.73 80.47 79.57 81.14 79.36

Table 4: Connective Detection Results.

Task 2: Connective Detection Table 4 shows the
connective detection results of the two submitted
systems, which remain the same as for Task 1. We
also observe similar scores between MELODI and
HITS, but this time HITS is the winner (a mean F1
score of 80.47). Contrary to EDU segmentation,
the new corpora added for this task are very chal-
lenging, especially the OOD ones coming from the
TED multilingual corpus and the LUNA corpus,
that are small and consist of documents from very
specific genres (TED talks and speech transcrip-
tions of dialogues). As a comparison, mean score
of DisCoDisCo in 2021 was 91.22, while now the
mean is around 80’s. For this task, sentence seg-
mentation seems less a crucial factor; however, the
comparison between the two tracks demonstrate
huge differences for some corpora, e.g. −5.75 for
Luna and −15.74 for the Thai corpus when us-
ing Trankit vs Stanza. These differences should
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be investigated further to better assess the role of
sentence splitting in connective detection.

Task 3: Relation Classification For the relation
classification task, three systems were submitted:
DiscReT, HITS, and DiscoFlan. The winning sys-
tem is HITS, with a mean accuracy score of 62.36.
The proposed strategy, with single models for large
corpora and merging for small ones within each
framework, seems more effective than the joint
learning over all corpora proposed in DiscReT. In-
terestingly, the second system is still on par with or
even better for a few corpora, meaning that merging
across corpora to some extent could also help.

The scores indicate that some corpora are very
challenging: the German PCC, the Turkish TDB,
and the Dutch NLDT, with the accuracy score lower
than 52. The new corpora do not seem more chal-
lenging than the others, except for the Turkish
TEDm. We note that scores are very high for the
Thai corpus (95.83), which could be due to the
fact that only explicit relations are annotated in
the current version. Compared to 2021, HITS has
lower performance, with a mean accuracy score
of 58.18 when only considering the corpora avail-
able in 2021 against 61.82 for DisCoDisCo, which
indicates that the merging strategy including the
new corpora could lead to drop in performance
compared to single models, but more analysis is
needed to investigate the impact of the hand-crafted
features used in DisCoDisCo.

In order to provide more insights into the results,
we also provide scores for implicit/explicit rela-
tions for some corpora, as shown in Table 6. Un-
expectedly, we observe large differences in perfor-
mance between explicit and implicit relations, with
the latter having scores in the 40s against around 85
for the former. Some exceptions are high scores for
implicit in the Portuguese CRPC and low scores
for explicit in the Turkish TEDm. We also pro-
vide scores for each relation label for all corpora in
Appendix C.

6 Conclusion

The DISRPT 2023 shared task was very chal-
lenging, with the addition of datasets from a new
framework, in new languages, and 4 OOD surprise
datasets without training partitions. The submitted
systems still demonstrated rather high performance
for EDU segmentation, with room for improvement
for some corpora / languages / domains. However,
further research and error analysis are needed to

corpus DiscRet HITS DiscoFlan

deu.rst.pcc 26.92 31.92 13.08
**eng.dep.covdtb 41.30 69.33 50.15
eng.dep.scidtb 67.56 74.15 34.12
eng.pdtb.pdtb 69.25 74.30 24.41
**eng.pdtb.tedm 19.94 64.96 33.05
eng.rst.gum 55.34 68.19 22.33
eng.rst.rstdt 49.98 65.71 36.94
eng.sdrt.stac 56.89 60.79 22.65
eus.rst.ert 51.77 56.19 28.02
fas.rst.prstc 50.34 56.08 25.84
fra.sdrt.annodis 44.96 51.84 19.36
ita.pdtb.luna 58.42 65.00 22.37
nld.rst.nldt 43.69 51.69 29.23
por.pdtb.crpc 72.76 78.53 43.83
**por.pdtb.tedm 54.95 64.84 29.95
por.rst.cstn 62.87 68.75 38.60
rus.rst.rrt 61.52 60.99 23.60
spa.rst.rststb 58.22 57.28 26.76
spa.rst.sctb 33.33 61.64 44.65
tha.pdtb.tdtb 95.24 95.83 34.67
tur.pdtb.tdb 49.05 45.50 25.83
**tur.pdtb.tedm 49.73 54.12 25.83
zho.dep.scidtb 67.44 67.44 33.49
zho.pdtb.cdtb 69.13 59.63 59.37
zho.rst.gcdt 55.72 56.35 20.46
zho.rst.sctb 49.06 60.38 43.40

mean 54.44 62.36 31.21

Table 5: Relation Classification Results on the Test Set.

corpus DiscReT HITS #impl #expl
impl expl impl expl

eng.pdtb.pdtb 42.66 75.32 57.94 87.23 1008 1159
eng.pdtb.tedm 4.80 28.06 39.20 83.16 125 196
ita.pdtb.luna 17.21 62.02 49.18 72.48 122 258
por.pdtb.crpc 18.00 72.92 71.87 88.20 711 517
por.pdtb.tedm 15.85 69.95 42.68 85.25 164 183
tur.pdtb.tedm 22.95 52.40 44.26 59.62 122 208

Table 6: Implicit/Explicit Classification Results.

better understand not only what could be missing
in the current models, but also what could be im-
proved in some annotation projects, especially for
example when EDU boundaries do not match sen-
tence segmentation. Connective detection has been
shown to be far from a solved task, with specific
challenges for speech or dialogue data and gener-
alizability to new domains. Finally, challenges are
still significant for discourse relation classification.
Competitors proposed original and attractive strate-
gies to combine corpora due to data scarcity, but
the label set explosion is a major obstacle as well
as for analyzing the results. We hope that this work
will bring new research and discussion in increas-
ing convergence and cohesion of frameworks and
annotation projects. We encourage researchers in
the field to use the DISRPT data as a benchmark
to evaluate their systems in the future in order to
provide a realistic view of the robustness and gen-
eralization ability of their approaches.

9



Acknowledgements

This work is partially supported by the AnDiaMO
project (ANR-21-CE23-0020) and the ANR (ANR-
19-PI3A-0004) through the AI Interdisciplinary In-
stitute, ANITI, as part of France’s “Investing for
the Future — PIA3” program.

This work is also partially supported by the
SLANT project (ANR-19-CE23-0022) and the
ANR grant SUMM-RE (ANR-20-CE23-0017).
Chloé Braud and Philippe Muller are part of the
programme DesCartes and are also supported by
the National Research Foundation, Prime Minis-
ter’s Office, Singapore under its Campus for Re-
search Excellence and Technological Enterprise
(CREATE) programme.

References
Stergos Afantenos, Nicholas Asher, Farah Bena-

mara, Myriam Bras, Cécile Fabre, Mai Ho-dac,
Anne Le Draoulec, Philippe Muller, Marie-Paule
Péry-Woodley, Laurent Prévot, Josette Rebeyrolles,
Ludovic Tanguy, Marianne Vergez-Couret, and Laure
Vieu. 2012. An empirical resource for discovering
cognitive principles of discourse organisation: the
ANNODIS corpus. In Proceedings of the Eighth In-
ternational Conference on Language Resources and
Evaluation (LREC’12), pages 2727–2734, Istanbul,
Turkey. European Language Resources Association
(ELRA).

Nicholas Asher, Julie Hunter, Mathieu Morey, Bena-
mara Farah, and Stergos Afantenos. 2016. Discourse
structure and dialogue acts in multiparty dialogue:
the STAC corpus. In Proceedings of the Tenth In-
ternational Conference on Language Resources and
Evaluation (LREC’16), pages 2721–2727, Portorož,
Slovenia. European Language Resources Association
(ELRA).

Nicholas Asher and Alex Lascarides. 2003. Logics of
Conversation. Cambridge University Press, Cam-
bridge.

Katherine Atwell, Anthony Sicilia, Seong Jae Hwang,
and Malihe Alikhani. 2022. The change that matters
in discourse parsing: Estimating the impact of do-
main shift on parser error. In Findings of the Associa-
tion for Computational Linguistics: ACL 2022, pages
824–845, Dublin, Ireland. Association for Computa-
tional Linguistics.

Parminder Bhatia, Yangfeng Ji, and Jacob Eisenstein.
2015. Better document-level sentiment analysis from
RST discourse parsing. In Proceedings of the 2015
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 2212–2218, Lisbon, Portu-
gal. Association for Computational Linguistics.

Chloé Braud, Maximin Coavoux, and Anders Søgaard.
2017a. Cross-lingual RST discourse parsing. In
Proceedings of the 15th Conference of the European
Chapter of the Association for Computational Lin-
guistics: Volume 1, Long Papers, pages 292–304,
Valencia, Spain. Association for Computational Lin-
guistics.

Chloé Braud, Ophélie Lacroix, and Anders Søgaard.
2017b. Cross-lingual and cross-domain discourse
segmentation of entire documents. In Proceedings
of the 55th Annual Meeting of the Association for
Computational Linguistics (Volume 2: Short Papers),
pages 237–243, Vancouver, Canada. Association for
Computational Linguistics.

Shuyuan Cao, Iria da Cunha, and Mikel Iruskieta. 2018.
The RST Spanish-Chinese treebank. In Proceedings
of the Joint Workshop on Linguistic Annotation, Mul-
tiword Expressions and Constructions (LAW-MWE-
CxG-2018), pages 156–166, Santa Fe, New Mexico,
USA. Association for Computational Linguistics.

Paula Christina Figueira Cardoso, Erick Galani Maziero,
Maria Lucía del Rosario Castro Jorge, M. Eloize,
R. Kibar Aji Seno, Ariani Di Felippo, Lucia He-
lena Machado Rino, Maria das Graças Volpe Nunes,
and Thiago Alexandre Salgueiro Pardo. 2011. CST-
News - a discourse-annotated corpus for single and
multi-document summarization of news texts in
Brazilian Portuguese. In Proceedings of the 3rd RST
Brazilian Meeting, pages 88–105, Cuiabá, Brazil.

Lynn Carlson and Daniel Marcu. 2001. Discourse tag-
ging reference manual. Technical report, University
of Southern California Information Sciences Insti-
tute.

Lynn Carlson, Daniel Marcu, and Mary Ellen
Okurovsky. 2001. Building a discourse-tagged cor-
pus in the framework of Rhetorical Structure Theory.
In Proceedings of the Second SIGdial Workshop on
Discourse and Dialogue.

Jiaao Chen and Diyi Yang. 2021. Structure-aware ab-
stractive conversation summarization via discourse
and action graphs. In Proceedings of the 2021 Con-
ference of the North American Chapter of the Asso-
ciation for Computational Linguistics: Human Lan-
guage Technologies, pages 1380–1391, Online. As-
sociation for Computational Linguistics.

Yi Cheng and Sujian Li. 2019. Zero-shot Chinese dis-
course dependency parsing via cross-lingual map-
ping. In Proceedings of the 1st Workshop on Dis-
course Structure in Neural NLG, pages 24–29, Tokyo,
Japan. Association for Computational Linguistics.

Ta-Chung Chi and Alexander Rudnicky. 2022. Struc-
tured dialogue discourse parsing. In Proceedings
of the 23rd Annual Meeting of the Special Interest
Group on Discourse and Dialogue, pages 325–335,
Edinburgh, UK. Association for Computational Lin-
guistics.

10

http://www.lrec-conf.org/proceedings/lrec2012/pdf/836_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2012/pdf/836_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2012/pdf/836_Paper.pdf
https://aclanthology.org/L16-1432
https://aclanthology.org/L16-1432
https://aclanthology.org/L16-1432
https://doi.org/10.18653/v1/2022.findings-acl.68
https://doi.org/10.18653/v1/2022.findings-acl.68
https://doi.org/10.18653/v1/2022.findings-acl.68
https://doi.org/10.18653/v1/D15-1263
https://doi.org/10.18653/v1/D15-1263
https://aclanthology.org/E17-1028
https://doi.org/10.18653/v1/P17-2037
https://doi.org/10.18653/v1/P17-2037
https://aclanthology.org/W18-4917
https://aclanthology.org/W01-1605
https://aclanthology.org/W01-1605
https://doi.org/10.18653/v1/2021.naacl-main.109
https://doi.org/10.18653/v1/2021.naacl-main.109
https://doi.org/10.18653/v1/2021.naacl-main.109
https://doi.org/10.18653/v1/W19-8104
https://doi.org/10.18653/v1/W19-8104
https://doi.org/10.18653/v1/W19-8104
https://aclanthology.org/2022.sigdial-1.32
https://aclanthology.org/2022.sigdial-1.32


Hyung Won Chung, Le Hou, Shayne Longpre, Barret
Zoph, Yi Tay, William Fedus, Yunxuan Li, Xuezhi
Wang, Mostafa Dehghani, Siddhartha Brahma, Al-
bert Webson, Shixiang Shane Gu, Zhuyun Dai,
Mirac Suzgun, Xinyun Chen, Aakanksha Chowdh-
ery, Alex Castro-Ros, Marie Pellat, Kevin Robinson,
Dasha Valter, Sharan Narang, Gaurav Mishra, Adams
Yu, Vincent Zhao, Yanping Huang, Andrew Dai,
Hongkun Yu, Slav Petrov, Ed H. Chi, Jeff Dean, Ja-
cob Devlin, Adam Roberts, Denny Zhou, Quoc V. Le,
and Jason Wei. 2022. Scaling instruction-finetuned
language models.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 8440–
8451, Online. Association for Computational Lin-
guistics.

Iria da Cunha, Juan-Manuel Torres-Moreno, and Ger-
ardo Sierra. 2011. On the development of the RST
Spanish treebank. In Proceedings of the 5th Lin-
guistic Annotation Workshop, pages 1–10, Portland,
Oregon, USA. Association for Computational Lin-
guistics.

Nicolas Devatine, Philippe Muller, and Chloé Braud.
2022. Predicting political orientation in news with
latent discourse structure to improve bias understand-
ing. In Proceedings of the 3rd Workshop on Com-
putational Approaches to Discourse, pages 77–85,
Gyeongju, Republic of Korea and Online. Interna-
tional Conference on Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Yaxin Fan, Peifeng Li, Fang Kong, and Qiaoming Zhu.
2022. A distance-aware multi-task framework for
conversational discourse parsing. In Proceedings of
the 29th International Conference on Computational
Linguistics, pages 912–921, Gyeongju, Republic of
Korea. International Committee on Computational
Linguistics.

Vanessa Wei Feng. 2015. RST-Style Discourse Parsing
and Its Applications in Discourse Analysis. Ph.D.
thesis, University of Toronto.

Elisa Ferracane, Su Wang, and Raymond Mooney. 2017.
Leveraging discourse information effectively for au-
thorship attribution. In Proceedings of the Eighth
International Joint Conference on Natural Language

Processing (Volume 1: Long Papers), pages 584–
593, Taipei, Taiwan. Asian Federation of Natural
Language Processing.

Michel Généreux, Iris Hendrickx, and Amália Mendes.
2012. Introducing the reference corpus of contempo-
rary Portuguese online. In Proceedings of the Eighth
International Conference on Language Resources
and Evaluation (LREC’12), pages 2237–2244, Istan-
bul, Turkey. European Language Resources Associa-
tion (ELRA).

Luke Gessler, Shabnam Behzad, Yang Janet Liu, Siyao
Peng, Yilun Zhu, and Amir Zeldes. 2021. Dis-
CoDisCo at the DISRPT2021 shared task: A system
for discourse segmentation, classification, and con-
nective detection. In Proceedings of the 2nd Shared
Task on Discourse Relation Parsing and Treebank-
ing (DISRPT 2021), pages 51–62, Punta Cana, Do-
minican Republic. Association for Computational
Linguistics.

Freya Hewett and Manfred Stede. 2022. Extractive sum-
marisation for German-language data: A text-level
approach with discourse features. In Proceedings of
the 29th International Conference on Computational
Linguistics, pages 756–765, Gyeongju, Republic of
Korea. International Committee on Computational
Linguistics.

Tsutomu Hirao, Yasuhisa Yoshida, Masaaki Nishino,
Norihito Yasuda, and Masaaki Nagata. 2013. Single-
document summarization as a tree knapsack problem.
In Proceedings of the 2013 Conference on Empiri-
cal Methods in Natural Language Processing, pages
1515–1520, Seattle, Washington, USA. Association
for Computational Linguistics.

Neil Houlsby, Andrei Giurgiu, Stanislaw Jastrzebski,
Bruna Morrone, Quentin De Laroussilhe, Andrea
Gesmundo, Mona Attariyan, and Sylvain Gelly. 2019.
Parameter-efficient transfer learning for NLP. In In-
ternational Conference on Machine Learning, pages
2790–2799. PMLR.

Zhiheng Huang, Wei Xu, and Kai Yu. 2015. Bidi-
rectional LSTM-CRF models for sequence tagging.
arXiv preprint arXiv:1508.01991.

Patrick Huber and Giuseppe Carenini. 2020. From sen-
timent annotations to sentiment prediction through
discourse augmentation. In Proceedings of the 28th
International Conference on Computational Linguis-
tics, pages 185–197, Barcelona, Spain (Online). In-
ternational Committee on Computational Linguistics.

Mikel Iruskieta, María Jesús Aranzabe, Arantza Diaz
de Ilarraza, Itziar Gonzalez-Dios, Mikel Lersundi,
and Oier Lopez de Lacalle. 2013. The RST Basque
TreeBank: An online search interface to check rhetor-
ical relations. In 4th Workshop on RST and Discourse
Studies, pages 40–49, Fortaleza, Brasil.

Mikel Iruskieta, Iria Cunha, and Maite Taboada. 2015.
A qualitative comparison method for rhetorical struc-
tures: Identifying different discourse structures in

11

http://arxiv.org/abs/2210.11416
http://arxiv.org/abs/2210.11416
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/2020.acl-main.747
https://aclanthology.org/W11-0401
https://aclanthology.org/W11-0401
https://aclanthology.org/2022.codi-1.10
https://aclanthology.org/2022.codi-1.10
https://aclanthology.org/2022.codi-1.10
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://aclanthology.org/2022.coling-1.76
https://aclanthology.org/2022.coling-1.76
https://aclanthology.org/I17-1059
https://aclanthology.org/I17-1059
http://www.lrec-conf.org/proceedings/lrec2012/pdf/309_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2012/pdf/309_Paper.pdf
https://doi.org/10.18653/v1/2021.disrpt-1.6
https://doi.org/10.18653/v1/2021.disrpt-1.6
https://doi.org/10.18653/v1/2021.disrpt-1.6
https://doi.org/10.18653/v1/2021.disrpt-1.6
https://aclanthology.org/2022.coling-1.63
https://aclanthology.org/2022.coling-1.63
https://aclanthology.org/2022.coling-1.63
https://aclanthology.org/D13-1158
https://aclanthology.org/D13-1158
https://arxiv.org/abs/1508.01991
https://arxiv.org/abs/1508.01991
https://doi.org/10.18653/v1/2020.coling-main.16
https://doi.org/10.18653/v1/2020.coling-main.16
https://doi.org/10.18653/v1/2020.coling-main.16
https://doi.org/10.1007/s10579-014-9271-6
https://doi.org/10.1007/s10579-014-9271-6


multilingual corpora. Language Resources and Eval-
uation, 49(2):263–309.

Anders Johannsen and Anders Søgaard. 2013. Dis-
ambiguating explicit discourse connectives without
oracles. In Proceedings of the Sixth International
Joint Conference on Natural Language Processing,
pages 997–1001, Nagoya, Japan. Asian Federation
of Natural Language Processing.

Shafiq Joty, Francisco Guzmán, Lluís Màrquez, and
Preslav Nakov. 2017. Discourse structure in machine
translation evaluation. Computational Linguistics,
43(4):683–722.

Morteza Kamaladdini Ezzabady, Philippe Muller, and
Chloé Braud. 2021. Multi-lingual discourse segmen-
tation and connective identification: MELODI at dis-
rpt2021. In Proceedings of the 2nd Shared Task on
Discourse Relation Parsing and Treebanking (DIS-
RPT 2021), pages 22–32, Punta Cana, Dominican
Republic. Association for Computational Linguistics.

Hamid Karimi and Jiliang Tang. 2019. Learning hier-
archical discourse-level structure for fake news de-
tection. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
3432–3442, Minneapolis, Minnesota. Association for
Computational Linguistics.

Najoung Kim, Song Feng, Chulaka Gunasekara, and
Luis Lastras. 2020. Implicit discourse relation clas-
sification: We need to talk about evaluation. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 5404–
5414, Online. Association for Computational Lin-
guistics.

Naoki Kobayashi, Tsutomu Hirao, Hidetaka Kamigaito,
Manabu Okumura, and Masaaki Nagata. 2022. A
simple and strong baseline for end-to-end neural
RST-style discourse parsing. In Findings of the Asso-
ciation for Computational Linguistics: EMNLP 2022,
pages 6725–6737, Abu Dhabi, United Arab Emirates.
Association for Computational Linguistics.

Li Liang, Zheng Zhao, and Bonnie Webber. 2020. Ex-
tending implicit discourse relation recognition to the
PDTB-3. In Proceedings of the First Workshop on
Computational Approaches to Discourse, pages 135–
147, Online. Association for Computational Linguis-
tics.

Yang Liu, Ivan Titov, and Mirella Lapata. 2019. Single
document summarization as tree induction. In Pro-
ceedings of the 2019 Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics: Human Language Technologies, Volume
1 (Long and Short Papers), pages 1745–1755, Min-
neapolis, Minnesota. Association for Computational
Linguistics.

Yang Janet Liu and Amir Zeldes. 2023. Why can’t dis-
course parsing generalize? a thorough investigation
of the impact of data diversity. In Proceedings of the
17th Conference of the European Chapter of the As-
sociation for Computational Linguistics, pages 3112–
3130, Dubrovnik, Croatia. Association for Computa-
tional Linguistics.

Zhengyuan Liu and Nancy Chen. 2021. Improving
multi-party dialogue discourse parsing via domain
integration. In Proceedings of the 2nd Workshop on
Computational Approaches to Discourse, pages 122–
127, Punta Cana, Dominican Republic and Online.
Association for Computational Linguistics.

Zhengyuan Liu, Ke Shi, and Nancy Chen. 2020. Mul-
tilingual neural RST discourse parsing. In Proceed-
ings of the 28th International Conference on Com-
putational Linguistics, pages 6730–6738, Barcelona,
Spain (Online). International Committee on Compu-
tational Linguistics.

Zhengyuan Liu, Ke Shi, and Nancy Chen. 2021.
DMRST: A joint framework for document-level mul-
tilingual RST discourse segmentation and parsing.
In Proceedings of the 2nd Workshop on Compu-
tational Approaches to Discourse, pages 154–164,
Punta Cana, Dominican Republic and Online. Asso-
ciation for Computational Linguistics.

Wanqiu Long and Bonnie Webber. 2022. Facilitating
contrastive learning of discourse relational senses by
exploiting the hierarchy of sense relations. In Pro-
ceedings of the 2022 Conference on Empirical Meth-
ods in Natural Language Processing, pages 10704–
10716, Abu Dhabi, United Arab Emirates. Associa-
tion for Computational Linguistics.

Annie Louis, Aravind Joshi, and Ani Nenkova. 2010.
Discourse indicators for content selection in sum-
marization. In Proceedings of the SIGDIAL 2010
Conference, pages 147–156, Tokyo, Japan. Associa-
tion for Computational Linguistics.

William C. Mann and Sandra A. Thompson. 1988.
Rhetorical Structure Theory: Toward a functional
theory of text organization. Text, 8:243–281.

Mitchell P. Marcus, Beatrice Santorini, and Mary Ann
Marcinkiewicz. 1993. Building a large annotated
corpus of english: The penn treebank. Special Issue
on Using Large Corpora, Computational Linguistics,
19(2):313–330.

Amália Mendes and Pierre Lejeune. 2022. Crpc-db a
discourse bank for portuguese. In Computational
Processing of the Portuguese Language: 15th In-
ternational Conference, PROPOR 2022, Fortaleza,
Brazil, March 21–23, 2022, Proceedings, page 79–89,
Berlin, Heidelberg. Springer-Verlag.

Philippe Muller, Stergos Afantenos, Pascal Denis, and
Nicholas Asher. 2012. Constrained decoding for text-
level discourse parsing. In Proceedings of COLING
2012, pages 1883–1900, Mumbai, India. The COL-
ING 2012 Organizing Committee.

12

https://doi.org/10.1007/s10579-014-9271-6
https://aclanthology.org/I13-1134
https://aclanthology.org/I13-1134
https://aclanthology.org/I13-1134
https://doi.org/10.1162/COLI_a_00298
https://doi.org/10.1162/COLI_a_00298
https://doi.org/10.18653/v1/2021.disrpt-1.3
https://doi.org/10.18653/v1/2021.disrpt-1.3
https://doi.org/10.18653/v1/2021.disrpt-1.3
https://doi.org/10.18653/v1/N19-1347
https://doi.org/10.18653/v1/N19-1347
https://doi.org/10.18653/v1/N19-1347
https://doi.org/10.18653/v1/2020.acl-main.480
https://doi.org/10.18653/v1/2020.acl-main.480
https://aclanthology.org/2022.findings-emnlp.501
https://aclanthology.org/2022.findings-emnlp.501
https://aclanthology.org/2022.findings-emnlp.501
https://doi.org/10.18653/v1/2020.codi-1.14
https://doi.org/10.18653/v1/2020.codi-1.14
https://doi.org/10.18653/v1/2020.codi-1.14
https://doi.org/10.18653/v1/N19-1173
https://doi.org/10.18653/v1/N19-1173
https://aclanthology.org/2023.eacl-main.227
https://aclanthology.org/2023.eacl-main.227
https://aclanthology.org/2023.eacl-main.227
https://doi.org/10.18653/v1/2021.codi-main.11
https://doi.org/10.18653/v1/2021.codi-main.11
https://doi.org/10.18653/v1/2021.codi-main.11
https://doi.org/10.18653/v1/2020.coling-main.591
https://doi.org/10.18653/v1/2020.coling-main.591
https://doi.org/10.18653/v1/2021.codi-main.15
https://doi.org/10.18653/v1/2021.codi-main.15
https://aclanthology.org/2022.emnlp-main.734
https://aclanthology.org/2022.emnlp-main.734
https://aclanthology.org/2022.emnlp-main.734
https://aclanthology.org/W10-4327
https://aclanthology.org/W10-4327
https://doi.org/10.1007/978-3-030-98305-5_8
https://doi.org/10.1007/978-3-030-98305-5_8
https://aclanthology.org/C12-1115
https://aclanthology.org/C12-1115


Philippe Muller, Chloé Braud, and Mathieu Morey.
2019. ToNy: Contextual embeddings for accurate
multilingual discourse segmentation of full docu-
ments. In Proceedings of the Workshop on Discourse
Relation Parsing and Treebanking 2019, pages 115–
124, Minneapolis, MN. Association for Computa-
tional Linguistics.

Minh Van Nguyen, Viet Dac Lai, Amir Pouran Ben Vey-
seh, and Thien Huu Nguyen. 2021. Trankit: A light-
weight transformer-based toolkit for multilingual nat-
ural language processing. In Proceedings of the 16th
Conference of the European Chapter of the Associa-
tion for Computational Linguistics: System Demon-
strations, pages 80–90, Online. Association for Com-
putational Linguistics.

Noriki Nishida and Yuji Matsumoto. 2022. Out-of-
domain discourse dependency parsing via bootstrap-
ping: An empirical analysis on its effectiveness and
limitation. Transactions of the Association for Com-
putational Linguistics, 10:127–144.

Siyao Peng, Yang Janet Liu, and Amir Zeldes. 2022a.
Chinese Discourse Annotation Reference Manual.
Research Report, Georgetown University (Washing-
ton, D.C.).

Siyao Peng, Yang Janet Liu, and Amir Zeldes. 2022b.
GCDT: A Chinese RST Treebank for Multigenre and
Multilingual Discourse Parsing. In Proceedings of
the 2nd Conference of the Asia-Pacific Chapter of
the Association for Computational Linguistics and
the 12th International Joint Conference on Natural
Language Processing, pages 382–391, Online only.
Association for Computational Linguistics.

Emily Pitler, Mridhula Raghupathy, Hena Mehta, Ani
Nenkova, Alan Lee, and Aravind Joshi. 2008. Eas-
ily identifiable discourse relations. In Coling 2008:
Companion volume: Posters, pages 87–90, Manch-
ester, UK. Coling 2008 Organizing Committee.

Rashmi Prasad, Aravind Joshi, Nikhil Dinesh, Alan Lee,
Eleni Miltsakaki, and Bonnie Webber. 2005. The
Penn Discourse TreeBank as a resource for natural
language generation. In Proceedings of the Corpus
Linguistics Workshop on Using Corpora for Natural
Language Generation, pages 25–32.

Rashmi Prasad, Bonnie Webber, and Aravind Joshi.
2014. Reflections on the Penn Discourse TreeBank,
comparable corpora, and complementary annotation.
Computational Linguistics, 40(4):921–950.

Dongqi Pu, Yifan Wang, and Vera Demberg. 2023. In-
corporating distributions of discourse structure for
long document abstractive summarization. In Pro-
ceedings of ACL 2023, Toronto, Canada.

Peng Qi, Yuhao Zhang, Yuhui Zhang, Jason Bolton, and
Christopher D. Manning. 2020. Stanza: A Python
natural language processing toolkit for many human
languages. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics:
System Demonstrations.

Gisela Redeker, Ildikó Berzlánovich, Nynke van der
Vliet, Gosse Bouma, and Markus Egg. 2012. Multi-
layer discourse annotation of a Dutch text corpus. In
Proceedings of the Eighth International Conference
on Language Resources and Evaluation (LREC’12),
pages 2820–2825, Istanbul, Turkey. European Lan-
guage Resources Association (ELRA).

Giuseppe Riccardi, Evgeny A. Stepanov, and Sham-
mur Absar Chowdhury. 2016. Discourse connective
detection in spoken conversations. In 2016 IEEE
International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pages 6095–6099.

Merel Scholman, Tianai Dong, Frances Yung, and Vera
Demberg. 2021. Comparison of methods for explicit
discourse connective identification across various do-
mains. In Proceedings of the 2nd Workshop on Com-
putational Approaches to Discourse, pages 95–106,
Punta Cana, Dominican Republic and Online. Asso-
ciation for Computational Linguistics.

Sara Shahmohammadi, Hadi Veisi, and Ali Darzi. 2021.
Persian Rhetorical Structure Theory. arXiv preprint
arXiv:2106.13833.

Manfred Stede and Arne Neumann. 2014. Potsdam
commentary corpus 2.0: Annotation for discourse
research. In Proceedings of the Ninth International
Conference on Language Resources and Evaluation
(LREC’14), pages 925–929, Reykjavik, Iceland. Eu-
ropean Language Resources Association (ELRA).

Svetlana Toldova, Dina Pisarevskaya, Margarita
Ananyeva, Maria Kobozeva, Alexander Nasedkin,
Sofia Nikiforova, Irina Pavlova, and Alexey Shele-
pov. 2017. Rhetorical relations markers in Russian
RST treebank. In Proceedings of the 6th Workshop
on Recent Advances in RST and Related Formalisms,
pages 29–33, Santiago de Compostela, Spain. Asso-
ciation for Computational Linguistics.

Sara Tonelli, Giuseppe Riccardi, Rashmi Prasad, and
Aravind Joshi. 2010. Annotation of discourse re-
lations for conversational spoken dialogs. In Pro-
ceedings of the Seventh International Conference
on Language Resources and Evaluation (LREC’10),
Valletta, Malta. European Language Resources Asso-
ciation (ELRA).

Mei Tu, Yu Zhou, and Chengqing Zong. 2013. A novel
translation framework based on Rhetorical Structure
Theory. In Proceedings of the 51st Annual Meet-
ing of the Association for Computational Linguistics
(Volume 2: Short Papers), pages 370–374, Sofia, Bul-
garia. Association for Computational Linguistics.

Bonnie Webber, Andrei Popescu-Belis, Katja Markert,
and Jörg Tiedemann, editors. 2013. Proceedings
of the Workshop on Discourse in Machine Trans-
lation. Association for Computational Linguistics,
Sofia, Bulgaria.

Ngo Xuan Bach, Nguyen Le Minh, and Akira Shimazu.
2012. A reranking model for discourse segmentation

13

https://doi.org/10.18653/v1/W19-2715
https://doi.org/10.18653/v1/W19-2715
https://doi.org/10.18653/v1/W19-2715
https://doi.org/10.18653/v1/2021.eacl-demos.10
https://doi.org/10.18653/v1/2021.eacl-demos.10
https://doi.org/10.18653/v1/2021.eacl-demos.10
https://doi.org/10.1162/tacl_a_00451
https://doi.org/10.1162/tacl_a_00451
https://doi.org/10.1162/tacl_a_00451
https://doi.org/10.1162/tacl_a_00451
https://hal.archives-ouvertes.fr/hal-03821884
https://aclanthology.org/2022.aacl-short.47
https://aclanthology.org/2022.aacl-short.47
https://aclanthology.org/C08-2022
https://aclanthology.org/C08-2022
https://doi.org/10.1162/COLI_a_00204
https://doi.org/10.1162/COLI_a_00204
https://nlp.stanford.edu/pubs/qi2020stanza.pdf
https://nlp.stanford.edu/pubs/qi2020stanza.pdf
https://nlp.stanford.edu/pubs/qi2020stanza.pdf
http://www.lrec-conf.org/proceedings/lrec2012/pdf/887_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2012/pdf/887_Paper.pdf
https://doi.org/10.1109/ICASSP.2016.7472848
https://doi.org/10.1109/ICASSP.2016.7472848
https://doi.org/10.18653/v1/2021.codi-main.9
https://doi.org/10.18653/v1/2021.codi-main.9
https://doi.org/10.18653/v1/2021.codi-main.9
http://www.lrec-conf.org/proceedings/lrec2014/pdf/579_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/579_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/579_Paper.pdf
https://doi.org/10.18653/v1/W17-3604
https://doi.org/10.18653/v1/W17-3604
http://www.lrec-conf.org/proceedings/lrec2010/pdf/184_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2010/pdf/184_Paper.pdf
https://aclanthology.org/P13-2066
https://aclanthology.org/P13-2066
https://aclanthology.org/P13-2066
https://aclanthology.org/W13-3300
https://aclanthology.org/W13-3300
https://aclanthology.org/W13-3300
https://aclanthology.org/W12-1623


using subtree features. In Proceedings of the 13th
Annual Meeting of the Special Interest Group on Dis-
course and Dialogue, pages 160–168, Seoul, South
Korea. Association for Computational Linguistics.

Nianwen Xue, Hwee Tou Ng, Sameer Pradhan, Attapol
Rutherford, Bonnie Webber, Chuan Wang, and Hong-
min Wang. 2016. CoNLL 2016 shared task on multi-
lingual shallow discourse parsing. In Proceedings of
the CoNLL-16 shared task, pages 1–19, Berlin, Ger-
many. Association for Computational Linguistics.

An Yang and Sujian Li. 2018. SciDTB: Discourse de-
pendency TreeBank for scientific abstracts. In Pro-
ceedings of the 56th Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 2: Short
Papers), pages 444–449, Melbourne, Australia. As-
sociation for Computational Linguistics.

Cheng Yi, Li Sujian, and Li Yueyuan. 2021. Unify-
ing discourse resources with dependency framework.
In Proceedings of the 20th Chinese National Con-
ference on Computational Linguistics, pages 1058–
1065, Huhhot, China. Chinese Information Process-
ing Society of China.

Yasuhisa Yoshida, Jun Suzuki, Tsutomu Hirao, and
Masaaki Nagata. 2014. Dependency-based dis-
course parser for single-document summarization.
In Proceedings of the 2014 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 1834–1839, Doha, Qatar. Association for Com-
putational Linguistics.

Nan Yu, Guohong Fu, and Min Zhang. 2022a. Speaker-
aware discourse parsing on multi-party dialogues. In
Proceedings of the 29th International Conference
on Computational Linguistics, pages 5372–5382,
Gyeongju, Republic of Korea. International Com-
mittee on Computational Linguistics.

Nan Yu, Meishan Zhang, Guohong Fu, and Min Zhang.
2022b. RST discourse parsing with second-stage
EDU-level pre-training. In Proceedings of the 60th
Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pages 4269–
4280, Dublin, Ireland. Association for Computational
Linguistics.

Amir Zeldes. 2017. The GUM Corpus: Creating Mul-
tilayer Resources in the Classroom. Language Re-
sources and Evaluation, 51(3):581–612.

Amir Zeldes, Debopam Das, Erick Galani Maziero, Ju-
liano Antonio, and Mikel Iruskieta. 2019. The DIS-
RPT 2019 shared task on elementary discourse unit
segmentation and connective detection. In Proceed-
ings of the Workshop on Discourse Relation Parsing
and Treebanking 2019, pages 97–104, Minneapolis,
MN. Association for Computational Linguistics.

Amir Zeldes, Yang Janet Liu, Mikel Iruskieta, Philippe
Muller, Chloé Braud, and Sonia Badene. 2021. The
DISRPT 2021 shared task on elementary discourse
unit segmentation, connective detection, and rela-
tion classification. In Proceedings of the 2nd Shared

Task on Discourse Relation Parsing and Treebanking
(DISRPT 2021), pages 1–12, Punta Cana, Dominican
Republic. Association for Computational Linguistics.

Deniz Zeyrek and Murathan Kurfalı. 2017. TDB 1.1:
Extensions on Turkish discourse bank. In Proceed-
ings of the 11th Linguistic Annotation Workshop,
pages 76–81, Valencia, Spain. Association for Com-
putational Linguistics.

Deniz Zeyrek, Amália Mendes, Yulia Grishina, Mu-
rathan Kurfalı, Samuel Gibbon, and Maciej Ogrod-
niczuk. 2019. TED Multilingual Discourse Bank
(TED-MDB): A parallel corpus annotated in the
PDTB style. Language Resources and Evaluation,
pages 1–27.

Deniz Zeyrek, Amália Mendes, and Murathan Kurfalı.
2018. Multilingual extension of PDTB-style an-
notation: The case of TED multilingual discourse
bank. In Proceedings of the Eleventh International
Conference on Language Resources and Evaluation
(LREC 2018), Miyazaki, Japan. European Language
Resources Association (ELRA).

Deniz Zeyrek and Bonnie Webber. 2008. A discourse
resource for Turkish: Annotating discourse connec-
tives in the METU corpus. In Proceedings of the 6th
Workshop on Asian Language Resources.

Yuping Zhou, Jill Lu, Jennifer Zhang, and Nian-
wen Xue. 2014. Chinese Discourse Treebank 0.5
LDC2014T21.

14

https://aclanthology.org/W12-1623
https://doi.org/10.18653/v1/K16-2001
https://doi.org/10.18653/v1/K16-2001
https://doi.org/10.18653/v1/P18-2071
https://doi.org/10.18653/v1/P18-2071
https://aclanthology.org/2021.ccl-1.94
https://aclanthology.org/2021.ccl-1.94
https://doi.org/10.3115/v1/D14-1196
https://doi.org/10.3115/v1/D14-1196
https://aclanthology.org/2022.coling-1.477
https://aclanthology.org/2022.coling-1.477
https://doi.org/10.18653/v1/2022.acl-long.294
https://doi.org/10.18653/v1/2022.acl-long.294
https://doi.org/http://dx.doi.org/10.1007/s10579-016-9343-x
https://doi.org/http://dx.doi.org/10.1007/s10579-016-9343-x
https://doi.org/10.18653/v1/W19-2713
https://doi.org/10.18653/v1/W19-2713
https://doi.org/10.18653/v1/W19-2713
https://doi.org/10.18653/v1/2021.disrpt-1.1
https://doi.org/10.18653/v1/2021.disrpt-1.1
https://doi.org/10.18653/v1/2021.disrpt-1.1
https://doi.org/10.18653/v1/2021.disrpt-1.1
https://doi.org/10.18653/v1/W17-0809
https://doi.org/10.18653/v1/W17-0809
https://aclanthology.org/L18-1301
https://aclanthology.org/L18-1301
https://aclanthology.org/L18-1301
https://aclanthology.org/I08-7009
https://aclanthology.org/I08-7009
https://aclanthology.org/I08-7009


A Relation Mapping Details

Table 7 provides the mapping done for the relation
labels in addition to translation to English when
needed. A few cases of labels were also removed
when they did not correspond to a discourse rela-
tion.

Corpus Original label Mapped label

eus.rst.ert anthitesis antithesis
motibation motivation
solution-hood solutionhood

spa.rst.rststb backgroun background
fas.rst.prstc topicomment topic-comment

topichange topic-change
topidrift topic-drift

por.rst.cstn non-volitional-cause nonvolitional-cause
non-volitional-cause-e nonvolitional-cause-e
non-volitional-result nonvolitional-result
non-volitional-result-e nonvolitional-result-e

deu.rst.pcc e-elab e-elaboration
fra.sdrt.annodis e-elab e-elaboration

nld.rst.nldt span relation removed
eng.dep.scidtb null relation removed
ita.pdtb.luna null relation removed

Table 7: Relation Mapping used in DISRPT 2023.

B DISRPT 2023 Corpora Statistics

Table 8 provides detailed statistics on all DISRPT
2023 corpora regarding their sizes and properties.
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Corpus Domain mwt #Docs #Sents #Tokens Vocab #EDUs #Conn #Labels #Rels References

Tasks 1 and 3: EDU Segmentation and Relation Classification

deu.rst.pcc newspaper commentaries n 176 2, 193 33, 222 8, 359 3, 018 - 26 2, 665 Potsdam Commentary Corpus
(Stede and Neumann, 2014)

**eng.dep.covdtb scholarly paper abstracts on COVID-19
and related coronaviruses y 300 2, 343 60, 849 8, 293 5, 705 - 12 4, 985 COVID-19 Discourse Depen-

dency Treebank (COVID19-
DTB) (Nishida and Matsumoto,
2022)

eng.dep.scidtb scientific articles y 798 4, 202 102, 493 8, 700 10, 986 - 24 9, 904 Discourse Dependency TreeBank
for Scientific Abstracts (SciDTB)
(Yang and Li, 2018)

eng.rst.gum multi-genre y 213 11, 656 203, 879 19, 404 26, 252 - 14 24, 688 Georgetown University Multi-
layer corpus V9 (Zeldes, 2017)

eng.rst.rstdt news y 385 8, 318 205, 829 19, 160 21, 789 - 17 19, 778 RST Discourse Treebank (Carl-
son et al., 2001)

eng.sdrt.stac dialogues y 45 11, 087 52, 354 3, 967 12, 588 - 16 12, 235 Strategic Conversations corpus
(Asher et al., 2016)

eus.rst.ert medical, terminological and scientific n 164 2, 380 45, 780 13, 662 4, 202 - 29 3, 825 Basque RST Treebank (Iruskieta
et al., 2013)

fas.rst.prstc journalistic texts y 150 2, 179 66, 694 7, 880 5, 853 - 17 5, 191 Persian RST Corpus (Shahmo-
hammadi et al., 2021)

fra.sdrt.annodis news, wiki n 86 1, 507 32, 699 7, 513 3, 429 - 18 3, 338 ANNOtation DIScursive (Afan-
tenos et al., 2012).

nld.rst.nldt expository texts and persuasive genres n 80 1, 651 24, 898 4, 935 2, 343 - 32 2, 264 Dutch Discourse Treebank (Re-
deker et al., 2012)

por.rst.cstn news y 140 2, 221 58, 793 7, 786 5, 537 - 32 4, 993 Cross-document Structure The-
ory News Corpus (Cardoso et al.,
2011)

rus.rst.rrt blog and news n 332 23, 044 473, 005 75, 285 41, 542 - 22 34, 566 Russian RST Treebank (Toldova
et al., 2017)

spa.rst.rststb multi-genre n 267 2, 089 58, 717 9, 444 3, 351 - 28 3, 049 RST Spanish Treebank
(da Cunha et al., 2011)

spa.rst.sctb multi-genre n 50 516 16, 515 3, 735 744 - 25 692 RST Spanish-Chinese Treebank
(Spanish) (Cao et al., 2018)

zho.dep.scidtb scientific n 109 609 18, 761 2, 427 1, 407 - 23 1, 298 Discourse Dependency TreeBank
for Scientific Abstracts (SciDTB)
(Yi et al., 2021; Cheng and Li,
2019)

zho.rst.gcdt multi-genre n 50 2, 692 62, 905 9, 818 9, 706 - 31 8, 413 Georgetown Chinese Discourse
Treebank (GCDT) (Peng et al.,
2022b,a)

zho.rst.sctb multi-genre n 50 580 15, 496 2, 973 744 - 26 692 RST Spanish-Chinese Treebank
(Chinese) (Cao et al., 2018)

Tasks 2 and 3: Connective Detection and Relation Classification

eng.pdtb.pdtb news y 2, 162 48, 630 1, 156, 657 48, 937 - 26, 048 23 47, 851 Penn Discourse Treebank
(Prasad et al., 2014)

**eng.pdtb.tedm TED talks y 6 381 8, 048 1, 881 - 341 20 529 TED-Multilingual Discourse
Bank (English) (Zeyrek et al.,
2018, 2019)

ita.pdtb.luna speech y 60 3, 753 26, 114 2, 392 - 1, 071 16 1, 547 LUNA Corpus Discourse Data
Set (Tonelli et al., 2010; Riccardi
et al., 2016)

por.pdtb.crpc5 news, fiction, and didactic/scientific texts n 302 5, 194 186, 849 22, 208 - 5, 159 22 11, 330 Portuguese Discourse Bank
(CRPC) (Mendes and Lejeune,
2022; Généreux et al., 2012)

**por.pdtb.tedm TED talks n 6 394 8, 190 2, 162 - 305 20 554 TED-Multilingual Discourse
Bank (Portuguese) (Zeyrek et al.,
2018, 2019)

*tha.pdtb.tdtb news n 180 6, 534 256, 523 11, 789 - 10, 864 21 10, 865 Thai Discourse Treebank
(TDTB)

tur.pdtb.tdb multi-genre y 197 31, 196 487, 389 88, 923 - 8, 748 23 3, 185 Turkish Discourse Bank (Zeyrek
and Webber, 2008; Zeyrek and
Kurfalı, 2017)

**tur.pdtb.tedm TED talks y 6 410 6, 143 2, 771 - 382 23 577 TED-Multilingual Discourse
Bank (Turkish) (Zeyrek et al.,
2018, 2019)

zho.pdtb.cdtb news n 164 2, 891 73, 314 9, 085 - 1, 660 9 5, 270 Chinese Discourse Treebank
(Zhou et al., 2014)

Table 8: General Statistics of DISRPT 2023 Datasets: boldface indicates a new corpus compared to DISRPT 2021,
∗ indicates a surprise dataset and ∗∗ a surprise and OOD dataset. ‘mwt’ corresponds to the annotation (‘y’) or
not (‘n’) of multi-word expressions. ‘#Docs’, ‘#Sents’, ‘#Tokens’ and ‘#EDUs’ correspond to the total number
of documents, sentences (the Treebanked track), tokens, and EDUs respectively. #Conn is the number of tokens
starting a connective. ‘Vocab’ is the number of unique tokens. ‘#Labels’ corresponds to the size of the respective
label set and ‘#Rels’ to the total number of pairs annotated.
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C Relation Scores Per Label

Tables below provide a detailed breakdown of the
accuracy scores for each corpus and each label for
the discourse relation classification task (i.e. Task
3). The results of the HITS and the DiscReT sys-
tems are presented.

HITS DiscReT

deu.rst.pcc P R F1 P R F1 Num.

antithesis 36.36 22.22 27.59 16.67 5.56 8.33 1800
background 16.67 11.76 13.79 0.00 0.00 0.00 1700
cause 25.00 100 40.00 0.00 0.00 0.00 200
circumstance 33.33 6.67 11.11 42.86 20.00 27.27 1500
concession 31.25 38.46 34.48 30.77 30.77 30.77 1300
condition 58.33 77.78 66.67 0.00 0.00 0.00 900
conjunction 33.33 57.14 42.11 0.00 0.00 0.00 700
contrast 16.67 12.50 14.29 0.00 0.00 0.00 800
e-elaboration 69.23 81.82 75.00 60.00 54.55 57.14 1100
elaboration 24.00 60.00 34.29 8.33 20.00 11.76 1000
evaluation-n 0.00 0.00 0.00 0.00 0.00 0.00 300
evaluation-s 0.00 0.00 0.00 0.00 0.00 0.00 1700
evidence 50.00 20.00 28.57 0.00 0.00 0.00 1000
interpretation 0.00 0.00 0.00 11.11 41.67 17.54 1200
joint 14.29 13.79 14.04 8.33 6.90 7.55 2900
list 42.42 53.85 47.46 59.09 50.00 54.17 2600
means 100 50.00 66.67 0.00 0.00 0.00 200
preparation 28.57 50.00 36.36 14.29 25.00 18.18 400
purpose 100 100 100 50.00 66.67 57.14 300
reason 52.00 38.24 44.07 43.33 38.24 40.62 3400
restatement 0.00 0.00 0.00 0.00 0.00 0.00 100
sequence 75.00 42.86 54.55 0.00 0.00 0.00 700
solutionhood 0.00 0.00 0.00 0.00 0.00 0.00 100
summary 0.00 0.00 0.00 0.00 0.00 0.00 100

macro avg 33.60 34.88 31.29 14.37 14.97 13.77 26000
weighted avg 33.51 31.92 30.72 21.84 20.00 19.88 26000

HITS DiscReT

eng.dep.covdtb P R F1 P R F1 Num.

ATTRIBUTION 92.52 96.12 94.29 95.28 98.06 96.65 10300
BACKGROUND 61.02 82.44 70.13 0.00 0.00 0.00 13100
CAUSE-
RESULT 57.73 41.48 48.28 0.00 0.00 0.00 13500

COMPARISON 83.33 13.07 22.60 84.00 13.73 23.60 15300
CONDITION 65.00 59.09 61.90 0.00 0.00 0.00 2200
ELABORATION 80.27 81.26 80.77 85.25 46.34 60.04 129700
ENABLEMENT 93.17 86.43 89.67 97.03 44.34 60.87 22100
FINDINGS 0.00 0.00 0.00 0.00 0.00 0.00 15400
JOINT 58.96 90.29 71.33 33.15 67.43 44.44 17500
MANNER-
MEANS 80.43 64.35 71.50 83.64 40.00 54.12 11500

TEMPORAL 64.52 80.00 71.43 75.00 12.00 20.69 2500
TEXTUAL-
ORGANIZATION 0.00 0.00 0.00 0.00 0.00 0.00 5500

macro avg 61.41 57.88 56.82 46.11 26.82 30.03 258600
weighted avg 71.69 69.33 68.56 66.50 38.21 46.17 258600

HITS DiscReT

eng.dep.scidtb P R F1 P R F1 Num.

attribution 94.78 96.95 95.85 95.38 94.66 95.02 13100
bg-compare 82.35 60.87 70.00 60.00 39.13 47.37 4600
bg-general 71.74 89.19 79.52 87.18 91.89 89.47 3700
bg-goal 52.11 66.07 58.27 33.33 62.50 43.48 5600
cause 33.33 36.36 34.78 0.00 0.00 0.00 1100
comparison 57.89 52.38 55.00 92.86 61.90 74.29 2100
condition 83.33 60.61 70.18 0.00 0.00 0.00 3300
contrast 72.29 84.51 77.92 0.00 0.00 0.00 7100
elab-addition 77.65 75.15 76.38 78.76 69.94 74.09 65200
elab-aspect 18.67 31.11 23.33 11.20 31.11 16.47 4500
elab-definition 20.00 25.00 22.22 0.00 0.00 0.00 400
elab-enumember 85.71 62.07 72.00 71.43 68.97 70.18 2900
elab-example 78.26 52.94 63.16 88.89 47.06 61.54 3400
elab-process_step 52.00 44.83 48.15 40.00 48.28 43.75 2900
enablement 77.04 81.89 79.39 79.67 77.17 78.40 12700
evaluation 81.62 84.83 83.20 71.26 69.66 70.45 17800
exp-evidence 70.00 53.85 60.87 0.00 0.00 0.00 1300
exp-reason 91.67 78.57 84.62 77.78 50.00 60.87 1400
joint 83.77 82.69 83.23 74.05 87.82 80.35 15600
manner-means 86.61 80.17 83.26 90.57 79.34 84.58 12100
progression 42.11 33.33 37.21 12.50 2.08 3.57 4800
result 30.77 25.81 28.07 0.00 0.00 0.00 3100
summary 0.00 0.00 0.00 0.00 0.00 0.00 100
temporal 55.56 86.96 67.80 60.87 60.87 60.87 2300

weighted avg 75.22 74.15 74.35 67.40 63.89 64.92 191100
macro avg 62.47 60.26 60.60 46.91 43.43 43.95 191100

HITS DiscReT

eng.pdtb.pdtb P R F1 P R F1 Num.

Comparison.
Concession 85.71 75.22 80.13 74.78 76.12 75.44 33500

Comparison.
Concession+
SpeechAct

0.00 0.00 0.00 0.00 0.00 0.00 200

Comparison.
Contrast 65.62 62.69 64.12 68.48 47.01 55.75 13400

Comparison.
Similarity 90.00 81.82 85.71 66.67 72.73 69.57 1100

Contingency.Cause 76.96 68.27 72.36 67.59 70.19 68.87 41600
Contingency.Cause+
Belief 11.11 13.33 12.12 0.00 0.00 0.00 1500

Contingency.Cause+
SpeechAct 0.00 0.00 0.00 0.00 0.00 0.00 300

Contingency.
Condition 81.93 89.47 85.53 84.85 73.68 78.87 7600

Contingency.
Condition+
SpeechAct

25.00 12.50 16.67 0.00 0.00 0.00 800

Contingency.
Negative-cause 100 100 100 0.00 0.00 0.00 100

Contingency.
Negative-condition 100 100 100 100 50.00 66.67 200

Contingency.Purpose 73.33 71.74 72.53 78.95 65.22 71.43 4600
Expansion.
Conjunction 74.50 88.57 80.93 79.96 78.95 79.45 55100

Expansion.
Disjunction 64.29 100 78.26 0.00 0.00 0.00 900

Expansion.
Equivalence 30.77 16.67 21.62 0.00 0.00 0.00 2400

Expansion.Exception 0.00 0.00 0.00 0.00 0.00 0.00 100
Expansion.
Instantiation 71.84 74.75 73.27 72.92 70.71 71.79 9900

Expansion.Level-of-
detail 63.33 56.72 59.84 0.00 0.00 0.00 20100

Expansion.Manner 69.23 90.00 78.26 71.15 92.50 80.43 4000
Expansion.
Substitution 86.67 66.67 75.36 85.71 46.15 60.00 3900

Hypophora 72.73 100 84.21 0.00 0.00 0.00 800
Temporal.
Asynchronous 81.89 74.29 77.90 81.51 69.29 74.90 14000

Temporal.
Synchronous 67.24 81.25 73.58 0.00 0.00 0.00 9600

weighted avg 74.28 74.30 73.88 63.02 60.35 61.37 225700
macro avg 60.53 61.91 60.54 40.55 35.33 37.09 225700

HITS DiscReT

eng.pdtb.tedm P R F1 P R F1 Num.

Comparison.
Concession 62.16 88.46 73.02 52.38 42.31 46.81 2600

Comparison.
Contrast 80.00 30.77 44.44 50.00 15.38 23.53 1300

Comparison.
Similarity 50.00 28.57 36.36 0.00 0.00 0.00 700

Contingency.Cause 65.71 43.40 52.27 46.67 13.21 20.59 5300
Contingency.Cause+
Belief 0.00 0.00 0.00 0.00 0.00 0.00 600

Contingency.Cause+
SpeechAct 0.00 0.00 0.00 0.00 0.00 0.00 200

Contingency.
Condition 76.47 81.25 78.79 100 12.50 22.22 1600

Contingency.Purpose 46.15 75.00 57.14 100 12.50 22.22 800
Expansion.
Conjunction 65.96 80.17 72.37 76.00 32.76 45.78 11600

Expansion.
Disjunction 100 100 100 0.00 0.00 0.00 200

Expansion.
Equivalence 0.00 0.00 0.00 0.00 0.00 0.00 600

Expansion.
Instantiation 100 33.33 50.00 0.00 0.00 0.00 900

Expansion.Level-of-
detail 47.37 62.07 53.73 0.00 0.00 0.00 2900

Expansion.Manner 100 66.67 80.00 100 33.33 50.00 600
Expansion.
Substitution 75.00 90.00 81.82 100 10.00 18.18 1000

Hypophora 100 66.67 80.00 0.00 0.00 0.00 600
Temporal.
Asynchronous 66.67 63.64 65.12 33.33 4.55 8.00 2200

Temporal.
Synchronous 83.33 71.43 76.92 0.00 0.00 0.00 1400

weighted avg 64.93 64.96 62.99 51.38 18.52 25.97 35100
macro avg 62.16 54.52 55.67 36.58 9.81 14.30 35100

5In this version of the corpus, 15 documents are missing
compared to the original dataset due to pre-processing issues.
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HITS DiscReT

eng.rst.gum P R F1 P R F1 Num.

adversative 66.67 65.09 65.87 0.00 0.00 0.00 16900
attribution 85.14 89.36 87.20 82.58 90.78 86.49 14100
causal 51.46 54.64 53.00 40.51 32.99 36.36 9700
context 49.80 55.22 52.37 56.83 45.22 50.36 23000
contingency 79.31 92.00 85.19 82.05 64.00 71.91 5000
elaboration 72.05 74.71 73.36 66.00 71.86 68.81 59700
evaluation 46.02 46.43 46.22 44.05 33.04 37.76 11200
explanation 56.38 50.91 53.50 48.06 37.58 42.18 16500
joint 71.03 66.09 68.47 67.26 58.96 62.84 57500
mode 75.47 76.92 76.19 82.61 36.54 50.67 5200
organization 74.59 73.37 73.97 0.00 0.00 0.00 18400
purpose 92.38 89.81 91.08 88.89 51.85 65.50 10800
restatement 60.87 52.83 56.57 63.64 52.83 57.73 5300
topic 71.11 76.19 73.56 60.00 71.43 65.22 4200

weighted avg 68.28 68.19 68.17 55.72 50.33 52.35 257500
macro avg 68.02 68.83 68.32 55.89 46.22 49.70 257500

HITS DiscReT

eng.rst.rstdt P R F1 P R F1 Num.

attribution 82.73 97.38 89.46 91.67 97.38 94.44 30500
background 44.44 34.95 39.13 0.00 0.00 0.00 10300
cause 40.00 18.82 25.60 0.00 0.00 0.00 8500
comparison 46.88 53.57 50.00 55.56 17.86 27.03 2800
condition 77.78 74.47 76.09 0.00 0.00 0.00 4700
contrast 61.90 62.33 62.12 0.00 0.00 0.00 14600
elaboration 70.68 79.65 74.90 71.28 67.34 69.25 79600
enablement 68.75 73.33 70.97 90.91 22.22 35.71 4500
evaluation 29.79 17.28 21.88 21.05 9.88 13.45 8100
explanation 33.33 33.64 33.48 27.27 21.82 24.24 11000
joint 64.06 60.43 62.19 56.91 46.52 51.20 23000
manner-means 72.22 48.15 57.78 50.00 3.70 6.90 2700
summary 56.00 43.75 49.12 100 37.50 54.55 3200
temporal 51.79 39.19 44.62 50.00 6.76 11.90 7400
textual-
organization 46.15 66.67 54.55 25.00 55.56 34.48 900

topic-change 60.00 23.08 33.33 50.00 7.69 13.33 1300
topic-comment 28.57 16.67 21.05 0.00 0.00 0.00 2400

weighted avg 63.50 65.71 64.02 54.41 46.91 48.78 215500
macro avg 55.00 49.61 50.96 40.57 23.19 25.67 215500

HITS DiscReT

eng.sdrt.stac P R F1 P R F1 Num.

Acknowledge-
ment 69.19 58.05 63.13 62.56 59.51 61.00 20500

Alternation 66.67 71.43 68.97 0.00 0.00 0.00 1400
Background 0.00 0.00 0.00 0.00 0.00 0.00 1400
Clarifica-
tion_question 60.34 60.34 60.34 67.86 65.52 66.67 5800

Comment 54.08 65.70 59.33 50.80 65.70 57.30 24200
Conditional 58.82 66.67 62.50 0.00 0.00 0.00 1500
Continuation 41.98 43.31 42.63 43.81 29.30 35.11 15700
Contrast 48.75 54.93 51.66 0.00 0.00 0.00 7100
Correction 42.42 40.00 41.18 0.00 0.00 0.00 3500
Elaboration 49.18 40.00 44.12 47.22 34.00 39.53 15000
Explanation 38.10 33.33 35.56 25.00 30.56 27.50 7200
Narration 14.29 14.29 14.29 0.00 0.00 0.00 700
Parallel 72.22 72.22 72.22 62.96 47.22 53.97 3600
Q_Elab 52.38 62.26 56.90 55.38 67.92 61.02 5300
Ques-
tion_answer_pair 88.37 88.89 88.63 0.00 0.00 0.00 34200

Result 38.10 41.03 39.51 0.00 0.00 0.00 3900

weighted avg 60.55 60.79 60.43 33.12 32.52 32.34 151000
macro avg 49.68 50.78 50.06 25.97 24.98 25.13 151000

HITS DiscReT

eus.rst.ert P R F1 P R F1 Num.

antithesis 9.09 20.00 12.50 50.00 20.00 28.57 500
background 32.14 31.03 31.58 0.00 0.00 0.00 2900
cause 50.00 35.14 41.27 0.00 0.00 0.00 3700
circumstance 65.22 62.50 63.83 57.14 58.33 57.73 4800
concession 58.82 58.82 58.82 34.78 47.06 40.00 1700
condition 80.00 44.44 57.14 0.00 0.00 0.00 900
conjunction 30.56 44.00 36.07 0.00 0.00 0.00 2500
contrast 35.71 47.62 40.82 0.00 0.00 0.00 2100
disjunction 100 100 100 0.00 0.00 0.00 300
elaboration 53.40 72.86 61.63 48.92 65.00 55.83 14000
evaluation 61.54 50.00 55.17 19.05 25.00 21.62 1600
evidence 66.67 25.00 36.36 0.00 0.00 0.00 800
interpretation 45.45 38.46 41.67 40.00 15.38 22.22 1300
joint 0.00 0.00 0.00 0.00 0.00 0.00 100
justify 16.67 12.50 14.29 33.33 25.00 28.57 800
list 60.98 46.30 52.63 55.56 55.56 55.56 5400
means 63.89 62.16 63.01 58.33 56.76 57.53 3700
motivation 0.00 0.00 0.00 0.00 0.00 0.00 200
preparation 91.07 69.86 79.07 83.87 71.23 77.04 7300
purpose 86.67 78.00 82.11 74.00 74.00 74.00 5000
restatement 55.56 38.46 45.45 57.14 30.77 40.00 1300
result 44.19 55.88 49.35 0.00 0.00 0.00 3400
sequence 56.25 39.13 46.15 43.48 43.48 43.48 2300
solutionhood 20.00 12.50 15.38 14.29 12.50 13.33 800
summary 0.00 0.00 0.00 0.00 0.00 0.00 300
unconditional 0.00 0.00 0.00 0.00 0.00 0.00 100

macro avg 45.53 40.18 41.70 25.77 23.08 23.67 67800
weighted avg 58.30 56.19 56.20 41.83 42.92 41.82 67800

HITS DiscReT

fas.rst.prstc P R F1 P R F1 Num.

attribution 60.47 66.67 63.41 61.54 61.54 61.54 3900
background 39.39 41.94 40.62 0.00 0.00 0.00 3100
cause 38.64 48.57 43.04 0.00 0.00 0.00 3500
comparison 66.67 40.00 50.00 0.00 0.00 0.00 500
condition 92.31 80.00 85.71 0.00 0.00 0.00 1500
contrast 58.93 61.11 60.00 0.00 0.00 0.00 5400
elaboration 66.27 73.20 69.57 62.99 63.40 63.19 15300
enablement 60.00 81.82 69.23 88.89 72.73 80.00 1100
evaluation 29.03 36.00 32.14 13.04 12.00 12.50 2500
explanation 38.24 28.89 32.91 20.37 24.44 22.22 4500
joint 61.40 60.34 60.87 43.39 70.69 53.77 11600
manner-means 66.67 28.57 40.00 100 28.57 44.44 700
summary 50.00 31.25 38.46 0.00 0.00 0.00 1600
temporal 55.56 25.00 34.48 100 5.00 9.52 2000
topic-change 0.00 0.00 0.00 0.00 0.00 0.00 900
topic-comment 26.67 36.36 30.77 0.00 0.00 0.00 1100

weighted avg 55.53 56.08 55.22 37.15 38.51 35.47 59200
macro avg 50.64 46.23 46.95 30.64 21.15 21.70 59200

HITS DiscReT

fra.sdrt.annodis P R F1 P R F1 Num.

alternation 100 20.00 33.33 0.00 0.00 0.00 500
attribution 76.92 71.43 74.07 47.06 57.14 51.61 1400
background 27.59 19.51 22.86 0.00 0.00 0.00 4100
comment 13.33 15.38 14.29 0.00 0.00 0.00 1300
conditional 100 16.67 28.57 66.67 66.67 66.67 600
continuation 50.00 47.11 48.51 43.66 51.24 47.15 12100
contrast 44.19 65.52 52.78 0.00 0.00 0.00 2900
e-elaboration 59.41 62.50 60.91 53.54 70.83 60.99 9600
elaboration 46.53 52.81 49.47 35.92 41.57 38.54 8900
explanation 53.33 28.57 37.21 29.41 17.86 22.22 2800
explanation* 0.00 0.00 0.00 0.00 0.00 0.00 200
flashback 0.00 0.00 0.00 0.00 0.00 0.00 100
frame 87.76 87.76 87.76 87.80 73.47 80.00 4900
goal 88.24 75.00 81.08 73.68 70.00 71.79 2000
narration 44.09 56.94 49.70 41.18 48.61 44.59 7200
parallel 0.00 0.00 0.00 0.00 0.00 0.00 500
result 40.00 37.50 38.71 0.00 0.00 0.00 3200
temploc 0.00 0.00 0.00 0.00 0.00 0.00 200

weighted avg 52.27 51.84 51.09 38.79 43.04 40.48 62500
macro avg 46.19 36.48 37.74 26.61 27.63 26.86 62500

18



HITS DiscReT

ita.pdtb.luna P R F1 P R F1 Num.

Comparison.
Concession 60.00 65.62 62.69 61.54 75.00 67.61 3200

Comparison.
Contrast 22.22 18.18 20.00 14.29 9.09 11.11 1100

Contingency.Cause 73.49 71.76 72.62 70.24 69.41 69.82 8500
Contingency.
Condition 82.14 69.70 75.41 67.74 63.64 65.62 3300

Contingency.Goal 82.14 88.46 85.19 67.86 73.08 70.37 2600
Expansion 0.00 0.00 0.00 0.00 0.00 0.00 100
Expan-
sion.Alternative 100 71.43 83.33 0.00 0.00 0.00 700

Expansion.
Conjunction 67.92 61.02 64.29 60.00 45.76 51.92 5900

Expansion.
Restatement 54.17 57.78 55.91 0.00 0.00 0.00 4500

Interrupted 100 25.00 40.00 100 50.00 66.67 800
Repetition 68.18 75.00 71.43 0.00 0.00 0.00 2000
Temporal.
Asynchronous 53.57 66.67 59.41 52.00 57.78 54.74 4500

Temporal.Synchrony 50.00 37.50 42.86 0.00 0.00 0.00 800

macro avg 62.60 54.47 56.39 37.97 34.14 35.22 38000
weighted avg 66.78 65.00 65.16 49.41 47.63 48.09 38000

HITS DiscReT

nld.rst.nldt P R F1 P R F1 Num.

antithesis 0.00 0.00 0.00 0.00 0.00 0.00 200
background 14.29 33.33 20.00 0.00 0.00 0.00 300
circumstance 31.58 37.50 34.29 22.22 12.50 16.00 1600
concession 61.54 66.67 64.00 42.11 66.67 51.61 1200
condition 66.67 75.00 70.59 0.00 0.00 0.00 800
conjunction 37.50 47.37 41.86 0.00 0.00 0.00 1900
contrast 40.00 28.57 33.33 0.00 0.00 0.00 700
disjunction 75.00 75.00 75.00 0.00 0.00 0.00 400
elaboration 70.45 65.26 67.76 61.82 71.58 66.34 9500
enablement 50.00 50.00 50.00 100 25.00 40.00 400
evaluation 40.00 100 57.14 14.29 50.00 22.22 200
evidence 0.00 0.00 0.00 0.00 0.00 0.00 600
interpretation 12.50 10.00 11.11 16.67 10.00 12.50 1000
joint 16.67 33.33 22.22 0.00 0.00 0.00 300
justify 50.00 60.00 54.55 66.67 20.00 30.77 1000
list 33.33 16.67 22.22 37.50 25.00 30.00 1200
means 25.00 25.00 25.00 100 25.00 40.00 400
motivation 69.57 55.17 61.54 43.33 44.83 44.07 2900
nonvolitional-cause 37.50 46.15 41.38 30.77 61.54 41.03 1300
nonvolitional-result 57.14 57.14 57.14 35.71 35.71 35.71 1400
otherwise 0.00 0.00 0.00 0.00 0.00 0.00 100
preparation 55.00 57.89 56.41 36.36 42.11 39.02 1900
purpose 100 83.33 90.91 100 83.33 90.91 600
restatement 0.00 0.00 0.00 0.00 0.00 0.00 200
sequence 57.14 40.00 47.06 33.33 50.00 40.00 1000
solutionhood 50.00 50.00 50.00 0.00 0.00 0.00 800
summary 50.00 25.00 33.33 0.00 0.00 0.00 400
volitional-cause 20.00 50.00 28.57 50.00 50.00 50.00 200

macro avg 40.03 42.44 39.84 28.24 24.05 23.22 32500
weighted avg 53.61 51.69 52.04 39.16 40.62 38.26 32500

HITS DiscReT

por.pdtb.crpc P R F1 P R F1 Num.

Comparison 0.00 0.00 0.00 0.00 0.00 0.00 200
Comparison.
Concession 80.37 81.90 81.13 74.75 70.48 72.55 10500

Comparison.
Contrast 50.00 40.00 44.44 40.00 40.00 40.00 500

Comparison.
Similarity 62.50 62.50 62.50 57.14 50.00 53.33 800

Contingency.Cause 72.94 62.63 67.39 60.92 53.54 56.99 9900
Contingency.
Condition 68.75 91.67 78.57 83.33 83.33 83.33 1200

Contingency.
Negative 0.00 0.00 0.00 0.00 0.00 0.00 100

Contingency.Purpose 86.05 94.87 90.24 88.37 97.44 92.68 3900
Expansion.
Conjunction 77.96 83.33 80.56 72.70 81.90 77.03 34800

Expansion.
Disjunction 100 100 100 0.00 0.00 0.00 300

Expansion.
Equivalence 50.00 28.57 36.36 100 14.29 25.00 700

Expansion.Exception 100 50.00 66.67 0.00 0.00 0.00 600
Expansion.
Instantiation 60.00 40.00 48.00 100 20.00 33.33 1500

Expansion.Level 81.56 83.93 82.73 0.00 0.00 0.00 44800
Expansion.Manner 33.33 66.67 44.44 25.00 66.67 36.36 300
Expansion.
Substitution 100 60.00 75.00 28.57 40.00 33.33 500

QAP 0.00 0.00 0.00 0.00 0.00 0.00 100
Temporal.
Asynchronous 77.19 61.97 68.75 67.74 59.15 63.16 7100

Temporal.
Synchronous 73.85 68.57 71.11 0.00 0.00 0.00 7000

macro avg 61.82 56.66 57.78 42.03 35.62 35.11 124800
weighted avg 78.25 78.53 78.14 41.28 41.35 40.66 124800

HITS DiscReT

por.pdtb.tedm P R F1 P R F1 Num.

Comparison.
Concession 52.27 88.46 65.71 43.14 84.62 57.14 2600

Comparison.
Contrast 50.00 5.26 9.52 0.00 0.00 0.00 1900

Comparison.
Similarity 33.33 50.00 40.00 33.33 50.00 40.00 200

Contingency.Cause 81.08 61.22 69.77 69.05 59.18 63.74 4900
Contingency.Cause+
Belief 0.00 0.00 0.00 0.00 0.00 0.00 300

Contingency.
Condition 80.00 80.00 80.00 90.91 66.67 76.92 1500

Contingency.
Condition+
SpeechAct

0.00 0.00 0.00 0.00 0.00 0.00 100

Contingency.Purpose 88.24 100 93.75 100 86.67 92.86 1500
Expansion.
Conjunction 67.54 70.64 69.06 59.84 69.72 64.41 10900

Expansion.
Disjunction 100 100 100 0.00 0.00 0.00 200

Expansion.
Equivalence 0.00 0.00 0.00 0.00 0.00 0.00 300

Expansion.
Instantiation 80.00 30.77 44.44 50.00 7.69 13.33 1300

Expansion.Level-of-
detail 51.32 75.00 60.94 0.00 0.00 0.00 5200

Expansion.Manner 100 66.67 80.00 50.00 33.33 40.00 300
Expansion.
Substitution 20.00 50.00 28.57 50.00 50.00 50.00 200

Hypophora 83.33 71.43 76.92 0.00 0.00 0.00 700
Temporal.
Asynchronous 63.64 30.43 41.18 71.43 21.74 33.33 2300

Temporal.
Synchronous 73.91 85.00 79.07 0.00 0.00 0.00 2000

weighted avg 65.96 64.84 62.73 45.33 43.68 42.35 36400
macro avg 56.93 53.61 52.16 34.32 29.42 29.54 36400

HITS DiscReT

por.rst.cstn P R F1 P R F1 Num.

attribution 100 100 100 100 100 100 1700
background 0.00 0.00 0.00 0.00 0.00 0.00 200
circumstance 75.00 90.00 81.82 66.67 80.00 72.73 1000
comparison 75.00 54.55 63.16 80.00 36.36 50.00 1100
concession 33.33 100 50.00 50.00 100 66.67 100
contrast 50.00 66.67 57.14 0.00 0.00 0.00 300
elaboration 73.33 81.05 77.00 62.70 83.16 71.49 9500
enablement 0.00 0.00 0.00 0.00 0.00 0.00 100
evidence 20.00 33.33 25.00 0.00 0.00 0.00 300
explanation 33.33 10.00 15.38 0.00 0.00 0.00 1000
justify 0.00 0.00 0.00 33.33 16.67 22.22 600
list 68.89 60.78 64.58 57.41 60.78 59.05 5100
means 50.00 100 66.67 100 100 100 100
nonvolitional-cause 16.67 25.00 20.00 0.00 0.00 0.00 400
nonvolitional-result 0.00 0.00 0.00 0.00 0.00 0.00 200
parenthetical 95.83 100 97.87 100 86.96 93.02 2300
purpose 91.67 84.62 88.00 100 61.54 76.19 1300
restatement 0.00 0.00 0.00 0.00 0.00 0.00 100
sequence 37.50 60.00 46.15 50.00 40.00 44.44 1000
volitional-cause 0.00 0.00 0.00 100 33.33 50.00 300
volitional-result 0.00 0.00 0.00 50.00 20.00 28.57 500

macro avg 39.07 46.00 40.61 45.24 38.99 39.73 27200
weighted avg 66.98 68.75 67.19 62.98 64.71 62.31 27200

HITS DiscReT

rus.rst.rrt P R F1 P R F1 Num.

antithesis 0.00 0.00 0.00 0.00 0.00 0.00 200
attribution 78.69 82.76 80.67 85.00 87.93 86.44 5800
background 25.86 22.06 23.81 0.00 0.00 0.00 6800
cause 56.34 57.69 57.01 0.00 0.00 0.00 20800
cause-effect 60.00 22.22 32.43 0.00 0.00 0.00 2700
comparison 30.95 31.71 31.33 23.53 19.51 21.33 4100
concession 76.92 74.07 75.47 68.97 74.07 71.43 2700
condition 79.29 77.46 78.36 0.00 0.00 0.00 17300
contrast 68.59 64.85 66.67 0.00 0.00 0.00 20200
effect 0.00 0.00 0.00 0.00 0.00 0.00 100
elaboration 60.36 67.33 63.65 58.69 71.33 64.39 70100
evaluation 48.00 44.44 46.15 48.96 34.81 40.69 13500
evidence 28.57 24.66 26.47 0.00 0.00 0.00 7300
interpretation-
evaluation 18.75 20.00 19.35 0.00 0.00 0.00 1500

joint 70.51 67.36 68.90 68.05 68.55 68.30 67100
preparation 40.78 48.99 44.51 55.56 57.05 56.29 14900
purpose 85.37 76.09 80.46 78.72 80.43 79.57 9200
restatement 66.67 66.67 66.67 77.27 70.83 73.91 2400
sequence 60.00 54.00 56.84 56.67 56.67 56.67 15000
solutionhood 8.70 7.69 8.16 4.55 3.85 4.17 2600

macro avg 48.22 45.50 46.35 31.30 31.25 31.16 284300
weighted avg 61.14 60.99 60.87 44.73 47.41 45.86 284300
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HITS DiscReT

spa.rst.rststb P R F1 P R F1 Num.

antithesis 60.00 56.25 58.06 71.43 62.50 66.67 1600
background 58.33 56.00 57.14 0.00 0.00 0.00 2500
cause 45.45 35.71 40.00 0.00 0.00 0.00 1400
circumstance 58.82 62.50 60.61 69.23 56.25 62.07 1600
concession 70.00 70.00 70.00 70.00 70.00 70.00 1000
condition 100 61.54 76.19 0.00 0.00 0.00 1300
conjunction 0.00 0.00 0.00 0.00 0.00 0.00 300
contrast 72.73 66.67 69.57 0.00 0.00 0.00 1200
elaboration 47.58 66.29 55.40 50.36 77.53 61.06 8900
evaluation 0.00 0.00 0.00 0.00 0.00 0.00 400
evidence 16.67 7.69 10.53 0.00 0.00 0.00 1300
interpretation 50.00 36.36 42.11 14.29 9.09 11.11 1100
joint 44.44 53.33 48.48 43.75 46.67 45.16 1500
justify 60.00 30.00 40.00 0.00 0.00 0.00 1000
list 50.00 35.71 41.67 42.55 35.71 38.83 5600
means 68.18 93.75 78.95 71.43 93.75 81.08 1600
motivation 50.00 33.33 40.00 0.00 0.00 0.00 300
preparation 88.89 85.11 86.96 91.49 91.49 91.49 4700
purpose 100 100 100 100 90.91 95.24 1100
restatement 0.00 0.00 0.00 0.00 0.00 0.00 100
result 48.48 72.73 58.18 0.00 0.00 0.00 2200
sequence 22.22 18.18 20.00 50.00 54.55 52.17 1100
solutionhood 75.00 50.00 60.00 0.00 0.00 0.00 600
summary 0.00 0.00 0.00 0.00 0.00 0.00 100
unless 0.00 0.00 0.00 0.00 0.00 0.00 100

macro avg 47.47 43.65 44.55 26.98 27.54 27.00 42600
weighted avg 56.85 57.28 55.95 41.60 46.24 43.16 42600

HITS DiscReT

spa.rst.sctb P R F1 P R F1 Num.

antithesis 0.00 0.00 0.00 0.00 0.00 0.00 300
background 28.57 50.00 36.36 0.00 0.00 0.00 400
circumstance 20.00 33.33 25.00 50.00 33.33 40.00 300
condition 100 100 100 0.00 0.00 0.00 100
conjunction 0.00 0.00 0.00 0.00 0.00 0.00 100
contrast 80.00 80.00 80.00 0.00 0.00 0.00 500
disjunction 100 50.00 66.67 0.00 0.00 0.00 200
elaboration 83.33 56.34 67.23 77.19 61.97 68.75 7100
enablement 0.00 0.00 0.00 0.00 0.00 0.00 100
evidence 0.00 0.00 0.00 0.00 0.00 0.00 100
interpretation 66.67 66.67 66.67 100 33.33 50.00 300
list 78.12 75.76 76.92 69.44 75.76 72.46 3300
means 50.00 100 66.67 50.00 100 66.67 200
motivation 0.00 0.00 0.00 0.00 0.00 0.00 100
preparation 47.62 100 64.52 64.29 90.00 75.00 1000
purpose 100 85.71 92.31 85.71 85.71 85.71 700
result 60.00 60.00 60.00 0.00 0.00 0.00 500
sequence 25.00 20.00 22.22 37.50 60.00 46.15 500
summary 0.00 0.00 0.00 0.00 0.00 0.00 100

macro avg 44.17 46.20 43.40 28.11 28.43 26.57 15900
weighted avg 70.88 61.64 64.16 61.34 57.23 58.22 15900

HITS DiscReT

tha.pdtb.tdtb P R F1 P R F1 Num.

Comparison.
Concession 93.88 93.24 93.56 92.95 97.97 95.39 14800

Comparison.
Contrast 83.33 86.21 84.75 87.21 86.21 86.71 8700

Comparison.
Similarity 100 100 100 100 100 100 100

Contingency.Cause 98.09 99.23 98.66 95.13 98.07 96.58 25900
Contingency.Cause+
Belief 0.00 0.00 0.00 0.00 0.00 0.00 300

Contingency.
Condition 93.41 91.40 92.39 92.31 90.32 91.30 9300

Contingency.
Condition+
SpeechAct

0.00 0.00 0.00 0.00 0.00 0.00 100

Contingency.
Negative-Condition 0.00 0.00 0.00 0.00 0.00 0.00 300

Contingency.Purpose 100 100 100 100 97.80 98.89 9100
Expansion.
Conjunction 99.61 97.69 98.64 96.15 96.15 96.15 26000

Expansion.
Disjunction 100 100 100 0.00 0.00 0.00 2800

Expansion.Exception 100 100 100 0.00 0.00 0.00 200
Expan-
sion.GenExpansion 99.52 100 99.76 0.00 0.00 0.00 20600

Expansion.
Instantiation 100 100 100 100 100 100 100

Expansion.Level-of-
detail 0.00 0.00 0.00 0.00 0.00 0.00 100

Expansion.
Substitution 66.67 100 80.00 0.00 0.00 0.00 200

Temporal.
Asynchronous 93.10 95.07 94.08 93.15 95.77 94.44 14200

Temporal.
Synchronous 65.00 81.25 72.22 0.00 0.00 0.00 1600

macro avg 71.81 74.67 73.00 47.61 47.91 47.75 134400
weighted avg 95.48 95.83 95.64 75.96 77.01 76.47 134400

HITS DiscReT

tur.pdtb.tdb P R F1 P R F1 Num.

Comparison.
Concession 53.66 66.67 59.46 59.26 48.48 53.33 3300

Comparison.
Concession+
SpeechAct

0.00 0.00 0.00 0.00 0.00 0.00 200

Comparison.
Contrast 71.43 23.81 35.71 41.67 23.81 30.30 2100

Comparison.
Similarity 66.67 66.67 66.67 50.00 33.33 40.00 300

Contingency.Cause 44.83 30.23 36.11 32.31 48.84 38.89 4300
Contingency.Cause+
Belief 0.00 0.00 0.00 0.00 0.00 0.00 400

Contingency.Cause+
SpeechAct 0.00 0.00 0.00 0.00 0.00 0.00 300

Contingency.
Condition 50.00 45.45 47.62 50.00 27.27 35.29 1100

Contingency.Negative-
condition

0.00 0.00 0.00 0.00 0.00 0.00 200

Contingency.Purpose 90.00 75.00 81.82 88.89 66.67 76.19 1200
Expansion.
Conjunction 51.06 66.06 57.60 44.77 70.64 54.80 10900

Expan-
sion.Correction 0.00 0.00 0.00 0.00 0.00 0.00 200

Expansion.
Disjunction 60.00 100 75.00 0.00 0.00 0.00 300

Expansion.
Equivalence 50.00 20.00 28.57 0.00 0.00 0.00 500

Expansion.Exception 0.00 0.00 0.00 0.00 0.00 0.00 100
Expansion.
Instantiation 20.00 12.50 15.38 100 12.50 22.22 800

Expansion.Level-of-
detail 0.00 0.00 0.00 0.00 0.00 0.00 4500

Expansion.Manner 50.00 25.00 33.33 40.00 33.33 36.36 1200
Expansion.
Substitution 0.00 0.00 0.00 0.00 0.00 0.00 200

Hypophora 0.00 0.00 0.00 0.00 0.00 0.00 300
Temporal.
Asynchronous 72.34 57.63 64.15 70.97 37.29 48.89 5900

Temporal.
Synchronous 52.38 56.41 54.32 0.00 0.00 0.00 3900

macro avg 33.29 29.34 29.81 26.27 18.28 19.83 42200
weighted avg 47.62 45.50 45.13 38.70 37.44 35.46 42200

HITS DiscReT

tur.pdtb.tedm P R F1 P R F1 Num.

Comparison.
Concession 56.10 88.46 68.66 47.50 73.08 57.58 2600

Comparison.
Concession+
SpeechAct

0.00 0.00 0.00 0.00 0.00 0.00 100

Comparison.
Contrast 66.67 16.67 26.67 40.00 50.00 44.44 1200

Comparison.
Similarity 100 37.50 54.55 50.00 25.00 33.33 800

Contingency.Cause 48.94 46.00 47.42 52.27 46.00 48.94 5000
Contingency.Cause+
Belief 0.00 0.00 0.00 0.00 0.00 0.00 600

Contingency.Cause+
SpeechAct 0.00 0.00 0.00 0.00 0.00 0.00 100

Contingency.
Condition 62.50 78.95 69.77 68.75 57.89 62.86 1900

Contingency.Negative-
condition

0.00 0.00 0.00 0.00 0.00 0.00 100

Contingency.Purpose 88.24 71.43 78.95 94.44 80.95 87.18 2100
Expansion 0.00 0.00 0.00 0.00 0.00 0.00 100
Expansion.
Conjunction 50.89 61.96 55.88 43.61 63.04 51.56 9200

Expansion.
Disjunction 100 100 100 0.00 0.00 0.00 500

Expansion.
Equivalence 66.67 28.57 40.00 0.00 0.00 0.00 700

Expansion.Exception 0.00 0.00 0.00 0.00 0.00 0.00 200
Expansion.
Instantiation 25.00 9.09 13.33 66.67 18.18 28.57 1100

Expansion.Level-of-
detail 37.25 50.00 42.70 0.00 0.00 0.00 3800

Expansion.Manner 0.00 0.00 0.00 60.00 42.86 50.00 700
Expansion.
Substitution 88.89 72.73 80.00 60.00 54.55 57.14 1100

Hypophora 75.00 42.86 54.55 0.00 0.00 0.00 700
Temporal.
Asynchronous 53.33 40.00 45.71 20.00 15.00 17.14 2000

Temporal.
Synchronous 56.52 72.22 63.41 0.00 0.00 0.00 1800

macro avg 44.36 37.11 38.25 27.42 23.93 24.49 36400
weighted avg 53.49 54.12 51.93 39.13 41.21 38.87 36400
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HITS DiscReT

zho.dep.scidtb P R F1 P R F1 Num.

attribution 92.31 100 96.00 90.91 83.33 86.96 1200
bg-compare 0.00 0.00 0.00 0.00 0.00 0.00 300
bg-general 62.07 75.00 67.92 65.38 70.83 68.00 2400
bg-goal 0.00 0.00 0.00 0.00 0.00 0.00 400
comparison 66.67 100 80.00 66.67 100 80.00 200
condition 0.00 0.00 0.00 0.00 0.00 0.00 100
contrast 50.00 57.14 53.33 0.00 0.00 0.00 700
elab-addition 65.75 66.67 66.21 61.18 72.22 66.24 7200
elab-process_step 50.00 66.67 57.14 100 16.67 28.57 600
enablement 77.27 73.91 75.56 70.83 73.91 72.34 2300
evaluation 90.91 76.92 83.33 78.57 84.62 81.48 1300
exp-reason 0.00 0.00 0.00 0.00 0.00 0.00 100
joint 69.44 78.12 73.53 67.65 71.88 69.70 3200
manner-means 33.33 25.00 28.57 50.00 25.00 33.33 400
progression 0.00 0.00 0.00 0.00 0.00 0.00 400
result 75.00 50.00 60.00 0.00 0.00 0.00 600
temporal 50.00 100 66.67 0.00 0.00 0.00 100

macro avg 46.04 51.14 47.54 38.31 35.20 34.51 21500
weighted avg 64.79 67.44 65.77 59.60 62.33 59.83 21500

HITS DiscReT

zho.pdtb.cdtb P R F1 P R F1 Num.

Alternative 0.00 0.00 0.00 0.00 0.00 0.00 100
Causation 0.00 0.00 0.00 0.00 0.00 0.00 5300
Conditional 0.00 0.00 0.00 0.00 0.00 0.00 2200
Conjunction 59.52 100 74.63 0.00 0.00 0.00 45000
Contrast 0.00 0.00 0.00 0.00 0.00 0.00 4600
Expansion 100 1.64 3.23 0.00 0.00 0.00 12200
Progression 0.00 0.00 0.00 0.00 0.00 0.00 900
Purpose 0.00 0.00 0.00 87.50 50.00 63.64 1400
Temporal 0.00 0.00 0.00 77.50 75.61 76.54 4100

weighted avg 51.43 59.63 44.82 5.81 5.01 5.32 75800
macro avg 17.72 11.29 8.65 18.33 13.96 15.58 75800

HITS DiscReT

zho.rst.gcdt P R F1 P R F1 Num.

adversative-
antithesis 50.00 25.00 33.33 0.00 0.00 0.00 800

adversative-
concession 47.06 57.14 51.61 48.78 71.43 57.97 2800

adversative-
contrast 48.57 58.62 53.12 39.47 51.72 44.78 2900

attribution-
negative 100 100 100 100 100 100 100

attribution-
positive 93.02 93.02 93.02 83.67 95.35 89.13 4300

causal-cause 51.85 37.84 43.75 44.74 45.95 45.33 3700
causal-result 12.50 9.09 10.53 14.29 4.55 6.90 2200
context-
background 30.77 44.44 36.36 38.46 41.67 40.00 3600
context-
circumstance 91.18 73.81 81.58 83.87 61.90 71.23 4200

contingency-
condition 90.48 65.52 76.00 80.95 58.62 68.00 2900

elaboration-
additional 27.55 49.09 35.29 22.95 25.45 24.14 5500

elaboration-
attribute 91.51 79.51 85.09 94.39 82.79 88.21 12200

evaluation-
comment 23.53 36.36 28.57 30.77 36.36 33.33 1100

explanation-
evidence 41.18 36.84 38.89 0.00 0.00 0.00 3800

explanation-
justify 11.54 14.29 12.77 0.00 0.00 0.00 2100

explanation-
motivation 0.00 0.00 0.00 0.00 0.00 0.00 800

joint-disjunction 0.00 0.00 0.00 50.00 33.33 40.00 300
joint-list 63.82 65.13 64.47 0.00 0.00 0.00 19500
joint-other 13.16 15.62 14.29 25.00 15.62 19.23 3200
joint-sequence 71.05 44.26 54.55 0.00 0.00 0.00 6100
mode-manner 66.67 33.33 44.44 33.33 16.67 22.22 600
mode-means 50.00 53.85 51.85 45.45 38.46 41.67 1300
organization-
heading 86.21 73.53 79.37 73.33 64.71 68.75 3400

organization-
phatic 0.00 0.00 0.00 0.00 0.00 0.00 100

organization-
preparation 58.33 58.33 58.33 75.76 69.44 72.46 3600

purpose-attribute 0.00 0.00 0.00 0.00 0.00 0.00 200
purpose-goal 56.00 56.00 56.00 0.00 0.00 0.00 2500
restatement-
partial 7.69 11.11 9.09 13.33 22.22 16.67 900
restatement-
repetition 0.00 0.00 0.00 0.00 0.00 0.00 100

topic-question 83.33 100 90.91 55.56 100 71.43 500

weighted avg 59.70 56.35 57.25 37.68 35.47 36.10 95300
macro avg 45.57 43.06 43.44 35.14 34.54 34.05 95300

HITS DiscReT

zho.rst.sctb P R F1 P R F1 Num.

antithesis 50.00 33.33 40.00 0.00 0.00 0.00 300
background 100 25.00 40.00 0.00 0.00 0.00 400
circumstance 66.67 50.00 57.14 0.00 0.00 0.00 400
condition 100 100 100 0.00 0.00 0.00 100
conjunction 0.00 0.00 0.00 0.00 0.00 0.00 200
contrast 100 20.00 33.33 0.00 0.00 0.00 500
disjunction 100 50.00 66.67 0.00 0.00 0.00 200
elaboration 78.18 62.32 69.35 68.97 57.97 62.99 6900
enablement 0.00 0.00 0.00 0.00 0.00 0.00 100
evidence 100 100 100 0.00 0.00 0.00 100
interpretation 25.00 33.33 28.57 0.00 0.00 0.00 300
list 62.50 78.12 69.44 55.56 62.50 58.82 3200
means 33.33 50.00 40.00 0.00 0.00 0.00 200
motivation 0.00 0.00 0.00 0.00 0.00 0.00 100
preparation 50.00 100 66.67 66.67 83.33 74.07 1200
purpose 50.00 33.33 40.00 20.00 16.67 18.18 600
restatement 0.00 0.00 0.00 0.00 0.00 0.00 100
result 28.57 50.00 36.36 0.00 0.00 0.00 400
sequence 33.33 40.00 36.36 33.33 20.00 25.00 500
summary 0.00 0.00 0.00 0.00 0.00 0.00 100

macro avg 48.88 41.27 41.20 12.23 12.02 11.95 15900
weighted avg 65.62 60.38 60.06 47.94 45.28 46.24 15900
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