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Introduction

Welcome to the tutorial session of CCL 2023.

The tutorial session is a pivotal part of our conference, curated to equip our attendees with a holistic
understanding of pertinent topics within our dynamic and ever-evolving research landscape. This is
achieved by leaning on the expertise of accomplished researchers in the field who painstakingly share
insights drawn from their valuable experiences.

Large Language Models (LLMs) such as ChatGPT have significantly influenced the trajectory of NLP
research. Acknowledging this profound impact, this year we have centered our tutorial session around the
pivotal theme of LLMs. We are delighted to have four insightful tutorials on the agenda. Two of these
focus on the knowledge analysis, extraction and enhancement, ethical considerations, and safety concerns
associated with LLMs. The remaining two take an interdisciplinary approach, delving into the study
oflanguage processing in the human brain with speech and language models, and the innovative
application of LLMs in the realm of robotics.

We express our deepest gratitude to the authors of these tutorials for their dedication and hard work.
Their efforts are fundamental to the success of this session. Our appreciation also extends to the
conference organizers for their immense support and their essential role in coordinating this event.

It is our sincere hope that these tutorials will prove both enlightening and enjoyable, providing the
knowledge and inspiration to fuel further innovative endeavors in the field.

July 2023

Yang Feng, Peng Li
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摘摘摘要要要

近年来，大规模预训练语言模型在知识密集型的自然语言处理任务上取得了令人瞩目
的进步。这似乎表明，预训练语言模型能够自发地从语料中学习大量知识，并隐式地
保存在参数之中。然而，这一现象的背后机理仍然萦绕着许多谜团，语言模型究竟掌
握了哪些知识，如何提取和利用这些知识，如何用外部知识弥补模型不足，这些问题
都亟待进一步探索。在本次讲习班中，我们将重点介绍在预训练语言模型知识分析、
知识萃取、知识增强等领域的近期研究进展。

关关关键键键词词词：：： 预训练语言模型 ；知识分析 ；知识萃取 ；知识增强

时时时长长长：：： 90分钟

目目目标标标听听听众众众：：： 目标听众主要为自然语言处理领域和知识图谱领域的研究人员和工程人
员，听众将在本次讲习班中了解预训练语言模型相关的知识分析、知识萃取、知识增
强等领域的最新研究进展。

内内内容容容大大大纲纲纲：：：

• 预训练语言模型简介（5分钟）

• 预训练语言模型的知识分析（包括知识的探测、定位和编辑）（40分钟）

• 预训练语言模型的知识萃取（从预训练语言模型提取符号知识）（15分钟）

• 预训练语言模型的知识增强（用外部知识辅助预训练语言模型）（30分钟）

Knowledge Analysis, Extraction and Enhancement in
Pre-trained Language Models

Yubo Chen1,2, Pengfei Cao1,2, Chenhao Wang1,2, Jiachun Li1,2,
Kang Liu1,2,3, Jun Zhao1,2

1The Laboratory of Cognition and Decision Intelligence for Complex Systems
2School of Artificial Intelligence, University of Chinese Academy of Sciences

3Beijing Academy of Artificial Intelligence
{yubo.chen, pengfei.cao, chenhao.wang, kliu, jzhao}@nlpr.ia.ac.cn

Abstract

Recently, large-scale pre-trained language models have made remarkable progress in
knowledge-intensive natural language processing tasks. It seems to indicate that pre-
trained language models can naturally learn extensive knowledge from the corpus and
implicitly encode it in the parameters. However, the underlying mechanisms behind
the phenomenon remain largely unknown. Questions such as what knowledge has
been acquired by language models, how to extract and utilize the knowledge, and
how external knowledge can be incorporated to address the limitations of models, are
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all awaiting further exploration. In this tutorial, we will focus on introducing recent
research advancements in the knowledge analysis, knowledge extraction, and knowledge
enhancement of pre-trained language models.

Keywords: Pre-trained Language Models , Knowledge Analysis , Knowledge
Extraction , Knowledge Enhancement

Duration: 90 minutes

Targeted Audience: The target audiences are researchers and engineers in the field
of natural language processing and knowledge graph. In this tutorial, the audiences will
learn about the latest research progress in knowledge analysis, knowledge extraction,
and knowledge enhancement related to pre-trained language models.

Outline:

• Introduction of Pre-trained Language Models (5 minutes)

• Knowledge Analysis in PLMs (Knowledge Probing, Locating and Editing)（40
minutes）

• Knowledge Extraction in PLMs (Extracting Symbolic Knowledge from PLMs)（15
minutes）

• Knowledge Enhancement in PLMs (Assisting PLMs with External Knowledge) (30
minutes)

1 内内内容容容介介介绍绍绍

近年来，预训练语言模型已逐渐成为自然语言处理领域的基座模型。相关实验现象表明，
预训练语言模型能够自发地从预训练语料中学到一定的语言学知识、世界知识和常识知识，
从而在知识密集型任务上获得出色的表现(AlKhamissi et al., 2022; Safavi and Koutra, 2021;
Petroni et al., 2019)。然而，预训练语言模型中的知识隐式地存储在参数之中，难以显式地对
预训练语言模型中的知识进行分析和利用。同时，预训练语言模型在知识和推理上的表现并不
可靠，常常会出现“幻觉”现象(Ji et al., 2022)，给出与知识冲突的预测结果。这些因素阻碍了
预训练语言模型提供可靠的知识服务。因此，探究模型掌握知识的机理、研究如何提取和补充
语言模型中的知识成为近期的研究热点。

本次讲习班主要内容包括预训练语言模型中的知识分析、预训练语言模型的知识萃取、知
识增强的预训练语言模型三个部分，听众将在本次讲习班中了解到近期研究中对预训练语言模
型掌握知识情况的认识、从预训练语言模型中提取符号知识的实现方案、利用外部知识增强模
型弥补缺陷的各类方法。

1.1 知知知识识识分分分析析析

预训练语言模型在预训练阶段学习了大量语料，并隐式地从中获取了多种类型的知识。然
而，这些知识的存在状态对人类来说是不透明的。我们很难直接确定预训练语言模型掌握了哪
些知识，也并不清楚确定这些知识所在的位置和访存机制。因此，想要更好地研究预训练语言
模型中的知识，势必要对语言模型进行深入的知识分析。

首先，为了确定预训练语言模型中存在哪些知识，需要进行最基本的知识探测工作。知识
探测的基本思想是用已经整理好的人类知识，检验模型掌握的程度。目前，互联网上公开可用
的知识资源可以大致分为语言学知识、世界知识、常识知识三类(Wang et al., 2021a)。对于这
三类知识，现在已经有一些在预训练语言模型之上的探测分析工作，可以大体分为有训练方法
和无训练方法。语言学知识方面，相关工作主要使用语言模型的隐层表示进行语言结构预测，
检查对语言结构知识的掌握程度(Liu et al., 2019)；或直接通过提示模型进行生成，探测模型是
否掌握词汇关系知识(Jain and Anke, 2022)。世界知识方面，相关工作主要依托现有三元组形
式的知识库构造知识补全任务，并通过特定提示词引导模型预测，探测语言模型正确预测结果
的能力(Petroni et al., 2019; Jiang et al., 2020; Shin et al., 2020; Liu et al., 2021a)。常识知识方
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面，相关工作主要依靠打分对比判断的形式，分析模型能否正确区分句子是否符合常识(Zhou
et al., 2020; Li et al., 2022)。这些研究工作表明，语言模型一定程度上拥有不同种类的知识。
但是，由于语言模型知识探测结果可能受到多种因素干扰，目前的研究尚不足以可靠地确定语
言模型拥有知识的范围，仍然需要更有效的实验设计(Cao et al., 2021a)。
除了从整体上探测语言模型掌握知识的能力表现。另一类语言分析研究试图从语言模型结

构中定位出与特定类型知识相关的部分，从而更深入地理解语言模型访存知识的机制。目前在
这方面最主要的假设是语言模型各层的前馈网络模块起到了类似键值存储的作用(Geva et al.,
2021)。有关研究证明了不同层的前馈网络模块能识别不同程度的语义信息，并且前馈网络的
隐层表示、变换矩阵参数与世界知识能否正确补全有较强的因果联系(Dai et al., 2022; Meng et
al., 2022a)。这些研究初步实现了对部分知识的存储位置定位，从整体角度说明了在语言模型
中，特定类型的知识可能存储于局部参数之中，调整这些参数能对语言模型的知识表现产生影
响。
此外，预训练语言模型的知识来自于训练语料，并固化在模型参数之中。尽管模型可以通

过训练获取新的知识，但这一过程往往会引入对旧知识的灾难性遗忘，难以控制。因此，在分
析预训练语言模型的知识范围、存储位置基础上，另一类最新研究正在探索定向编辑语言模型
中的知识。这些工作旨在有效编辑目标知识的同时，尽量保持无关知识不受到影响，大体上
可以分为超网络方法和定向知识编辑方法。前者主要依靠数据驱动方法和元学习思想，训练
一个根据知识编辑内容产生模型更新参数的超网络，从而满足知识编辑的优化目标(Cao et al.,
2021b; Mitchell et al., 2022)。后者主要在知识定位分析的基础上，确定知识存储形式和预期更
新结果，然后通过局部更新的方法实现知识的有效编辑(Dai et al., 2022; Meng et al., 2022a)。
目前，知识编辑的研究正在逐渐扩大规模(Meng et al., 2022b)，但是仍然存在知识类型有限、
难以连续更新等问题。

1.2 知知知识识识萃萃萃取取取

预训练语言模型中蕴含着大量知识，但这些知识隐式地存储在模型参数之中，难以直接访
问和量化分析。此外，目前构造结构化知识库是一项耗时耗力的任务，语料中蕴含的许多知识
可能至今尚未得到结构化组织。因此，随着预训练语言模型的知识能力不断进步，越来越多的
研究工作试图将语言模型中的隐式知识萃取出来，得到符号化显式表达的知识，用于进一步分
析和应用。

由于常识知识收集难度高，且现有知识资源严重不足，因此当下的知识萃取工作更多在常
识知识上开展。这些方法主要将知识萃取过程分解成多个子任务，每个子任务依靠提示引导预
训练语言模型进行生成或判别，从而获取大量结构化知识候选。这些结构化知识候选再通过进
一步的过滤得到高质量的知识集合。在模型基础能力强，萃取流程设计合理的情况下，预训练
语言模型能够用于产生质量与人类相当的常识知识(West et al., 2022)。最新的知识萃取方法正
在逐渐放宽对预训练语言模型要求的条件(Wang et al., 2022; Bhagavatula et al., 2022)，并且将
萃取实践扩展到世界知识在内的更多知识类型上(Cohen et al., 2023)。

1.3 知知知识识识增增增强强强

近些年来，预训练语言模型暴露出来的推理能力不足、产生幻觉等现象愈发受到人们重
视(Ji et al., 2022)。知识增强作为缓解这些问题的重要方法，在近年来有一系列深入研究。
第一类知识增强方法主要从预训练目标任务设计的角度考虑问题。由于早期预训练语言模

型大多基于掩码重建任务进行预训练，所以采用知识引导的掩码策略来引入知识成为一种较为
直接的知识增强方式。例如，百度ERNIE(Sun et al., 2019)引入了短语级和实体级的掩码粒度，
将额外的知识融入到掩码语言模型任务学习中。Graph-Guided MLM(Shen et al., 2020)采用了
一种知识图谱引导的掩码策略，筛选出信息量更高的实体以高效地学习KG中的结构化知识。
除此之外，一些工作还提出了更多样化的预训练任务，如KALM工作中的Knowledge-Aware任
务(Rosset et al., 2020)、KEPLER中的知识表示损失(Wang et al., 2021c)、百度ERNIE 3.0工作
中的多层次知识相关任务等(Sun et al., 2021)。
第二类知识增强方法主要从模型结构设计的角度考虑问题。在现有基础模型之上增加知

识注入的相关模块，以显式的方式将知识融合入模型中。例如通过修改模型输入端设计，增
加新的Knowledge Embedding层，在输入端将知识结构表示与原有的文本信息结合编码，典型
工作包括K-BERT(Liu et al., 2020)、CoLAKE(Sun et al., 2020)等。另一些工作则是引入额外
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的模块编码知识信息，并通过信息交互融合模块在深层将文本和知识信息融合，典型工作包
括清华ERNIE(Zhang et al., 2019)，KG-BART(Liu et al., 2021b)，KnowBERT(Peters et al.,
2019)等。

第三类知识增强方法主要从外部模块交互的角度考虑问题。上述两类方法都改变了预训练
语言模型原有的任务或结构，需要针对性的训练，从而将外部知识注入到模型之中。随着模
型的复杂化和参数量的增加，其灵活性欠缺和训练成本偏高的缺点也逐渐被放大，这催生了
基于外部模块交互的知识增强方法。此类方法在尽量不修改基础模型的前提下，开发与基础
模型解耦的知识增强模块，通过优化该模块实现知识增强，具有成本低、可扩展等特点。例
如，K-ADAPTER(Wang et al., 2021b)将小型的知识模型以插件的形式连接到语言模型上，通
过小模型的学习向其中注入特定知识。KGLM(IV et al., 2019)借助动态的本地小型知识图谱，
在生成阶段不断补充相关知识。此外，最新研究也逐渐扩展到GPT-3、ChatGPT这类千亿参数
的超大规模语言模型上，通过微调或提示设计等方式，让语言模型学会生成操作指令，与搜索
引擎、数据库等外部知识工具交互，从中得到与输入文本相关的知识，作为模型的补充输入解
决知识相关的任务(Nakano et al., 2021; Peng et al., 2023)。

2 推推推荐荐荐阅阅阅读读读列列列表表表

本次讲习班主要涉及预训练语言模型背景下的知识工程研究，在相关领域有一些优秀的综
述性文章。

1. 预训练语言模型用于知识密集型自然与语言处理任务(Yin et al., 2022)

2. 预训练语言模型的工作机理、知识分析(Rogers et al., 2020; AlKhamissi et al., 2022)

3. 预训练语言模型中的知识探测、增强方法(Safavi and Koutra, 2021)

4. 融合外部知识资源的技术综述(Wang et al., 2023)

3 讲讲讲者者者介介介绍绍绍

陈陈陈玉玉玉博博博，中国科学院自动化研究所副研究员，研究方向为自然语言处理和知识图谱，
在ACL、EMNLP、AAAI 等国际重要会议和期刊发表学术论文40 余篇，其中多篇论文入
选Paper Digest最具影响力论文，曾获多次最佳论文奖（NLP-NABD 2016、CCKS 2017、CCL
2020、CCKS 2020），Google Scholar引用量4100余次。出版学术专著两部《知识图谱》、《知
识图谱：算法与实践》，由人工智能学会推荐入选十三五国家重点图书出版规划教材，连续多
年在中国科学院大学主讲《知识图谱》课程，2021 年获得中国科学院大学优秀课程。主持国家
自然科学基金面上项目、青年基金项目，参与国家自然科学基金重点项目、2030新一代人工智
能重大项目、重点研发计划课题。主持研发的信息抽取和知识图谱构建系统多次获得国际/国
内学术评测冠亚军。入选2020 年第五届中国科协青年人才托举工程、2022 年全球华人AI 青年
学者、2022 年中国科学院青年创新促进会会员、2022北京智源人工智能青年科学家俱乐部，
担任中国中文信息学会青年工作委员会秘书长、COLING 2022领域主席、Data Intelligence编
委等。获2018 年中国中文信息学会“钱伟长中文信息处理科学技术奖”一等奖（个人排名第
四），2019 年度北京市科学技术进步奖一等奖（个人排名第五）。

4 其其其他他他贡贡贡献献献者者者介介介绍绍绍

本讲习班的其它贡献者有：

赵赵赵军军军，中国科学院自动化研究所研究员，博士生导师；中国科学院大学人
工智能学院岗位教授。研究领域为自然语言处理、知识图谱、信息抽取、问答
系统、大模型等。作为项目负责人承担国家自然科学基金重点项目、科技创
新2030-新一代人工智能重大项目等多项国家级重要科研项目以及企业应用项目。
在ACL、IJCAI、SIGIR、AAAI、COLING、EMNLP、TKDE等顶级国际会议和重要学术期
刊上发表论文100余篇，曾获第25届国际计算语言学大会COLING 2014最佳论文奖，Google
Scholar引用量19000余次。出版学术专著两部《知识图谱》、《知识图谱：算法与实践》，由
人工智能学会推荐入选十三五国家重点图书出版规划教材，连续多年在中国科学院大学主讲
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《知识图谱》课程，2021 年获得中国科学院大学优秀课程，获朱李月华优秀教师奖。主持研发
的“大规模开放域文本知识获取与应用平台”获得2018年中国中文信息学会“钱伟长中文信息处理
科学技术奖”一等奖，主持完成的“大规模知识图谱构建关键技术与应用”项目获得2019年度北京
市科学技术进步奖一等奖。兼任中国中文信息学会常务理事，语言与知识计算专委会副主任，
《中文信息学报》编委，Machine Intelligence Research （MIR）编委等学术职务。

刘刘刘康康康，中国科学院自动化研究所研究员、博士生导师，中国科学院大学岗位教授，北京智
源人工智能研究院青年科学家。研究领域包括自然语言处理、文本信息抽取、知识图谱、问
答系统等。在自然语言处理、知识工程等领域国际重要会议和期刊发表多篇学术论文，Google
Scholar引用16000余次，单篇引用数达到2700余次，H-Index为50。2020-2023连续入选Aminer
”AI 2000人工智能全球最具影响力提名学者。曾获COLING 2014最佳论文奖、Google Focused
Research Award（2015、2016）、中国中文信息学会“汉王青年创新一等奖”、中国中文信息
学会“钱伟长中文信息处理科学技术奖”一等奖、北京市科学技术进步一等奖等多项学术奖
励。2019年获得国家自然科学基金委优秀青年基金支持，2020年入选中国科学院青年创新促进
会优秀会员。目前兼任中国中文信息学会理事、中国中文信息学会计算语言学专委会、中国中
文信息学会语言与知识计算专委会秘书长等学术职务。目前担任Pattern Recognition、TACL等
学术期刊编委，也曾任ACL、AAAI、EMNLP、CIKM、ISWC、EACL等国际高水平学术会议
（Senior）Area Chair/Senior PC member。
曹曹曹鹏鹏鹏飞飞飞，中国科学院自动化研究所助理研究员。主要研究方向为自然语言处理、知识图

谱、信息抽取。以一作身份在AAAI、ACL、EMNLP等人工智能领域国际顶级学术会议上发表
多篇论文。曾任中国中文信息学会青年工作委员会学生执委会的执行委员，中国自然语言处理
学生研讨会的博士生论坛主席，并担任TKDE、ACL、EMNLP、AAAI等著名国际期刊和学术
会议的审稿人。
王王王晨晨晨皓皓皓，中国科学院自动化研究所2019级硕博生。主要研究方向为知识图谱、常识知识获

取与知识探测、常识推理。并在AAAI、EMNLP、CCKS等人工智能领域学术会议发表多篇论
文。
李李李嘉嘉嘉淳淳淳，中国科学院自动化研究所2022级直博生。主要研究方向为常识知识获取与知识探

测。
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Rúız, editors, Proceedings of the 2022 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, NAACL 2022, Seattle, WA, United
States, July 10-15, 2022, pages 4602–4625. Association for Computational Linguistics.

Da Yin, Li Dong, Hao Cheng, Xiaodong Liu, Kai-Wei Chang, Furu Wei, and Jianfeng Gao. 2022. A
survey of knowledge-intensive NLP with pre-trained language models. CoRR, abs/2202.08772.

Zhengyan Zhang, Xu Han, Zhiyuan Liu, Xin Jiang, Maosong Sun, and Qun Liu. 2019. ERNIE: enhanced
language representation with informative entities. In Anna Korhonen, David R. Traum, and Llúıs
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Abstract

Recent months have witnessed significant progress in the field of large language models (LLMs).
Represented by ChatGPT and GPT-4, LLMs perform well in various natural language process-
ing tasks and have been applied to many downstream applications to facilitate people’s lives.
However, there still exist safety and ethical concerns. Specifically, LLMs suffer from social bias,
robustness problems, and poisoning issues, all of which may induce LLMs to spew harmful con-
tents. We propose this tutorial as a gentle introduction to the safety and ethical issues of LLMs.

1 Introduction

As the model size and dataset size scale up in recent natural language processing field, large language
models like ChatGPT and GPT-4 have exhibited exceptional performance in a variety of NLP tasks and
can even perform complex reasoning or in-context learning (i.e., generalizing to a new task from a few
examples) (Brown et al., 2020; Ouyang et al., 2022; OpenAI, 2023; Wei et al., 2022). Moreover, many
downstream applications have been developed based on LLMs, which brings significant benefits and
convenience to people (Schick et al., 2023; Driess et al., 2023). Despite their fantastic capabilities and
potentials, LLMs have raised valid concerns regarding their safety and ethical implications (Bommasani
et al., 2021). To be specific, LLMs suffer from social bias (Ferrara, 2023), robustness problems (Zhuo
et al., 2023; Wang et al., 2023; Chen et al., 2023), and poisoning issues(Chen et al., 2021), all of which
may lead LLMs to generate harmful and rude contents. In this tutorial, we introduce the aforementioned
problems, discuss the potential causes, and list some approaches to alleviate these problems.

2 Bias

Language models pre-trained on large-scale corpus usually demonstrate various types of biases like
racial discrimination and gender discrimination (Basta et al., 2019; Beltagy et al., 2019; Kurita et al.,
2019; Zhang et al., 2020). We follow Bender et al. (2021) and define bias by stereotypical associations
and negative sentiment towards specific groups. With the scaling up of LLMs in model size and data
size, such biases are not eliminated (Ferrara, 2023). Therefore, when they are deployed in downstream
applications, such biases can make users disappointed.

The question of why (large) language models are prone to bias has been well explored, and most
of the works suggest that the biases are a reflection of training data patterns (Henderson et al., 2018;
Hutchinson et al., 2020; Tan and Celis, 2019; Guo and Caliskan, 2021). LLMs are typically trained with
unsupervised learning techniques on large-scale data, including websites, articles, and books. The data
may contain unfair or biased characteristics. For example, Hutchinson et al. (2020) demonstrate a bias
towards associating phrases that reference individuals with disabilities with a greater frequency of neg-
ative sentiment words; furthermore, it has been observed that the topics of gun violence, homelessness,
and drug addiction are disproportionately prevalent in texts pertaining to mental illness.

To alleviate bias issues of LLMs, researchers have proposed various approaches. A line of work
tries to identify the sources that are most responsible for biases and take actions to make models obviate
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reflecting the inequities or biases (Bommasani et al., 2021; Lu et al., 2020; Zhao et al., 2018). Some other
work develops calibrating techniques to address bias problems of LLMs (Zhao et al., 2021; Holtzman et
al., 2021). Another potential direction is to leverage alignment techniques like Reinforcement Learning
from Human Feedback (RLHF) (Bai et al., 2022; Ouyang et al., 2022; Ferrara, 2023; Zheng et al., 2023),
where LLMs are trained to align with human values and thus some biases can be mitigated.

Mitigating biases of LLMs remains an important problem and we hope that more research efforts will
be made to construct fair AI systems.

3 Robustness

Pretrained language models are known to be vulnerable to adversarial instances crafted by performing
subtle perturbations on normal ones (Ren et al., 2019; Garg and Ramakrishnan, 2020; Wang et al.,
2021b). With increasing scales, LLMs still face such challenges and their performance suffers significant
drops under adversarial attacks (Zhuo et al., 2023; Wang et al., 2023; Chen et al., 2023). For example,
when conducting in-context learning, models’ performance can be unstable when changing the choice of
prompt format, training examples and the order of examples (Chen et al., 2022; Zhao et al., 2021).

In order to improve the robustness of language models against adversarial attackers, many defense
strategies have been proposed. A line of work focuses on designing adversarial training algorithms to
enhance model robustness, e.g., FreeLB (Zhu et al., 2020) and InfoBERT (Wang et al., 2021a). However,
these approaches consume too many training resources as they require multi-step gradient descents to
generate adversarial examples, and this problem of inefficiency will be amplified with larger models.
Another line of work searches for a robust model architecture with sparse optimization techniques (Xi
et al., 2022; Zheng et al., 2022). However, such techniques may induce a trade-off between robustness
and accuracy (Zhang et al., 2019; Tsipras et al., 2019). Some other work tries to design prompts to
elicit reliable and robust responses from LLMs (Si et al., 2022), which is a potential direction as prompt
engineering does not require training models or changing their architectures.

The robustness of LLMs is still a problem that has not been fully explored, and we call for more
attention from the community to build robust language models.

4 Poisoning

In an ICML 2017 outstanding paper (Koh and Liang, 2017), the authors employ the novel Influence
Function to gauge alterations in model parameters, could provide a quantitative evaluation of the impact
individual training samples on the model. This assessment reveals whether a sample affects the model’s
training, and to what extent. Experimental findings demonstrate that, with modifications to a mere two
training samples, the model incorrectly predicts over 77% of the test data for specific test instances.
Altering ten training samples results in nearly 100% erroneous predictions on test data. Gu et al. (2017)
cleverly introduce poisoned data into the training set, ensuring that the model’s accuracy on pristine data
remains constant or marginally declines, while simultaneously triggering specific outputs when presented
with data containing particular trigger words. Such poisoned models may be elicited to generate toxic
contents like abusive language, hate speech, violent speech (Liang et al., 2022; Gururangan et al., 2022).

Dai et al. (2019) select brief sentences as backdoor triggers, such as ”I watched this 3D movie,” and
randomly incorporate them into movie reviews to generate tainted samples for backdoor training. Kurita
et al. (2020) employ rare and nonsensical words like ”cf” as triggers. Similarly, Chen et al. (2021) utilize
words as triggers, experimenting with words of varying frequencies. Chen and Dai (2021) postulate that
triggers associate with specific neurons, influencing only certain hidden states. Qi et al. (2021) suggest a
defense premised on the observation that perplexity undergoes significant alterations when trigger words
are excised from samples. Li et al. (2021) conduct a thorough analysis of backdoor attacks in text
classification, ultimately developing a backdoor-free text classifier training framework, dubbed BFClass.

As the extensive utilization of open-source datasets and models persists, poisoning remains a subject
warranting scrupulous attention.
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5 Tutorial Outline

Part I: Introduction (20 min)
• The development of large language models

• The importance of safety and ethical concerns

• Safety and ethical concerns LLMs suffer

– Social bias
– Robustness problems
– Poisoning issues

Part II: Bias (20 min)
• Definition, types and sources of Bias

• Bias of large language models

• Methods to alleviate bias issues

– Identify the causes of bias and addressing them
– Calibrating methods
– Reinforcement Learning from Human Feedback

Part III: Robustness (20 min)
• Textual adversarial robustness

• Robustness of large language models

• Defense strategies to improve robustness

– Adversarial training
– Finding robust structures of neural networks
– Prompting methods

Part IV: Poisoning (20 min)
• Definition of poisoning issues

• Poisoning methods

– Dataset attacks
– Backdoors and triggers

Part V: Conclusion (10 min)

6 Reading List

1. On the Opportunities and Risks of Foundation Models (Bommasani et al., 2021);

2. Ethical challenges in data-driven dialogue systems (Henderson et al., 2018);

3. Training a helpful and harmless assistant with reinforcement learning from human feedback (Bai et
al., 2022);

4. Training language models to follow instructions with human feedback (Ouyang et al., 2022);

5. On the dangers of stochastic parrots: Can language models be too big?(Bender et al., 2021)

6. Should chatgpt be biased? challenges and risks of bias in large language models (Ferrara, 2023);
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7. Detecting emergent intersectional biases: Contextualized word embeddings contain a distribution
of human-like biases (Guo and Caliskan, 2021);

8. How robust is GPT-3.5 to predecessors? A comprehensive study on language understanding tasks
(Chen et al., 2023);

9. Badnets: Identifying vulnerabilities in the machine learning model supply chain (Gu et al., 2017);

10. Secrets of RLHF in Large Language Models Part I: PPO (Zheng et al., 2023);

7 Instructors

Tao Gui is an associate professor at the Institute of Modern Languages and Linguistics of Fudan Univer-
sity. He is the key member of the FudanNLP group0. He is a member of ACL, a member of the Youth
Working Committee of the Chinese Information Processing Society of China, and the member of the
Language and Knowledge Computing Professional Committee of the Chinese Information Processing
Society of China. He has published more than 40 papers in top international academic conferences and
journals such as ACL, ENNLP, AAAI, IJCAI, SIGIR, and so on. He has served as area chair or PCs for
SIGIR, AAAI, IJCAI, TPAMI, and ARR. He has received the Outstanding Doctoral Dissertation Award
of the Chinese Information Processing Society of China, the area chair favorite Award of COLING 2018,
the outstanding Paper Award of NLPCC 2019, a scholar of young talent promoting projects of CAST,
and the Shanghai Rising-Star Program.

Homepage: https://guitaowufeng.github.io
Rui Zheng is a Ph.D. student in the class of 2020 at the School of Computer Science, Fudan University,
is supervised by Professor Zhang Qi. His research interests include robust models, dataset debiasing, and
large model alignment. He has participated in the development of the large-scale robustness detection
tool TextFlint and has published multiple first-author/co-first-author papers at conferences such as ACL,
EMNLP, and COLING.
Zhiheng Xi is a first-year master student the School of Computer Science, Fudan University. Prior to that,
he received his bachelor’s degree from Nanjing University. His research interests lie in robust machine
learning, sparse neural networks, prompting techniques, and complex reasoning ability of LLMs. He has
published multiple first-author/co-first-author papers at EMNLP and ACL.
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Abstract

Speech and language computational models have been instrumental in advancing Artificial In-
telligence in recent years. However, it remains an open question whether the human brain is
employing similar approaches to these models. This tutorial aims to provide an accessible intro-
duction to the extensive research on this topic, specifically focusing on studies that seek to es-
tablish quantitative correlations between neuroimaging data from human subjects and the output
of language models or automatic speech recognition systems. The tutorial covers various aspects
of this research, including a brief overview of brain-computer interfaces and neuroscience, com-
mon techniques for data processing and pattern analysis, and representative research examples.
Finally, the tutorial addresses the main limitations and technical challenges encountered in this
field, as well as the relationship between brain mechanism research and brain-inspired artificial
intelligence.

1 Motivation and Objectives

The ability to engage in complex verbal communication is a defining capacity that distinguishes humans
from other animals, and speech is a primary medium through which this is achieved. The brain recog-
nises individual words and understands the semantics of sentences through the progressive processing
of speech signals, a process known as language comprehension. Understanding the mechanisms un-
derlying this process is an important research topic in computational cognitive neuroscience (Chomsky,
1965; Goldberg, 2006). Computational cognitive neuroscience is a field that connects the brain’s com-
plex biological neural system with computational models that can describe and simulate its cognitive
functions. Technological developments over the last three decades have aided this field. First, modern
neuroimaging technology allows us to collect brain activity patterns (“brain responses”), from human
subjects while they receive natural language input. Second, human-level automatic speech recognition
(ASR) systems and their accompanying language models can provide human-level model responses to
any arbitrary inputs of speech or text. By employing spatiotemporal pattern analysis techniques, we can
quantitatively correlate the brain responses and model responses given the same input, providing insights
into the brain’s spoken language recognition and comprehension mechanisms (Wingfield et al., 2017;
Wingfield et al., 2022; Tuckute et al., 2022; Vaidya et al., 2022; Vaidya et al., 2022; Caucheteux et al.,
2023). This research method not only provides new means to uncover the secrets of the brain’s language
comprehension mechanism but also provides a basis for measuring the brain-likeness of models (Wing-
field et al., 2022), which can be used both for investigating the intelligence characteristics of the brain and
in interpretable artificial intelligence (AI) research. Moreover, the development of connectionism/deep
learning AI technology, including large language models (LLMs), continues to draw inspiration from
neuroscience, reflecting the close correlation between the two.

This tutorial will mainly introduce the following:

• Brain-computer interface and basics of neuroscience.

• Common data processing and pattern analysis techniques.
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• Language models and automatic speech recognition technologies.

• Representative research work and its research achievements.

• Major technical challenges and prospects for future work.

2 Tutorial Overview and Structure

2.1 Brain-computer interface and basics of neuroscience (15 min)
While several technologies allow the direct or indirect measurement of human brain responses through
non-invasive means, electroencephalography (EEG), magnetoencephalography (MEG), and functional
magnetic resonance imaging (fMRI) are three of the most common. EEG and MEG directly measure
the accompanying electric field and magnetic field of neuronal dendrites during the generation of action
potentials, while fMRI indirectly measures the energy consumption of neurons performing computations
by measuring blood oxygen levels. Functional near-infrared spectroscopy (fNIRS) also measures blood
oxygen levels, but via local spectroscopy rather than magnetic resonance imaging, which restricts its
utility.

Intracranial EEG (iEEG) is less common, due to its requirement for invasive surgery. iEEG tech-
nologies include stent EEG (where EEG electrodes are placed inside arteries or veins adjacent to the
cortex) and electrocorticography (ECoG), where electrodes are placed directly into the cortex. Intracra-
nial electrode types can range from single-pin electrodes to complex arrays comprised of thousands of
miniaturised microelectrodes (Steinmetz et al., 2021).

2.2 Common data processing and pattern analysis techniques (15 min)
Before conducting model-brain comparisons, it is often necessary to clean brain activity data, especially
for electrophysiological measurements from EEG and MEG. This involves steps such as averaging, fil-
tering, and removing signal components deemed to arise from non-neuronal activity. For EEG and
MEG, the data may also need to be transformed from “sensor space” (where each measurement repre-
sents sensor readings over time) to an estimation of “source space” activity (where each measurement
corresponds to neural activity in a specific brain location). This transformation is known as “source
localisation”(Hämäläinen and Ilmoniemi, 1994).

Comparing neural activity with computational models can be achieved in various ways. The goal is
to assess the similarity between a model’s behaviour and brain activity, either explicitly or implicitly.
The most straightforward techniques simply compare the model’s outputs directly with the activity in
each brain location. This comparison can be done using similarity metrics like Pearson’s Rho, Euclidean
distance, or mutual information (e.g. (Thwaites et al., 2017; Pérez et al., 2022)).

Such direct comparison requires the model to make specific predictions about each region’s activity.
If the model is unable to make such a prediction, then the researcher might choose to train a wrapper
model that transforms the output of the original model to match the neural data (e.g., (Caucheteux et
al., 2023; Oota et al., 2023)). Alternatively, they might choose to relax the constraint that the model’s
output must match a single location, either by fitting a wrapper model that tries to learn the relationship
between multiple locations of activity and the model (using classification or linear regression (Millan
et al., 2002)) or by indirectly comparing the patterns of how both the models and brain regions reacted
under certain conditions, an approach known as representation similarity analysis (RSA) (Kriegeskorte
et al., 2008).1

Relaxing the constraint of direct comparison between model and activity has numerous drawbacks,
however, including a decrease in statistical power and interpretability.

2.3 Language models and automatic speech recognition technologies (20 min)
Two broad families of computational models are usually considered relevant to the study of the brain’s
speech recognition and understanding mechanisms: text-based language models and speech-based ASR

1The family of approaches that relaxes the “single region constraint” is known as “multivariate pattern analysis” (MVPA)
(Haxby, 2012).
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models. Text-based language models have been found to be useful models for both human language
syntax and semantics. GloVe (Pennington et al., 2014) and word2vec (Mikolov et al., 1997) are com-
monly used word vectors. Pre-trained language models based on the Transformer structure (Vaswani et
al., 2017) have profoundly influenced the development of AI, which include embeddings from language
models (ELMo) (Peters et al., 2018), Generative pretrained Transformer (GPT) (Radford et al., 2018),
bidirectional encoder representations from Transformers (BERT) (Devlin et al., 2019), GPT-2 (Radford
et al., 2019), and GPT-3 (Brown et al., 2020), etc. In particular, LLMs represented by ChatGPT (Ope-
nAI, 2022) demonstrate powerful multi-task capabilities in language and are considered a milestone in
general AI.

ASR is the AI task that most resemble the speech recognition ability of the brain. The development of
ASR technology has gone through two stages: systems based on hidden Markov models (HMM) and end-
to-end systems. Modular systems include acoustic models, language models, pronunciation dictionaries,
and decoding programs (Jelinek, 1998), commonly using Gaussian mixture models (GMM) and ANN to
model the observation probability of HMM (Young et al., 2015; Bourlard and Morgan, 1994; Hinton et
al., 2012). ASR models that only use ANN models without HMM appeared as early as the late 1980s
(Robinson and Fallside, 1987), but it has only recently gradually and completely replaced HMM models
as the mainstream method. Connectionist temporal classification (CTC) is a popular pure neural network
ASR method (Graves et al., 2006) equivalent to an ANN-HMM (Li et al., 2019). End-to-end ASR uses
an ANN model to directly convert the input speech sequence to the output text sequence (Graves, 2012;
Graves et al., 2013; Chorowski et al., 2015; Lu et al., 2015; Chan et al., 2016). The end-to-end ASR
have added a memory mechanism for elements in the output word sequence to model at the sentence
and semantic levels like text language models, equivalent to audio-grounded language models (Li et al.,
2019), and can fully utilize audio information for speech understanding (Sun et al., 2023). However,
even large end-to-end ASR models trained with a massive amount of speech data still have a significant
gap in accuracy and robustness in real applications compared to humans (Zhang et al., 2022; Radford et
al., 2022). Consequently, studying the brain’s speech recognition and understanding mechanisms is of
great value in inspiring improvements in ASR (Wingfield et al., 2022).

2.4 Representative research work and its research achievements (30 min)

Humans consume language via different means, and the study of the brain’s language comprehension
mechanism is consequently also wide-ranging. For example, reading text is a common experimental
method in neuroscience research for language cognition. By using fMRI to collect blood oxygen level
signals when subjects read words and pictures, Mitchell et al. in 2008 demonstrated that word vectors
constructed based on co-occurrence frequency are able to predict brain responses related to isolated
words (Mitchell et al., 2008). Wehbe and colleagues built on this idea and used more natural narrative
text as stimuli to study lexical features (Wehbe et al., 2014) and syntactic features (Reddy and Wehbe,
2021). Wehbe et al. also used MEG data with high temporal precision and established a correspondence
between the MEG data and word vectors of the RNN language model by learning a linear mapping
function (Wehbe et al., 2014). More recent studies have increasingly used neuroimaging data such as
EEG and MEG with high temporal precision (Toneva et al., 2020; Hollenstein N et al., 2021; Schrimpf
et al., 2021; Chehab et al., Data Analysis; Toneva et al., 2022; Caucheteux and King, 2022; Murphy
et al., 2022), as well as vector representations derived from text models like word2vec, GloVe, ELMo,
GPT, BERT, and GPT-2. These studies show that language models can be used to interpret the brain’s
language-processing mechanisms, thereby enhancing our understanding of human language cognition.

Having subjects listen to narrative speech is more natural than reading text, as speech inherently has
temporality, making it easier to determine the order and duration of responses to individual words. In
2014, Mesgarani et al. had epilepsy patients listen to natural continuous speech and used intracranial
electrodes to record brain electrical signals with high spatiotemporal precision, finding that the superior
temporal cortex of the brain concentrated speech features (Mesgarani et al., 2014). Later, Wingfield
and others found commonalities between humans and ASR based on GMM-HMM acoustic models in
simultaneously collected EEG and MEG data, including significant correlations between both phonetic
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features and the hidden layers of the DNN-HMM acoustic model with those areas of the brain related to
auditory and phonetic processing (Wingfield et al., 2016; Wingfield et al., 2017; Wingfield et al., 2022).
Défossez and others found that using comparative learning of brain responses collected by EEG or MEG
when listening to speech and the pre-trained wav2vec 2.0 model’s responses could achieve top-1 and
top-10 classification accuracy rates of up to 44.1% and 72.5% respectively from 1,594 3-second speech
segments heard by the subject (Défossez et al., 2022). The increased interest in audio-based ASR as a
computational model has partially dampened the interest in fMRI recordings (which have a relatively
poor temporal resolution compared with EEG and MEG), and ASR-related studies in EEG and MEG are
gradually increasing (Wang et al., 2022).

In China, many universities and research institutions have made significant research achievements in
the neural mechanisms of language cognition (Wang et al., 2022; Lu et al., 2019; Zou et al., 2022; Wang
et al., 2020; Zhang et al., 2022; Fu et al., 2022; Qian et al., 2016; Liu et al., 2022; Jin et al., 2018; Sheng
et al., 2019). Although the development of ASR and LLMs in China is broadly synchronized with the
world’s leading edge, there is relatively less research on using these AI computational models to parse
brain language cognition mechanisms, most of which use reading text rather than listening to speech as
stimuli (Zou et al., 2022; Wang et al., 2020). The team of researchers Shaonan Wang and Chengqing
Zong from the Institute of Automation of the Chinese Academy of Sciences used open-source fMRI data
based on listening to English narrative speech, and used ELMo and BERT language models to study the
representation of different syntactic features in the brain (Zhang et al., 2022), and in 2022, they released
Chinese data collected with fMRI and MEG respectively (Wang et al., 2022).

2.5 Major technical challenges and prospects for future work (10 min)

Research on human brain language cognition mechanisms using ASR and language models is a complex
interdisciplinary field of neuroscience and AI, involving various fundamental sciences such as physics,
statistics, physiology, neuroscience, psychology, and linguistics, as well as advanced hardware and soft-
ware technologies such as brain-computer interfaces, signal processing, machine learning, and multi-
voxel pattern analysis. The diversity of the disciplines involved is high, and many technologies (such
as AI and brain-computer interfaces) are not yet fully mature, resulting in the facing of many techni-
cal challenges. However, such disciplinary characteristics also bring important scientific opportunities
and many new application opportunities. In the medical field, relevant research methods and results can
help understand and treat brain diseases related to speech (such as autism and dementia); in the field of
human-computer interaction, it can be significant to the development of brain-computer interfaces based
on imagined speech.

3 The Presenter and Co-Authors

Chao Zhang (presenter, presentation in Mandarin) is a tenure-track Assistant Professor at the De-
partment of Electronic Engineering at Tsinghua University and holds an Honorary Professorship at
University College London. He obtained both his BEng and MSc degrees from Tsinghua University and
his PhD degree from Cambridge University. He was a research scientist at Google.

Andrew Thwaites (co-author) is a Senior Research Fellow at UCL and Affiliated Lecturer in Statistics
at the University of Cambridge’s Department of Psychology. His research focuses on computational
neuroscience, in particular speech and auditory processing. Dr Thwaites received his PhD in Computa-
tional Neuroscience from the University of Cambridge.

Cai Wingfield (co-author) is a Visiting Scientist at the University of Cambridge (MRC Cognition and
Brain Sciences Unit). His research focuses on speech and language processing, as well as on the dual
roles of language and simulation in conceptual cognition. He received his PhD in the mathematical
foundations of computer science at the University of Bath.
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Abstract

Artificial general intelligence (AGI) used to be a sci-fi word but recently the surprising general-
ization capability of foundation models have triggered a lot of attention to AGI, in both academia
and industry. Large language models can now answer questions or chat with human beings,
using fluent sentences and clear reasoning. Diffusion models can now draw pictures of unprece-
dented photo-realism, according to human commands and controls. Researchers have also made
substantial efforts to explore new possibilities for robotics applications with the help of founda-
tion models. Since this interdisciplinary field is still under fast development, there is no clear
methodological conclusions for now. In this tutorial, I will briefly go through best known prac-
tices that have shown transformative capabilities in several sub-fields. Specifically, there are five
representative paradigms: (1) Using foundation models to allow human-friendly human-car in-
teraction; (2) Using foundation models to equip robots the capabilities of understanding vague
human needs; (3) Using foundation models to break down complex tasks into achievable sub-
tasks; (4) Using foundation models to composite skill primitives so that reinforcement learning
can work with sparse rewards; (5) Using foundation models to bridge languge commands and
low-level control dynamics. I hope these best known practices to inspire NLP researchers.

1 Introduction

This is a tutorial paper that summarizes my talk at CCL 2023, on the topic of Foundation models for
robotics: best known practices. The concept of foundation models emerge in the community of natural
language processing (NLP), like GPT (Brown et al., 2020). Current foundation models can learn lan-
guage skills using few shots and notably without fine-tuning the model (known as in-context learning).
This human-like behavior has not been demonstrated before and widely considered as an encouraging
step towards artificial general intelligence (AGI). However, a long-existing problem still lingers around
at the age of foundation models, which is known as the Moravec’s paradox. Specifically speaking,
high-level human intelligence like language and reasoning actually consumes relatively less computa-
tion while low-level control is much more complicated than one may think. This paradox is echoed by
the current state of AI research: while language models are getting stronger and stronger, robots still
struggle to move and manipulate, at least in the context of artificial general intelligence.

Despite the disappointing situation as described by the Moravec’s paradox, we see a line of encour-
aging research efforts related to foundation models that have definitely expanded the scope of robotics
research. As a disclaimer, this does not mean that the paradox is solved. Specifically, we observe several
promising paradigms that successfully marry robotics with the recent progress of foundation models,
among which five representative works are covered in this tutorial: (1) Using foundation models to al-
low human-friendly human-car interaction; (2) Using foundation models to equip robots the capabilities
of understanding vague human needs; (3) Using foundation models to break down complex tasks into
achievable sub-tasks; (4) Using foundation models to composite skill primitives so that reinforcement
learning can work with sparse rewards; (5) Using foundation models to bridge languge commands and
low-level control dynamics. Apart from these five topics, other smaller ones w.r.t. open-set understand-
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ing (Liu et al., 2023) or anomaly detection (Tian et al., 2023) do exist although they are not covered.

2 Best Known Practices

(a) Autonomous Cars Explains Their Behaviors
[ADAPT, ICRA 2023] 

(b) Detecting Objects that Afford A Task
[TOIST, NeurIPS 2022] 

(c) High-level Task Planning through LLMs
[ZLP, ICML 2022] 

(d) Open-world Planning in Minecraft with LLMs
[Plan4MC, arxiv 2023] 

(e) Completing Various Tabletop Tasks using Language Inputs
[Cliport, CoRL 2021] 

Figure 1: Foundation models including large language models (LLMs) and large vision-language mod-
els (VLMs) have enabled new capabilities in various robotics tasks, as demonstrated in this figure. These
new progresses come in different paradigms and these five methods represent the best known practices.
Specifically speaking, (a) ADAPT (Jin et al., 2023) allows autonomous driving cars to describe and ex-
plain their own behaviors using natural language. (b) TOIST (Li et al., 2022a) equips robots with the
ability to find an object that affords any tasks specified by natural language. (c) ZLP (Huang et al., 2022)
exploits large language models to break down high-level commands into step-by-step action primitives.
(d) Plan4MC (Yuan et al., 2023) combines skill primitives using large language models so that agents
can learn to accomplish diverse tasks in Minecraft with sparse rewards. (e) Cliport (Shridhar et al., 2022)
separates the pathways for language and affordance so that the agents can accomplish manipulation tasks
according to any natural language commands and transfer their skills to real worlds seamlessly.

As shown in Fig. 1, we demonstrate five paradigms that foundation models can benefit robotic percep-
tion, planning and control. It is far from an extensive list but reasonably representative.

2.1 Talking with agents

Talking with agent is an potential practices of using vision-language foundation models (VLMs). There
are several representative works in this direction. Firstly, ADAPT (Jin et al., 2023) is an algorithm that
allows autonomous cars to simultaneously describe their behaviors and explain the rationale behind.
While robotaxis are now running smoothly in large cities, the experience is still far from that of taking
a taxi driven by human beings. A notable difference is that human drivers can tell the passengers why
they drive in a certain manner thus comforting the passenger. ADAPT can tell the passenger that the car
is stopping because of red traffic lights and pedestrians ahead (Fig. 1-a last row), which enhances human
trust on robotic systems.

Additionally, SPRING (Long et al., 2023) is an algorithm that enables agents to describe their re-
sponses not only based on the attributes of objects (the black jacket) in the scene, but also on the spatial
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relations of the objects (the black jacket on the leftmost floor rack). Such method is particularly useful
when the agent is faced with an extremely complex situation.

Furthermore, SQA3D (Ma et al., 2022) decomposes the question answering task into situation local-
ization and answering. The response to the question ’What is the object situated behind the apple that
is currently positioned in front of you?’ is dependent on the agent’s situation. Failure to account for
this factor results in agent performance falling short of human expectations in real-world embodied en-
vironments. SQA3D allows the agent to learn how to adapt to various situations and execute different
commands issued by humans.

Thus, the applications of VLMs for human-robot interaction have the potential to alleviate Moravec’s
Paradox. We hope that further research efforts can be dedicated to this area.

2.2 Finding tools for any tasks
TOIST (Li et al., 2022a) is an algorithm that finds tools and segments their masks in visual inputs, ac-
cording to any task specification, shown in Fig. 1-b. The task specification is given by natural language
like a verb phrase sit comfortably on, so that it breaks the bottleneck of prior closed-set affordance under-
standing models. It leverages vision-language foundation models that understand well nouns but further
distill the representation into pronouns and allow the understanding of verbs in an open-set manner. Us-
ing this model, intelligent robots can find tools that serve a human commander’s vague goals without the
need of exactly providing the tool’s name.

The Touch-line transformer algorithm (Li et al., 2022b) is another representative work that can localize
the objects both referred by natural language and indicated by the virtual touch line of human. Thus, This
method endows VLMs with the capability to comprehend human gestures and accurately locate objects
indicated by those gestures.

2.3 Breaking down high-level commands.
Just like the problem that TOIST addresses, a long-term goal of robotics is to fulfill high-level commands
from human beings. While TOIST finds tools to serve a certain task, zero-shot language planner (ZLP
(Huang et al., 2022) as shown in Fig. 1-c) can leverage the reasonging power of language foundation
models to break down high-level commands into practical sub-tasks. For example, to achieve the task
of brushing teeth, eight steps are needed and foundation models can be easily instructed to do this de-
composition job in a zero-shot manner (shown in Fig. 1-d). Finally, a robot can conduct sub-tasks with
pre-built motion primitives.

Similar to ZLP, SPLL (Sharma et al., 2021) utilizes the reasoning capabilities of language foundation
models to decompose high-level language abstractions into several primitive low-level actions. This
approach creatively leverages pre-trained language models to facilitate the acquisition of new skills by
enabling the agent to reason about the underlying task structure and generate effective action plans.

2.4 Escaping the curse of sparse rewards
Reinforcement learning is widely considered as another promising path towards artificial general intelli-
gence. If an agent can experience the world thousands of times in a realistic simulator, it can finally learn
generic low-level control and high-level reasoning skills. However, apart from the realism problem,
reinforcement learning usually suffers from the issue of sparse rewards when conducting complicated
tasks. Plan4MC (Yuan et al., 2023) creatively combines low-level skill learning and the skill graphs
pre-generated by language foundation models to effectively accomplish tasks under the guidance of very
sparse rewards. ELLA (Mirchandani et al., 2021) leverages learned language abstractions to provide
more accurate reward signals and enhance the agent’s ability to learn and accomplish tasks effectively.

2.5 Versatile and clever hands that listen to your commands
While research works mentioned above focus on perception or relatively high-level planning, Cliport
(Shridhar et al., 2022) is a method that successfully allows robot arms to accomplish diverse low-level
control tasks according any human commands specified by natural language, as shown in Fig. 1-e. The
architecture disentagles semantics and spatial information while conditioning two streams on language
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representations generated by foundation models. Since the motion primitive is simplified as a bin-picking
formulation, 2D affordance maps allow the network to achieve open-set tasks. Interestingly, this system
exhibits good sim-to-real generalization capabilities and functions as a versatile and clever hand that
listens to your arbitrary commands. PA (Shridhar et al., 2023) is another representative work that can
effectively train a model to perform a total of 25 robotic manipulation tasks, including 18 RLBench
tasks with 249 variations and 7 real-world tasks with 18 variations, using only a few natural language
descriptions per task. This approach creatively leverages language-conditioned behavioral cloning to
enable the agent to reason about task structures and generate effective action plans.

3 Tutorial Outline

Part I: Introduction (20 min)

• The development of large language models

• The definition of the Moravec’s paradox

• Promising paradigms ellivate the Moravec’s paradox

– Talking with agents
– Finding tools for any tasks
– Breaking down high-level commands
– Escaping the curse of sparse rewards
– Versatile and clever hands that listen to your commands

Part II: Best Known Practices (60 min)

• Talking with agent

• Finding tools for any tasks

• Breaking down high-level commands

• Escaping the curse of sparse rewards

• Versatile and clever hands that listen to your commands

Part III: Conclusion (10 min)

4 Reading List

1. ADAPT: Action-aware Driving Caption Transformer (Jin et al., 2023);

2. TOIST: Task Oriented Instance Segmentation Transformer with Noun-Pronoun Distillation (Li et
al., 2022a);

3. Language Models as Zero-Shot Planners: Extracting Actionable Knowledge for Embodied Agents
(Huang et al., 2022);

4. Plan4MC: Skill Reinforcement Learning and Planning for Open-World Minecraft Tasks (Yuan et
al., 2023);

5. CLIPort: What and Where Pathways for Robotic Manipulation (Shridhar et al., 2022);
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5 Instructor

Hao Zhao is an assistant professor at Tsinghua University, where he leads a research group focused on
computer vision fields related to robotics, particularly 3D scene understanding. Prior to joining Tsinghua
University, he was a research scientist at Intel Labs China and a joint postdoc affiliated with Peking
University. He obtained his Ph.D. and Bachelor’s degrees from the Department of Electronic Engineering
at Tsinghua University. Additionally, he is proud to have served as a former leader of Skyworks, the
largest robotics club at THU, where he contributed significantly to the growth of the club and fostered a
culture of innovation and excellence.

In addition to his academic work, Hao Zhao has also been involved in entrepreneurship, co-launching
more than 10 startups in various fields such as social networks, web development tools, unmanned aerial
vehicles, intelligent delivery, smart grid, VR devices, virtual human, cloud design, autonomous driving,
and smart manufacturing since 2009.

His homepage can be found at https://sites.google.com/view/fromandto
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