
System Report for CCL23-Eval Task 7: THU KELab (sz) -
Exploring Data Augmentation and Denoising for

Chinese Grammatical Error Correction

Jingheng Ye1, Yinghui Li1, Hai-Tao Zheng1,2 ∗

1Shenzhen International Graduate School, Tsinghua University
2Peng Cheng Laboratory

{yejh22,liyinghu20}@mails.tsinghua.edu.cn

Abstract

This paper explains our GEC system submitted by THU KELab (sz) in the CCL2023-Eval Task
7 CLTC (Chinese Learner Text Correction) Track 1: Multidimensional Chinese Learner Text
Correction. Recent studies have demonstrate GEC performance can be improved by increasing
the amount of training data. However, high-quality public GEC data is much less abundant.
To address this issue, we propose two data-driven techniques, data augmentation and data de-
noising, to improve the GEC performance. Data augmentation creates pseudo data to enhance
generalization, while data denoising removes noise from the realistic training data. The results
on the official evaluation dataset YACLC demonstrate the effectiveness of our approach. Finally,
our GEC system ranked second in both close and open tasks. All of our datasets and codes are
availabel at https://github.com/THUKElab/CCL2023-CLTC-THU_KELab.

1 Introduction

The CCL2023-CLTC Track 1 (Multidimensional Chinese Learner Text Correction) is a subtask of Gram-
matical Error Correction (GEC) (Ye et al., 2023), aiming to correct sentences written by Chinese learners
through a two-dimensional annotation scheme, namely grammar and fluency (Wang et al., 2021). Ad-
hering to the minimal edits principle, the former ensures that the structure of the original sentence is
maintained as much as possible with the smallest number of revisions. Conversely, the latter emphasizes
fluency-based correction, where annotators strive to make the sentences more fluent and native-sounding.

Numerous studies (Stahlberg and Kumar, 2021; Kiyono et al., 2020; Koyama et al., 2021b) have shown
that the performance of GEC can be improved by increasing the volume of training data. However,
obtaining publicly-available and high-quality data for GEC is a challenge (Ma et al., 2022; Ye et al.,
2022). Training GEC models with limited data could lead to the fact that GEC models are very likely to
overfit and make predictions based on spurious patterns (Tu et al., 2020), owing to the huge gap between
the number of model parameters and limited data available for GEC.

This paper attempts to alleviate the aforementioned problem using two techniques, namely data aug-
mentation and data denoising. Thanks for the ease of constructing pseudo grammatical errors, var-
ious GEC data augmentation methods have been widely explored, including noise injection (Kiyono
et al., 2020; Grundkiewicz et al., 2019; Xu et al., 2019), pattern noise (Choe et al., 2019), back-
translation (Sennrich et al., 2016; Xie et al., 2018; Stahlberg and Kumar, 2021) and round-trip transla-
tion (Zhou et al., 2020). Inspired by the success of GEC data augmentation, we first generate synthetic
parallel data from clean monolingual corpora, which is used for pre-training GEC models 0. Then, we
introduce Cutoff in the fine-tuning stage to encourage GEC models to make consistent predictions re-
gardless of random noise applied to the sentences (Shen et al., 2020).

Furthermore, we observe that the provided official Lang8 training set contains a significant amount of
noise due to low-quality annotation, which could harm the performance of GEC models. To address this
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0We introduce extra corpora only in the open task.
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issue, we reconstruct the denoised training set using a well-trained GEC model or ensemble. Specifically,
we use a GEC model/ensemble to further correct the target sentences from Lang8, which effectively
removes some of the noise present in the data. We then replace the original noisy target sentences
with the new corrected target sentences based on the assumption that the outputs of the well-trained
model/ensemble can denoise the original dataset caused by low-quality annotation.

We evaluate our data-driven ideas on the official evaluation dataset YACLC using two backbone mod-
els: BART (Lewis et al., 2020) and GECToR (Omelianchuk et al., 2020). In the close task, our best single
model achieves 71.88 F0.5 for minimal correction and 42.02 F0.5 for fluent correction (with an average of
56.95 F0.5). Our best BART + GECToR ensemble secured the 2nd position in the close task with 74.92
F0.5 for minimal correction and 43.89 F0.5 for fluent correction (with an average of 59.41 F0.5), and also
secured the 2nd position in the open task with 76.14 F0.5 for minimal correction and 44.17 F0.5 for fluent
correction (with an average of 60.16 F0.5).

In words, the contributions of our paper are three folds:

(1) We showcase the effectiveness of GEC data augmentation methods, including pattern noise (PN),
back-translation (BT) and Cutoff.

(2) We observe that the noise present in Lang8 harms the performance of GEC models. By denoising the
dataset using a well-trained GEC model/emsemble, we significantly improve the GEC performance.

(3) The evaluation results confirm the effectiveness of our proposed approach. Our system achieves the
2nd place in both close task and open tasks.

2 Background

Generally, GEC models learn the monolingual translation probability P (y | x;θ), where x denotes
an ungrammatical source sentence and y represents a grammatically correct target sentence. Given a
parallel training dataset D, the standard training objective is to minimize the empirical risk:

L(θ) = E(x,y)∼D[LCE(x,y;θ)], (1)

where LCE denotes the cross entropy loss, D can either be a realistic dataset Dr in a standard supervised
learning setting or a pseudo dataset Dp commonly used for GEC data augmentation. In the latter, source
sentences are often generated from monolingual corpora as seen in (Kiyono et al., 2020).

Recent studies have attempted to improve the performance of GEC models by incorporating various
data augmentation techniques. To this end, we examine and compare the effectiveness of two data
augmentation methods that aim to improve generalization through increased training data scale.

Pattern Noise (PN). PN introduces in-distribution grammatical errors to sentences (Choe et al., 2019).
Specifically, it first identifies error patterns in GEC datasets using an automated error annotation toolkit
(e.g., ERRANT (Bryant et al., 2017)). Then, it applies a noising function to sentences by randomly
replacing text segments with pre-extracted grammatical errors.

Backtranslation (BT). BT generates more genuine grammatical errors by learning the distribution of
human-written grammatical errors using noisy Seq2Seq models (Kiyono et al., 2020; Koyama et al.,
2021a; Xie et al., 2018). The noisy model is trained with the inverse of the GEC parallel dataset, where
the ungrammatical sentence is treated as the target and the grammatical sentence as the source. Several
variants of BT were proposed by (Xie et al., 2018), and their study revealed that the variant BT (Noisy)
achieved the best performance. Consequently, we focus on this variant in our work. During decoding
of ungrammatical sentences, BT (Noisy) adds rβrandom to the score of each hypothesis in the beam for
each time step, where r is drawn uniformly from the interval [0, 1], and βrandom is a hyper-parameter that
controls the noise degree.
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Original Target 他们有两个孩子，一男一女
They have two children, one boy and one girl

Denoised Target 他们有两个孩子，一男一女。
They have two children, one boy and one girl.

Original Target 妈妈在银行工作，她今年自己买了一个公寓房间
My mother works in a bank and she bought an apartment room on her own this year

Denoised Target 妈妈在银行工作，她今年自己买了一个公寓。
My mother works in a bank and she bought an apartment on her own this year.

Original Target 我去年十二月开始住在上海。
I have been living in Shanghai December last year.

Denoised Target 我从去年十二月开始住在上海。
I have been living in Shanghai since December last year.

Table 1: Examples of denoised samples. We mark the correction part.

3 System Overview

3.1 Denoising Data

As shown in Table 1, we observe significant noise in the training set, most of which is primarily due
to under-correction resulting from low-quality annotation. We hypothesize that such noise data is not
useful for providing teaching signals to the model, and eventually harms its performance. As a solution,
we employ a well-trained GEC model to correct the original target sentences. However, we have observed
instances where the GEC model over-corrects the target, which can be problematic. To address this issue,
we also explore denoising the dataset using a GEC ensemble.

3.2 Dynamically Noising Data

We introduce Cutoff (Shen et al., 2020), a simple yet efficient data augmentation approach that adds dy-
namic noise during training. The central idea behind Cutoff is to promote consistent predictions across
various sentence views, each containing only partial information, to enhance the model’s generaliza-
tion capabilities and reduce prediction errors. Specifically, given a text sequence x, Cutoff constructs
augmented samples x′ by randomly removing the information from the input embedding. In our imple-
mentation, we randomly convert the input token embeddings of both the encoder and decoder to 0. By
imposing constraints on the input views, the learned model is taught to be robust against random noise.
The training objective of Cutoff can be described as follow:

L =LCE(x,y) + αLCE(x
′,y) + βLKL(x,x

′,y), (2)

where y refers to the target sentence, while α and β are weights used to balance the contribution of
learning from the original data and augmented data. LCE denotes the cross-entropy loss, and LKL is the
KL divergence, which is defined as:

LKL(x,x
′,y) = KL

[
P (y | x′) ∥ Pavg

]
, (3)

where Pavg represents the average prediction probability across realistic and augmented samples. We
only apply Cutoff in Seq2Seq models and leave the exploration of its effectiveness for Seq2Edit models
to future work.

4 Experiments

4.1 Experimental Settings

We participate in both the close and open tasks of CCL2023-CLTC Track 1. The only distinction between
the experimental settings of these tasks lies in their training sets, while we utilize the same GEC backbone
models. We introduce additional pseudo and realistic data in the open task, which has been proven
effective in improving the F0.5 score.
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GEC backbone model. Inspired by the complementary power in dealing with different error types
of the Seq2Seq and Seq2Edit model in the filed of CGCC (Zhang et al., 2022a), we train both models
separately. For the Seq2Seq model, we employ Chinese BART 1 as our backbone model (Shao et al.,
2021), which has been proven a strong baseline in GEC (Zhang et al., 2022b; Zhang et al., 2022a). We do
not modify the vocabulary since the updated version of Chinese BART has replaced the old vocabulary
with a larger one. We adopt the Dropout-Src mechanism (Junczys-Dowmunt et al., 2018) for source-
side word embeddings, following (Zhang et al., 2022b). The training of Seq2Seq models is conducted
using the Fairseq (Ott et al., 2019) public toolkit. For the Seq2Edit model, we employ the GECToR
model (Omelianchuk et al., 2020) initialized with the weights of StructBERT (Wang et al., 2020; Zhang
et al., 2022a). We train the Seq2Edit model using the open-source project (Zhang et al., 2022a). The
primary hyperparameters for both models are provided in Table 2.

Configuration Value
Pre-training

Backbone BART-large
Devices 4 Tesla V100 (80GB)
Epochs 20
Batch size per GPU 4096 tokens
Optimizer Adam
Learning rate 3× 10−5

Warmup updates 2000
Max source length 1024
Dropout 0.2
Dropout-src 0.2

Fine-tuning
Epoch 3
Cutoff Weights α=1.0, β=1.0
Learning rate 3× 10−5, 2× 10−5

Warmup updates 2000
Inference

Beam size 12

Table 2: Hyperparameter of Seq2Seq.

Configuration Value
Pre-training

Backbone StructBERT
Devices 1 Tesla V100 (80GB)
Epochs 10
Batch size per GPU 512 sentences
Optimizer Adam
Learning rate 1× 10−5

Patience 3
Fine-tuning

Epoch 1
Learning rate 1× 10−5, 5× 10−6

Inference
Keep bias 0.05
Iterations 5

Table 3: Hyperparameters of Seq2Edit.

Data Augmentation. We introduce pseudo datasets to pre-train our GEC models. As the close task do
not allow additional datasets, we apply PN and BT on the official training set to generate more pseudo
data. Finally, we construct a combination of pseudo datasets consisting of 4 and 4 pseudo datasets
respectively generated by PN and BT, where a target sentence correspond to 8 pseudo source sentences.
We pre-train our Seq2Edit models using these pseudo datasets 2. For the open task, we generate 8M
pseudo data using the seed corpus news2016zh 3 with the same target sentences for both PN and BT.

Dataset #Sentences Usage

Close
Pseudo Lang8 9,707,656 Pre-training (Seq2Edit)
Official Lang8 1,213,457 Fine-tuning I
YACLC-dev 19,195 Fine-tuning II

Open
News2016zh 8,000,000 Pre-training
Lang8+CGED+HSK 1,423,196 Fine-tuning I
YACLC-dev 19,195 Fine-tuning II

Test YACLC-test-minimal 7,296 Testing
YACLC-test-fluent 5,515 Testing

Table 4: Statistics of GEC datasets.

Datasets and evaluation. We decompose the fine-tuning of GEC models into two stages follow-
ing (Huang, 2022). For the close task, we fine-tune the GEC models on 1) the official Lang8 training set,
and 2) the YACLC validation set. For the open task, we fine-tune the GEC models on 1) a combination

1https://huggingface.co/fnlp/bart-large-chinese
2We also attempt to pre-train our Seq2Seq models but it fail to improve the performance.
3https://github.com/brightmart/nlp_chinese_corpus
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YACLC-test-minimal YACLC-test-fluent Average
System Backbone P R F0.5 P R F0.5 F0.5

Close

Huang (2022) BART-large 76.53 54.61 70.84 48.67 24.26 40.52 55.68
Our Seq2Seq Baseline BART-large 75.75 55.63 70.64 47.55 24.88 40.22 55.43
Seq2Seq (ours) BART-large 77.01 56.75 71.88 49.67 26.00 42.02 56.95
Seq2Edit (ours) StructBERT-large 72.10 52.76 67.17 47.43 25.01 40.22 53.70
Huang (2022) N×BART-large 79.95 50.27 71.51 50.69 21.66 39.97 55.74
Ensemble (ours) 5×Seq2Seq + 4×Seq2Edit 82.25 55.23 74.92 53.82 25.24 43.89 59.41

Open
Seq2Seq (ours) BART-large 79.27 58.45 74.00 50.80 26.50 42.93 58.47
Seq2Edit (ours) StructBERT-large 74.11 52.16 68.36 49.48 23.73 40.65 54.50
Ensemble (ours) 5×Seq2Seq + 4×Seq2Edit 83.58 56.15 76.14 54.50 25.13 44.17 60.16

Table 5: Results on YACLC-test.

of Lang8, CGED and HSK4, and 2) the YACLC validation set. We evaluate the GEC models using the
YACLC validation set in the first stage, and then further fine-tune them for several runs. We report the
results on the official YACLC test set.

Post-processing. In our pilot experiments, we observe that GEC models tend to make unnecessary
edits to numbers and letters, which adversely affected performance. Therefore, we filter out the edits
involving numbers and letters, resulting in an improvement of 0.5∼1.0 point in the average F0.5 score.

Ensemble. Following previous works (Zhang et al., 2022a; Huang, 2022), we ensemble heterogeneous
models by edit-wise majority voting mechanism. Specifically, we first extract edits of system hypotheses
using the open-source evaluation tool ChERRANT (Zhang et al., 2022a), and then preserve the edits that
appear more than N/2 times, where N represents the number of models.

4.2 Main Results
The main results are listed in Table 5. When training only on the official Lang8 dataset, our single
Seq2Seq baseline model using cutoff achieves an average of 55.43 F0.5 score in both close and open
tasks, which is comparable to the previous best result. If data denoising are available, our Seq2Seq
model improve the F0.5 score by approximately 1.5 points, achieving an average of 56.95 F0.5. However,
there is a huge gap of performance between the Seq2Edit and Seq2Seq model, possibly because the
cutoff technique is not applicable for the Seq2Edit model. Considering the performance gap between the
Seq2Seq and Seq2Edit models, we ensemble them with imbalance numbers. Our best ensemble, which
is composed of 5×Seq2Seq + 4×Seq2Edit, achieves an average of 59.41 F0.5 score in the close task.

For the open task, both models perform better since they are trained using pseudo data generated from
additional monolingual corpora and more realistic data. An interesting finding is the improvement of the
Seq2Seq model is more significant in comparison to the Seq2Edit model, even though the performance
of the former is better. This suggests the enormous potential of Seq2Seq models when massive data is
available. Finally, our best ensemble achieves an average of 60.16 F0.5 score in the open task.

4.3 Analysis
In this section, we conduct several ablation studies to highlight the contribution of our proposed tech-
niques. We mainly report the performance of our Seq2Seq model since it has been shown that Seq2Seq
models outperform Seq2Edit models in Table 5.

Effectiveness of denoising. We explore the effectiveness of denoising the training data using multiple
strategies. Considering the strong performance of a single Seq2Seq model, we first denoise the datasets
using a single Seq2Seq model. As shown in Table 6, it improves the GEC model by 0.66 F0.5 in the
close task. However, it does not benefit the GEC model in the open task. We suspect the extra high-
quality training data offset the negative effects of the noise in Lang8. Furthermore, we adopt to denoise
the datasets with a GEC ensemble, which is composed of 5× Seq2Seq and 5 × Seq2Edit models. We
tune the majority voting number M in the close task, where M is the threshold for controlling the edit

4We filter out the sentences that already exist in the YACLC dataset.
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YACLC-test-minimal YACLC-test-fluent Average
Denoise P R F0.5 P R F0.5 F0.5

Close

- 75.75 55.63 70.64 47.55 24.88 40.22 55.43
Seq2Seq 75.35 57.67 71.00 47.78 26.51 41.18 56.09
5×Seq2Seq + 5×Seq2Edit

M=4 75.95 57.93 71.50 48.58 26.76 41.77 56.64
M=5 75.65 57.96 71.30 48.19 26.79 41.55 56.43
M=6 77.01 56.75 71.88 49.67 26.00 42.02 56.95
M=7 76.69 56.82 71.68 49.50 25.95 41.90 56.79

Open

- 79.42 57.05 73.65 50.95 25.16 42.29 57.97
Seq2Seq 78.78 57.31 73.35 50.88 25.53 42.45 57.90
5×Seq2Seq + 5×Seq2Edit

M=6 79.27 58.45 74.00 50.80 26.50 42.93 58.47

Table 6: Effect of data denoising. We report the performance of Seq2Seq models trained with different
datasets.

YACLC-test-minimal YACLC-test-fluent Average
Pre-training P R F0.5 P R F0.5 F0.5

Open
- 79.67 54.97 73.10 52.71 23.87 42.45 57.78
PN 79.28 57.09 73.56 52.06 25.69 43.19 58.38
BT 78.87 58.52 73.74 51.64 26.18 43.23 58.49

Table 7: Effect of pre-training using 8M pseudo data. We report the performance of Seq2Seq models in
the open task.

YACLC-test-minimal YACLC-test-fluent Average
Cutoff Ratio P R F0.5 P R F0.5 F0.5

Close

0.05 75.75 55.63 70.64 47.55 24.88 40.22 55.43
0.10 75.21 56.70 70.60 48.00 26.07 41.09 55.85
0.15 72.63 58.90 69.40 44.95 28.05 40.12 54.76
0.20 71.84 60.02 69.12 44.55 28.97 40.22 54.67
0.25 74.11 57.76 70.14 45.85 26.55 40.03 55.09
0.30 73.36 56.51 69.23 45.86 26.10 39.83 54.53

Table 8: Effect of Cutoff ratios. We report the performance of Seq2Seq models in the close task.

preservation. It is observed that GEC models achieve the peak of average F0.5 when M = 6. Training
with denoised datasets is also helpful in the open task. The results demonstrate the effectiveness of data
denoising, particularly for GEC datasets with considerable noise.

Effectiveness of pre-training. Pre-training GEC models using pseudo data has been proven effective
in previous works (Kiyono et al., 2020; Stahlberg and Kumar, 2021). We compare data augmentation
methods, PN and BT, in terms of constructing pseudo data. We train Seq2Seq models with an additional
pre-training stage on 8M pseudo data. The results, reported in Table 7, demonstrate that both methods
can significantly improve the Recall and F0.5 scores of GEC models, with a slight decrease in Precision.

The effect of Cutoff ratios. One important hyperparameter with the Cutoff approach is the ratio of
tokens to be removed. We attempt to investigate how GEC models perform with varying cutoff ratios in
{0.05,0.10,0.15,0.20,0.25,0.30}. As shown in Table 8, various cutoff ratios significantly impact the F0.5

score, where the model achieves the highest F0.5 score at a ratio of 0.10. The decreased performance of
a higher cutoff ratio may be attributed to the assumption that more noise could not necessarily lead to
better generalization ability.

5 Conclusion

In this CCL2023-CLTC Track 1 Open&Close Task, we improve GEC models by adopting two data-
driven techniques, namely data augmentation and data denoising. Our experiments on YACLC evaluation
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datasets annotated with two principles demonstrate the effectiveness of our proposed methods. Our best
ensemble, which is consisting of Seq2Seq and Seq2Edit models, achieves an average F0.5 of 59.41 in the
close task and 60.16 in the open task, ranking second in both tasks. In the future, we will explore the
effectiveness of our approach in other languages and datasets.

Limitations

First, despite the improvement of data denoising, it requires extra computational costs, particularly when
denoising large-scale datasets using well-trained ensembles. It is also promising to develop a dynamic
denoising strategy during training of GEC models. Secondly, our Seq2Edit models lag far behind our
Seq2Seq model, which could lead to a mismatch in ability when used for model ensemble. Given the
inference efficiency of Seq2Edit models, extra improvements should have been considered.
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