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Introduction

We are pleased to bring you these Proceedings of the Workshop on Computation and Written Language
(CAWL), held in Toronto on July 14, 2023. We received 17 paper submissions, of which 11 were chosen
to appear in the workshop. Additionally, we include a position paper from organizers and the abstracts
of our two invited talks.

Most work on NLP focuses on language in its canonical written form. This has often led researchers
to ignore the differences between written and spoken language or, worse, to conflate the two. Instan-
ces of conflation are statements like “Chinese is a logographic language” or “Persian is a right-to-left
language”, variants of which can be found frequently in the ACL anthology. These statements confuse
properties of the language with properties of its writing system. Ignoring differences between written
and spoken language leads, among other things, to conflating different words that are spelled the same,
or treating as different, words that have multiple spellings.

Furthermore, methods for dealing with written language issues (e.g., various kinds of normalization or
conversion) or for recognizing text input (e.g., OCR & handwriting recognition or text entry methods)
are often regarded as precursors to NLP rather than as fundamental parts of the enterprise, despite the
fact that most NLP methods rely centrally on representations derived from text rather than (spoken) lan-
guage. This general lack of consideration of writing has led to much of the research on such topics to
largely appear outside of ACL venues, in conferences or journals of neighboring fields such as speech
technology (e.g., text normalization) or human-computer interaction (e.g., text entry).

We are excited to bring together researchers working on various aspects of these topics, and hope that
this might be the means for creating a persistant community within ACL focused on these topics.

We would like to thank the members of the Program Committee for completing their reviews promptly,
and for providing useful feedback for deciding on the program and preparing the final versions of the
papers. Special thanks to Nizar Habash for helping with organizational issues. Thanks also to our invited
speakers, Mark Aronoff and Amalia Gnanadesikan, and to the authors of the interesting papers we are
presenting in this volume.

Kyle Gorman, Brian Roark, and Richard Sproat
Organizers of the workshop
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Invited Talks

Paradise Lost: How the Alphabet Fell from Perfection

Mark Aronoff
Stony Brook University

Abstract: The original alphabet, devised by Semitic speakers in Egypt ca. 1800 BCE, was a perfect 1-1
mapping between individual letters and individual sounds. All alphabets and similar systems are descen-
ded from this original invention. Very few alphabets today retain a perfect 1-1 mapping. How far have
alphabets diverged from perfection since? Modern alphabetic systems have letter-to-phoneme mappings
of up to 4-1. These included Italian (one of the most regular) and English (perhaps the least regular).
English also shows a high number of mappings to single morphs (stems and affixes). Korean, the only
alphabetic system that groups letters into syllables, shows an interaction between morphemes and sylla-
bic grouping.

How Linguistic are Writing Systems?

Amalia Gnanadesikan
University of Maryland

Abstract: Theoretical linguists have long denied that writing is language, while NLP research has tended
to conflate writing and spoken language. The truth is more complex than either view. Writing imposes
a linguistic analysis on spoken language, dividing a continuous speech stream into segments, syllables,
morphemes and/or words. These elements are not simply representational. Writing systems impose their
own linguistic structure, for example by requiring syllables to meet well-formedness conditions even
when the spoken syllables violate these conditions. Writing systems also include linguistic categories
that are not used in the languages for which they are designed, such as graphic classifiers used in writing
non-classifier languages or graphic inflectional morphology used for languages with virtually no inflec-
tional morphology.
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09:00 - 09:05 Opening Remarks, Organizers

09:05 - 09:15 Position Paper

Myths about Writing Systems in Speech & Language Technology
Kyle Gorman and Richard Sproat

09:15 - 10:15 Invited talk, Mark Aronoff: Paradise Lost: How the Alphabet Fell from Perfection
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The Hidden Folk: Linguistic Properties Encoded in Multilingual Contextual Cha-
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