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Abstract

Understanding protein interactions and path-
way knowledge is essential for comprehend-
ing living systems and investigating the mech-
anisms underlying various biological func-
tions and complex diseases. While numerous
databases curate such biological data obtained
from literature and other sources, they are not
comprehensive and require considerable effort
to maintain. One mitigation strategies can be
utilizing large language models to automati-
cally extract biological information and explore
their potential in life science research. This
study presents an initial investigation of the
efficacy of utilizing a large language model,
Galactica in life science research by assess-
ing its performance on tasks involving pro-
tein interactions, pathways, and gene regula-
tory relation recognition. The paper details
the results obtained from the model evalua-
tion, highlights the findings, and discusses the
opportunities and challenges. The code and
data are available at: https://github.com/
boxorange/BioIE-LLM

1 Introduction

A significant portion of contemporary molecular
biology research is dedicated to studying and com-
prehending the roles and interactions of the count-
less proteins that form the fundamental building
blocks of life. The prediction of protein structures
and functions is essential in addressing crucial chal-
lenges in life science, including developing thera-
peutic solutions for various diseases. By speeding
up drug discovery and development, such advance-
ments could significantly enhance healthcare. The
majority of proteins have undefined functions, and
only a fraction of them have been unequivocally
identified through arduous and intensive labora-
tory research. These established protein functions

∗Corresponding author.

are used as a benchmark to predict functions com-
putationally by analyzing DNA and amino acid
sequence homology across the continuously grow-
ing repository of protein sequences obtained from
genome sequencing. To deeply understand pro-
tein functions, protein interaction information can
be crucial, and many databases such as STRING,
KEGG, IntAct, BioGrid, DIP, and HPRD have been
established to gather and maintain pathway anal-
ysis and regulatory results obtained by lab exper-
iments and from the scientific literature. Regret-
tably, extracting information from the existing lit-
erature demands significant manual labor and is a
time-consuming process. One viable solution to
remedy this is to leverage efficient machine learn-
ing models that can accurately recognize such in-
formation in scientific texts.

In recent years, large language models (LLMs)
have gained significant attention in the natural lan-
guage processing (NLP) field owing to their ca-
pability to execute complex language tasks, their
flexibility, and their potential to generate responses
similar to humans (Brown et al., 2020; Zhao et al.,
2023). Their application in various domains and
tasks, including knowledge extraction from texts,
has yielded promising outcomes (Agrawal et al.,
2022). Our study aims to investigate the potential
of LLMs in extracting pathway knowledge, protein
interaction, and gene regulatory information. In
this study, we have assessed the capability of Galac-
tica (Taylor et al., 2022), a general-purpose scien-
tific LLM, to accomplish these biological tasks.
Although Galactica did not yield optimal outcomes
in our biology-related tasks, it exhibited the capac-
ity to identify specific genes/proteins, pathways,
and their interactions. Our preliminary findings re-
garding this evaluation are presented in this paper.

2 Related Work

The field of biology encompasses challenging tasks
such as identifying protein-protein interactions
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(PPIs) and gene regulatory relations. Additionally,
pathway analysis is a crucial area of study as it
documents the interactions between proteins and
reflects important molecular biological processes,
such as metabolic, signaling, protein interaction,
and gene regulation processes. Research such as
that for expression-based disease diagnosis (Lee
et al., 2008; Gatza et al., 2010) and the identifi-
cation of disease markers (Khunlertgit and Yoon,
2016) suggests that tasks based on pathway activ-
ity can be more stable than tasks based solely on
genes. The scientific literature of biological sci-
ences serves as an important repository of essential
knowledge that has yet to be effectively discovered.
To address this, NLP models based on deep neural
networks have been widely adopted for analysis of
structural properties of proteins (Vig et al., 2020),
PPIs (Peng and Lu, 2017; Park et al., 2022), and
pathway analysis (Casaní-Galdón et al., 2020).

Several studies showed that LLMs performed
comparably to traditional neural network mod-
els that necessitate labeled training data and fine-
tuning processes, resulting in significant time and
effort savings while providing a universal model
capable of managing multiple tasks simultaneously
(Kojima et al., 2022; Yuan and Liu, 2022). The
Galactica LLM (Taylor et al., 2022) has been
trained on a massive amount of scientific literature
and has successfully tackled biological understand-
ing task such as sequence validation perplexity,
functional keyword prediction, protein function de-
scription. Hence, we aim to further examine the
potential of Galactica in the domain of biological
scientific knowledge.

3 Experiments

We investigated the potential of Galactica for ad-
dressing biological tasks related to PPIs, pathway
knowledge, and gene regulatory relations. To ac-
complish this, STRING, KEGG, INDRA databases
were adopted, and the details pertaining to the
utilized data for these tasks can be found in Ap-
pendix A. In the context of a LLM, the proper
selection of the number of examples or shots is es-
sential to ensure efficient engineering. For this pur-
pose, an ablation study was conducted to identify
the optimal number of shots for each task. The shot
number associated with the highest performance
in test samples was selected for implementation,
as detailed in Appendix B. Additionally, prompt
construction is another critical factor that merits

1K 10K
Galactica (6.7B) 0.166 0.161

Table 1: STRING Task 1 - Precision for the generated
binding proteins for 1K/10K protein samples.

1K 10K 100K
Galactica (6.7B) 0.552 0.558 0.562

Table 2: STRING Task 2 - Micro F-scores for randomly
selected 1K/10K/100K positive and negative protein
pairs (I.e., 1K = 500 pos + 500 neg).

attention, and the prompts tested for each task are
listed in Appendix C. The experimental setup is
detailed in Appendix D.

3.1 Recognizing Protein-Protein Interactions
We evaluated the Galactica on protein binding in-
formation recognition on a human protein network
from the STRING DB. Specifically, we employed
the model to produce a list of proteins that bind to
a designated protein, as part of the generative ques-
tion task (STRING Task 1: generative question).

<Predicted answer by model>
Question: Which proteins are related to TBC1D9?
Answer: TBC1D8, TBC1D14, TBC1D7, TBC1D5,
TBC1D6, TBC1D

<Actual answer>
Answer: TBC1D8, TBC1D14, TBC1D7, TBC1D5,
PLK5, MYO16

To assess performance, we randomly selected
1,000 and 10,000 samples from the network for test-
ing. The generated binding proteins were matched
with the proteins in the network with an approxi-
mately 0.16 precision as described in Table 1. The
results of the prediction analysis indicated that the
model exhibited a tendency to generate words pri-
marily from the initial letters of a given protein.
Consequently, the accuracy of the predictions was
considerably high for proteins with similar names,
such as IKZF4 and RFC5, while a significant mis-
match between predicted and actual binding pro-
teins was observed in cases where dissimilar pro-
tein names were involved, such as DNAJC10 and
TRIP11. The details of those examples are pro-
vided in Appendix E.

Subsequently, we tested the model’s recognition
of protein binding relationships in a binary setting,
which was formulated as a yes/no question to deter-
mine if two proteins bind to each other (STRING
Task 2: yes/no question).
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Figure 1: Confusion matrices for STRING Task 2 (The observed disparity between the total number of samples and
the sum of values in the confusion matrix can be attributed to the omission of responses other than ’yes’ or ’no’.)

Task1 pairs† Consistency‡

Galactica (6.7B) 0.691 0.726

Table 3: STRING Task 2 - Precision for the protein
pairs used in STRING Task 1. †All positive protein
pairs. ‡Model prediction consistency between Task1
and Task2.

<Predicted answer by model>
Question: Are CHEK2 and BRCA2 related to each
other?
Answer: yes

<Actual answer>
Answer: yes

To create negative protein binding pairs, we
utilized unconnected pairs from the human pro-
tein network. The experiment was conducted on
1K/10K/100K protein pairs, and the model exhib-
ited F-scores slightly exceeding 0.5 in its predic-
tions as described in Table 2. In order to evaluate
the consistency of the model’s predictions across
Task1 and Task2, we conducted an assessment of
STRING Task 2 using the identical protein pairs
employed in STRING Task 1. These pairs exclu-
sively consisted of positive instances. More specif-
ically, our examination focused on whether the
model successfully generated protein A associated
with protein B and correctly classified their rela-
tionship as ’yes’. To this end, we tested STRING
Task 2 using the 1K protein pairs used in STRING
Task 1, and the model performed STRING Task
2 on all positive protein pairs and those generated
correctly by the models in STRING Task 1. The
evaluation results and the confusion matrices are
described in Table 3 and Figure 1. The model ex-
hibited variability in its predictive performance be-
tween STRING Task 1 and STRING Task 2 (0.73).

Although this precision (0.73) is slightly higher
than the precision of all positive protein pairs used
in STRING Task 1, this level of precision aligns
closely with the precision observed for 50K ran-
dom positive pairs (0.74 = 36,991 true positives /
50,000 true positive + false positives). This implies
that while the model successfully made some accu-
rate predictions for proteins in generative questions,
it encountered challenges when identifying protein
relations in the binary format prompts.

3.2 KEGG Pathway Recognition
Galactica was assessed for its ability to recognize
genes related to human pathways associated with
low-dose radiation exposure in KEGG. The task
involved generating a list of genes belonging to the
top 20 human pathways linked to low-dose radi-
ation exposure (KEGG Task 1: generative ques-
tion).

<Predicted answer by model>
Question: Which genes are involved in "Adherens
junction"?
Answer: CDH1, CTNNA3, CTNNB1, CTNNA1,
CTNNA2, CTNNA8, CTNNA15

<Actual answer>
Answer: CDH1, CTNNA3, CTNNB1, CTNNA1,
CTNNA2, TGF1a, MEKK7

The model accurately predicted the genes that
belong to the pathways with about precision 0.26
as presented in Table 4, which outperformed the
previous STRING Task 1 generative test. Our spec-
ulation is that the model’s superior performance in
recognizing low-dose radiation-related pathways
compared to proteins might be attributed to the
fact that pathway names related to low-dose radi-
ation exposure are typically mentioned in specific
sections or categories, whereas protein names are
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Figure 2: Confusion matrices for KEGG Task 2.

Pathways
Galactica (6.7B) 0.256

Table 4: KEGG Task 1 - Precision for the generated
genes that belong to the top 20 pathways relevant to
low-dose radiation exposure.

35,174 gene and pathway pairs
Galactica (6.7B) 0.562

Table 5: KEGG Task 2 - Micro F-scores for all positive
and negative pairs (35,174 = 17,587 pos + 17,587 neg).

Task1 pairs† Consistency‡

Galactica (6.7B) 0.883 0.917

Table 6: KEGG Task 2 - Precision for the gene-pathway
pairs used in KEGG Task 1. †All positive gene-pathway
pairs. ‡Model prediction consistency between Task1
and Task2.

more commonly found in a wider range of topic
papers. This suggests that searching for informa-
tion in a well-defined collection of data may yield
more precise results than searching for information
derived from ambiguous inputs in heterogeneous
sources. The outcome of the prediction analysis
showed that the genes produced for a particular
pathway exhibited comparable patterns, a finding
which had also been observed in the prior STRING
Task 1 experiment. Examples of this can be found
in Appendix F.

We performed yes/no questions for pathways
and genes relation recognition (KEGG Task 2:
yes/no question). Similar to the STRING Task
2, we used member genes in other pathways as neg-
ative samples for a given pathway if they do not
appear in the pathway. The model was evaluated on
all positive relations (+ randomly chosen negative
relations) and the relations used in KEGG Task 1

to measure the model consistency between Task1
and Task2.

<Predicted answer by model>
Question: Are "DP beta 1" and "Type I diabetes
mellitus" related to each other?
Answer: yes

<Actual answer>
Answer: yes

The results and the confusion matrices are dis-
played in Table 5, Table 6, and Figure 2 respec-
tively. The model achieved an F-score of approxi-
mately 0.56 when making predictions for both pos-
itive and negative gene-pathway pairs. The preci-
sion of 0.92 for the model consistency signifies the
model’s reliable predictive performance. Moreover,
the higher score achieved for the generated posi-
tive relationships (0.92) in contrast to the scores for
all positive relationships in the pathways (0.78 =
13,628 / 17,552) and Task 1 pairs (0.88) suggests
that the model possesses a greater level of compre-
hension concerning specific pathways compared to
others.

In the STRING Task 2 and KEGG Task 2, the
model’s responses to yes/no questions utilizing pos-
itive and negative samples skewed more towards
positive, as illustrated by the leftmost confusion
matrix in Figures 1 and 2. A plausible explana-
tion for this outcome is the likelihood of erroneous
negative relationships in the negative samples. For
instance, among the negative samples is the rela-
tionship between the gene "HD1" and the pathway
"Adherens junction" despite the fact that they are
genuinely connected.

3.3 Evaluating Gene Regulatory Relations
Finally, we examined Galactica’s ability to recog-
nize human gene regulatory relations using data
from the INDRA DB. Unlike the previous datasets,
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2 3 4 5 6
Galactica 6.7B 0.704 0.605 0.567 0.585 0.597

Table 7: INDRA Task - Micro F-scores with 1K samples
for each class. See Appendix G for class names.

INDRA statements not only provide relation enti-
ties but also text snippets from research papers. We
used these text snippets as contextual information
about regulatory relations to generate questions for
the model. The task involved asking the model to
select the correct relationship between two genes
from multiple relation classes in a given text (IN-
DRA Task: multiple-choice question). This task
serves as an evaluation of the model’s reading com-
prehension skills specifically related to gene regu-
latory relation texts.

<Predicted answer by model>
Upon binding with Shh, Ptc1 inactivation al-
lows Smo to initiate signaling XREF_BIBR,
XREF_BIBR, XREF_BIBR through the Gli fam-
ily of transcription factors.

Question: Given the options: "Activation", "Inhi-
bition", "Phosphorylation", "Dephosphorylation",
"Ubiquitination", "Deubiquitination", which one is
the relation type between Ptc1 and Smo in the text
above?
Answer: Activation

<Actual answer>
Answer: Activation

To construct multiple-choice questions, we iden-
tified the six most frequently occurring classes in
the dataset and utilized two to six of them for
choices. The model was assessed using 1K sam-
ples for each class, and the findings are detailed
in Table 7 and Figure 3. With the escalation of
problem complexity due to the increased number
of choices, the model initially encountered difficul-
ties in identifying correct answers. Nonetheless,
it exhibited improved performance in six-choice
problems compared to cases involving four or five
choices. When examining the results of yes/no
questions in STRING Task 2 and KEGG Task 2 (≈
0.56) using the two-class F-score (0.70) in INDRA
Task, it becomes evident that the model possesses a
more consistent ability to recognize entity relations
within contexts as compared to extracting infor-
mation through straightforward questioning. This
observation suggests that incorporating contextual
information in questions could potentially enhance
the model’s predictive capabilities.

Figure 3: Confusion matrix of 6 choice questions for
INDRA Task.

4 Discussion and Conclusion

This study evaluated the performance of Galactica
on various biological tasks using different types of
database resources, including PPIs, pathway knowl-
edge, and regulatory relations. Based on our find-
ings, it was observed that the model faced greater
difficulty in answering questions that contained
limited information, in contrast to questions that
provided contextual details and were more specific.
While the Galactica did not produce ideal results
in our biology-related tasks, we observed that the
model demonstrated the ability to recognize certain
genes and proteins and their interactions. Despite
this, our approach presents a potential avenue for
using the model, and we anticipate that our find-
ings will assist domain scientists and researchers
in employing the model for their applications and
obtaining insights into the model’s behavior based
on experimental outcomes.

5 Work in progress

Our study suggests that the model can show better
performances when contextual text is provided. We
will consider forging a chain of queries to gener-
ate context for the datasets not having supporting
text (See Appendix H). We found that the model’s
performance was largely affected by prompts. This
needs to be further investigated. We plan to evalu-
ate other LLMs such as GPT series, LLaMA, and
Alpaca by comparing with smaller sized domain-
specifically trained models such as BioGPT and
BioMedLM in biological tasks.

259



Limitations

There are a few limitations for our work. First,
to assess the model’s ability to recognize negative
protein-protein and gene-pathway pairs, we used
unconnected pairs in the datasets. However, the
negative pairs have not been proved, which might
contain authentic or potential positive connections.
We continuously search for truly negative gene/pro-
tein pairs established by experiments and research.
Second, this work only reports the assessment of
the Galactica standard model (6.7B). The evalua-
tion of the other models (mini: 125 M, base: 1.3 B,
large: 30 B, huge: 120 B) remains as future works.
In-depth studies on the model inference will be also
followed in our future works such as clustering of
PPIs and genes belonging to pathways predicted by
the model.
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A Data Description

STRING DB (Szklarczyk et al., 2021): The
present study employed the human (Homo sapiens)
protein network for performing a protein-protein in-
teraction (PPI) recognition task. The network was
constructed based on the STRING (Search Tool
for the Retrieval of Interacting Genes/Proteins)
database, which is a comprehensive biological
repository and online resource for both predicted
and confirmed protein interactions. The database
integrates data from a range of sources, including
experimental studies, computational prediction
methods, and publicly available text collections.
The human network encompasses 19,566 proteins
and 5,968,680 protein bindings.

KEGG DB (Kanehisa and Goto, 2000): The Kyoto
Encyclopedia of Genes and Genomes (KEGG)
is a set of databases encompassing a wide range
of biological information, including genomic
data, disease information, chemical compounds,
and biological pathways. It houses a staggering
collection of over 28,000 complete genomes,
encompassing a diverse range of organisms.
Furthermore, it hosts an expansive repertoire of
more than 500 pathways, meticulously curated
and annotated to illuminate the intricate web
of molecular interactions that govern various
biological processes. Moreover, the database
includes approximately 5 million reference genes,
providing researchers with invaluable resources

for gene-centric investigations (Kanehisa et al.,
2019). The KEGG pathways contain molecular
interactions and reactions, which are designed to
link genes in the genome to gene products (mostly
proteins) in biological pathways. The focus of
our investigation pertains to the pathways within
the human body that are affected by exposure
to low-dose ionizing radiation, which remains a
significant threat to human health and is not yet
fully comprehended. To explore this topic, we
utilized the KEGG human pathways which have
been identified as being activated in response to
low-dose radiation exposure in a recent study (Luo
et al., 2022).

INDRA DB (Gyori et al., 2017): The Inte-
grated Network and Dynamical Reasoning
Assembler (INDRA) is a tool that facilitates
the integration of information regarding causal
mechanisms into a unified format suitable for
the construction of a variety of predictive and
explanatory models. In the field of molecular
biology, sources of mechanistic information
include pathway databases, textual descriptions of
mechanisms generated by human curators, and
information extracted from the scientific literature
through text mining. The INDRA platform stream-
lines this information by removing duplicates,
standardizing the data, and organizing it into a set
of Statements accompanied by associated evidence.
By collating information from multiple sources
in this manner, INDRA enables researchers to
build robust models for exploring the complex
molecular mechanisms underlying biological
systems. The present study utilized a set of human
gene regulatory relation statements that represent
mechanistic interactions between biological agents.
The dataset comprises a total of 4,258,718 distinct
statements.

B Ablation study on the number of shots

1. STRING Task 1: We randomly drew 1K and
10K samples out of the STRING DB human
protein network for testing, and the generated
binding proteins corresponded to the proteins
in the human network the most with 1-shot
prompting as seen in Table 8

2. STRING Task 2: We evaluated 1K samples
(500 true cases + 500 false cases) randomly
drawn from the STRING DB human pro-
tein network with different number of prompt
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Figure 4: Confusion matrices for KEGG Pathway Recognition Task 2 ablation study.

0-shot 1-shot 2-shot 3-shot

Precision
1K 0.127 0.166 0.145 0.135

10K 0.130 0.144 0.140 0.137

Table 8: Precision of different shots with 1K/10K sam-
ples for STRING Task 1 using a human protein network
from STRING DB.

shots. Here, N-shot indicates the combination
of N number of true samples and N number of
false samples (e.g., 1-shot: 1 true + 1 false (to-
tal 2 samples)). The result showed that 3-shot
prompt performed the best in Table 9.

3. KEGG Pathway Recognition Task 1: We as-
sessed human pathways associated with low-
dose radiation exposure in KEGG DB with
different number of shots, and 1-shot prompt-
ing showed the best performance as described
in Table 10.

4. KEGG Pathway Recognition Task 2: We eval-
uated 1K samples (500 true cases + 500 false
cases) randomly drawn from human pathways
associated with low-dose radiation exposure
in KEGG DB with different number of prompt
shots. Here, N-shot indicates the combination
of N number of true samples and N number of
false samples (e.g., 1-shot: 1 true + 1 false (to-
tal 2 samples)). The result showed that 1-shot
prompt performed the best in Table 11.

5. Evaluating Gene Regulatory Relations Task:
We tested different shots with 400 samples for
4 classes (100 Activation + 100 Inhibition +
100 Phosphorylation + 100 Dephosphoryla-
tion) from INDRA DB, and 2-shot prompting
showed the best performance on the multiple
choice task in Table 12.

0-shot 1-shot 2-shot 3-shot
Micro F1 0.515 0.552 0.543 0.590†

Table 9: Micro F-scores of different shots with 1K sam-
ples for STRING Task 2 using a human protein network
from STRING DB. † Due to the high false positive rate,
1-shot prompting was adopted.

0-shot 1-shot 2-shot 3-shot
Precision 0.170 0.259 0.221 0.209

Table 10: Precision of different shots for KEGG Path-
way Recognition Task 1.

0-shot 1-shot 2-shot 3-shot
Micro F1 0.489 0.564 0.534 0.501

Table 11: Micro F-scores of different shots with 1K
samples for KEGG Pathway Recognition Task 2.

0-shot 1-shot 2-shot 3-shot
Micro F1 0.370 0.508 0.610 0.560

Table 12: Micro F-scores of different shots with 400
samples (100 Activation + 100 Inhibition + 100 Phos-
phorylation + 100 Dephosphorylation) choice for Eval-
uating Gene Regulatory Relations Task using INDRA
DB.
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C Tested Prompts

STRING Task 1:

1. "Which proteins are bound to x?"

2. "What proteins are bound to x?"

3. "What proteins are bound to x?"

4. "What proteins does x bind to?"

5. "To what proteins does x bind?"

6. "Which proteins are related to x?"

STRING Task 2:

1. "Do the two proteins "x" and "y" bind each
other?"

2. "Do the two proteins x and y bind each other?
True or False"

3. "Do the two proteins x and y bind to each
other? True or False"

4. "Do x and y bind each other? True or False"

5. "Does x bind to y? True or False"

6. "Do x and y bind to each other? True or False"

7. "Are x and y related to each other? True or
False"

8. "Are x and y related to each other?"

9. "Are x and y related to each other? yes or no"

10. "x and y are related to each other. Is this
statement True or False?"

11. "x and y are related to each other."

12. "Given the options: "Related", "Unrelated",
which one is the relation type between x and
y?"

KEGG Pathway Recognition Task 1:

1. "Which genes are involved in "x"?"

2. "Which genes are involved in x?"

3. "Which genes are related to x?"

4. "Which proteins are related to x?"

5. "Which genes or proteins are related to x?"

6. "Which genes/proteins are related to x?"

KEGG Pathway Recognition Task 2:

1. "Are x and y related to each other?"

2. "Are "x" and "y" related to each other?"

3. "Is x related to y?"

4. "Is x related to the pathway y?"

5. "Is x involved in y?"

6. "Is "x" involved in "y"?"

7. "Is x involved in the human pathway y?"

8. "Is x involved in the KEGG pathway y?"

9. "Does "y" have "x"?

Evaluating Gene Regulatory Relations Task:

1. "Which of the following is the relation type
between x and y in the text above?"

2. "Which of the following is the relation type
between "x" and "y" in the text above?"

3. "Which of the following is the relation be-
tween "x" and "y" in the text above?"

4. "Given the options: z, which one is the re-
lation type between "x" and "y" in the text
above?"

5. "Given the options: z, which one is the rela-
tion type between x and y in the text above?"

D Experimental Setup

We used the Galactica standard model with 6.7
billion parameters. The experiments were con-
ducted on 8×NVIDIA V100 GPUs, and we ex-
ploited Galactica’s option for model tensor paral-
lelizm based on Parallelformers (Ko, 2021) when
the machine has enough memories, which signifi-
cantly increases task processing time (about twice
faster). The model processed a batch sized input
for a task, which is the number of prompts to infer
(I.e., the number of input texts for model genera-
tion at once). The batch sizes for the tasks are as
follows.

• STRING Task 1 (generative question): 16, 32

• STRING Task 2 (yes/no question): 32, 64

• KEGG Task 1 (generative question): 16, 32

• KEGG Task 2 (yes/no question): 32, 64

• INDRA Task (multiple choice question): 4, 8

E STRING Task 1 examples

Question: Which proteins are related to IKZF4?
Answer (pred): IKZF1, IKZF2, IKZF3, IKZF5
Answer (true): IKZF1, IKZF2, IKZF3, IKZF5
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Question: Which proteins are related to RFC5?
Answer (pred): RFC1, RFC2, RFC3, RFC4, RFC5
Answer (true): RFC1, RFC2, RFC3, RFC4,
ERCC1

Question: Which proteins are related to USP32?
Answer (pred): USP54, USP41, USP42, USP34,
USP38, USP50, USP52, USP32, USP55, USP56, ...
Answer (true): USP54, USP41, USP42, USP34,
USP38, USP50, CACNA1H, ACTC1, DHX32,
MAGI3, ...

Question: Which proteins are related to
DNAJC10?
Answer (pred): DNAJC10K, DNAJC10O,
DNAJC10D, DNAJC10Q, DNAJC10E ...
Answer (true): ARL5B, MATN3, KPNA4,
SRSF10, MTHFD2, ...

Question: Which proteins are related to TRIP11?
Answer (pred): TRIP32, TRIP31, TRIP20,
TRIP23, TRIP25, ...
Answer (true): RIC1, GOLGA8J, ARL5B,
TMTC4, KIF5A, ...

F KEGG Pathway Recognition Task 1
examples

Question: Which genes are involved in “Cellular
senescence”?
Answer (pred): CDKN2A, CDKN2B, CDKN1A,
CDKN1D, CDKN1D, CDKN1B, CDKN1C
Answer (true): CDKN2A, CDKN2B, CDKN1A,
p107, major histocompatibility complex, mitogen-
activated protein kinase 14, P44MAPK

Question: Which genes are involved in “Phago-
some”?
Answer (pred): RAB5A, RAB7A, RAB47,
RAB41, RAB48, RAB39B, RAB50 ...
Answer (true): RAB5A, RAB7A, ATP6G,
CD51, HEL-S-62p, phospholipase A2 receptor
1, ATP6EL2, ...

Question: Which genes are involved in “Proteogly-
cans in cancer”?
Answer (pred): CD63, CD284, CD282, CD44,
CD166, CD276, CD278, CD81, CD55, ...
Answer (true): CD63, CD284, CD282, CD44,
SJS1, G17P1, GAB1, PLCE1, HPSE1, ...

Question: Which genes are involved in “Autoim-
mune thyroid disease”?
Answer (pred): TSHR, TSH
Answer (true): TSHR, hTSHR-I

G INDRA DB class names

Table 13 displays the name of classes in INDRA
DB statements used in the Evaluating Gene Regu-

latory Relations Task.

# Choices Classes

2 class Activation, Inhibition

3 class Activation, Inhibition, Phosphorylation

4 class Activation, Inhibition, Phosphorylation,
Dephosphorylation,

5 class Activation, Inhibition, Phosphorylation,
Dephosphorylation, Ubiquitination,

6 class Activation, Inhibition, Phosphorylation,
Dephosphorylation, Ubiquitination, Deu-
biquitination

Table 13: The class names used in the multiple choice
question for Evaluating Gene Regulatory Relations Task
using INDRA DB.

H A chain of query example

To provide a model with context information about
a query, we plan to apply an iterative prompting for
a chain of thought (CoT) development (Wei et al.,
2022; Wang et al., 2022). An example is illustrated
below.

Question: what is “Natural killer cell mediated
cytotoxicity”?
-> The answer of this query can be a context of the
following query.

Question: Which genes are involved in “Natural
killer cell mediated cytotoxicity”?
Answer: VAV3, NFAT5, HCST, CHP1, SH2D1B,
RAET1E
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