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Introduction

This year, the Workshop on Innovative Use of NLP for Building Educational Applications is in its 18th
edition. At the same time it should be noted that, as was reminded to us by Dharmendra Kanejiya, the
very first BEA workshop titled the HLT-NAACL 03 Workshop on Building Educational Applications
Using Natural Language Processing was run in Edmonton, Canada, in 2003, which means that this year
BEA celebrates its 20th anniversary. Dharmendra presented his paper, Automatic evaluation of students’
answers using syntactically enhanced LSA, alongside 9 other papers that were accepted to the inaugural
BEA workshop. He has very fond memories of the event and highlights that he has enjoyed insightful
discussions at the workshop, which back then brought together a relatively small but very important com-
munity of researchers working on educational applications using NLP, and has benefited greatly from the
BEA reviewing process. Dharmendra has continued being involved in sponsoring our workshop via his
company, Cognii, over a number of years, and this sponsorship has helped us support the participation of
young and aspiring researchers in our workshop.

Two decades after the BEA workshop was first organized, we hope that our authors and presenters feel
the same way about it as Dharmendra did and that it keeps inspiring groundbreaking work on educatio-
nal applications with the use of NLP. We select our papers for acceptance on the basis of several factors,
including the relevance to a core educational problem space, the novelty of the approach or domain, and
the strength of the research, and, as always, excellence in research is one of the main factors considered.
At the same time, the NLP field in general and our community of researchers focusing on educational
applications in particular have undoubtedly grown in the past two decades: this year, we have received a
record number of 110 submissions — almost twice as many as last year. From these, we have accepted 2
papers as talks, 48 as poster presentations, and 8 as system demonstrations, for an overall acceptance rate
of 53 percent. Each paper was reviewed by three members of the Program Committee who we believed
to be most appropriate for the paper. It is exciting to see so many excellent submissions, and we hope that
with this relatively high acceptance rate we were able to include a diverse set of papers on a variety of to-
pics and from a wide set of institutions. As in the previous years, these topics include automated writing
evaluation and grading, automated item generation, reading and text complexity, educational discourse
and dialogue, speech applications, grammatical error detection and correction, feedback, and educational
tools and resources, among other traditional topics presented at our workshop.

At the same time, this year also marks a certain turning point in the field of NLP, with researchers star-
ting new directions in investigating the integration and impact of Large Language Models (LLMs) on
the state of the art across various tasks. The field of educational applications is no exception here: ma-
ny papers that are accepted this year investigate the topics around integration of LLMs into educational
applications. In addition, BEA 2023 has hosted a shared task on generation of teacher responses in edu-
cational dialogues, whose primary goal was to benchmark the ability of generative language models to
act as Al teachers replying to a student in a teacher—student dialogue. Eight teams participated in this
competition, and six of them have published their system description reports in our proceedings. This
year, as in the previous years, we are hosting an ambassador paper talk from one of the sister societies
from the International Alliance to Advance Learning in the Digital Era (IAALDE). The talk this year,
titled Generating Teacher Responses in Educational Dialogues: The Al Teacher Test, will be given by
Anais Tack (KU Leuven, imec). Her paper, that she will overview in this talk, received a best short paper
award at EDM 2022, and the shared task is a continuation of this work.

In addition to oral, poster, and demo presentations, and the ambassador talk, BEA 2023 is hosting two
keynotes. Susan Lottridge, a Chief Scientist of Natural Language Applications at Cambium Assessment,
will talk about Building Educational Applications using NLP: A Measurement Perspective, and Jordana
Heller, the Director of Data Intelligence at Textio, will talk about Interrupting Linguistic Bias in Written
Communication with NLP tools. We are extremely grateful to our keynote speakers for agreeing to pre-
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sent at our workshop and share their expertise and insights with our research community.

Last but not least, we would like to thank everyone who has been involved in organizing the BEA wor-
kshop this year. We are particularly grateful to our sponsors who keep providing their support to BEA:
this year, our sponsors include Cambridge University Press & Assessment, CATALPA, Duolingo, Edu-
cational Testing Service, Grammarly, National Board of Medical Examiners, and Cognii. We would like
to also thank all the authors who showed interest and submitted a paper this year. Due to the record num-
ber of submissions received, we had to extend our invitation to become part of the Program Committee
to all the authors of submitted papers, and many have helped us and provided their valuable feedback
and thoughtful reviews. Without this help from the community, it would not be possible to spread the
reviewing load in a reasonable way, and we are very grateful to our regular reviewers as well as to emer-
gency reviewers and all the authors who joined our PC this year and who, we hope, may become our
regular PC members.

In particular, we would like to extend our gratitude to the following outstanding reviewers: Erfan Al-
Hossami, Desislava Aleksandrova, Giora Alexandron, David Alfter, Alejandro Andrade, Nischal Ashok
Kumar, Beata Beigman Klebanov, Marie Bexte, Abhidip Bhattacharyya, Serge Bibauw, Daniel Bren-
ner, Chris Callison-Burch, Aubrey Condor, Steven Coyne, Sam Davidson, Jasper Degraeuwe, Thomas
Demeester, Rahul Divekar and Seongjin Park, Mariano Felice, Wanyong Feng, Nigel Steven Fernandez,
James Fiacco, Kotaro Funakoshi, Thomas Gaillat, Ritik Garg, Christian Gold, Nicolas Hernandez and
Léane Jourdan, Joseph Marvin Imperial, Qinjin Jia, Anisia Katinskaia, Mamoru Komachi, Roland Kuhn,
Alexander Kwako, Antonio Laverghetta Jr., Arun Balajiee Lekshmi Narayanan, Zhexiong Liu, Anastassia
Loukina, Jiaying Lu, James H. Martin, Detmar Meurers, Phoebe Mulcaire, Ben Naismith, Sungjin Nam,
Seyed Parsa Neshaei, Eda Okur, Kostiantyn Omelianchuk, Christopher Ormerod, Rebecca Passonneau,
Fabio Perez, E. Margaret Perkoff, Jakob Prange, Marti Quixal, Manav Rathod, Frankie Robertson, Aiala
Rosa, Igor Samokhin, Katherine Stasaski, Helmer Strik, Hakyung Sung, Abhijit Suresh, Rushil Thareja,
Zhongwei Teng, Shriyash Upadhyay, Sowmya Vajjala, Justin Vasselli, Anthony Verardi, Spencer von der
Ohe, Michael White, Alistair Willis, Man Fai Wong, Changrong Xiao, Kevin P. Yancey, Victoria Yaneva,
Su-Youn Yoon, Roman Yangarber, Michael Zock, and Diana Galvan.

Ekaterina Kochmar, MBZUAI

Jill Burstein, Duolingo

Andrea Horbach, Universitidt Hildesheim & CATALPA, FernUniversitit in Hagen
Ronja Laarmann-Quante, Ruhr University Bochum

Nitin Madnani, Educational Testing Service

Anais Tack, KU Leuven, imec

Victoria Yaneva, National Board of Medical Examiners

Zheng Yuan, King’s College London

Torsten Zesch, CATALPA, FernUniversitét in Hagen
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Keynote Talk: Building Educational Applications using NLP:
A Measurement Perspective

Susan Lottridge
Cambium Assessment

Abstract: The domains of NLP, data science, software engineering, and educational measurement are
becoming increasingly interdependent when creating NLP-based educational applications. Indeed, the
domains themselves are merging in key ways, with each incorporating one another’s methods and tools
into their work. For example, many software engineers regularly deploy machine learning models and
many linguists, data scientists, and measurement staff regularly develop software. Even so, each di-
scipline approaches this complex task with the assumptions, priorities, and values of their field. The
best educational applications are the result of multi-disciplinary teams that can leverage one another’s
strengths and can recognize and honor the values of each disciplinary perspective.

This talk will describe the educational measurement perspective within this collaborative process. At
a high level, educational measurement is the design, use, and analysis of assessments in order to make
inferences about what students know and can do. Given this, the measurement experts on a team focus
heavily on defining what students need to know and do, what evidence supports inferences about what
students know and can do, and whether the data are accurate, reliable, and fair to all students. This
perspective can impact the full life-cycle development of educational applications, from designing the
core product focus, data collection activities, NLP modelling, analysis of model outputs, and information
provided to students. It can also help ensure that educational applications produce information that is
valuable to teachers and students. Because these perspectives can be opaque to those outside of mea-
surement, the development process of various NLP educational tools will be used to illustrate key areas
where measurement can contribute in product design.

Bio: Sue Lottridge is a Chief Scientist of Natural Language Applications at Cambium Assessment,
Inc. She has a Ph.D. in Assessment and Measurement from James Madison University and Masters’
degrees in Mathematics and Computer Science from the University of Wisconsin — Madison. In this
role, she leads CAI’s machine learning and scoring team on the research, development, and operation
of CAI’s automated scoring and feedback software. Dr. Lottridge has worked in automated scoring for
fifteen years and has contributed to the design, research, and use of multiple automated scoring engines
including equation scoring, essay scoring, short answer scoring, speech scoring, crisis alert detection,
and essay feedback.



Keynote Talk: Interrupting Linguistic Bias in Written
Communication with NLP tools

Jordana Heller
Textio

Abstract: Unconscious bias is hard to detect, but when we identify it in language usage, we can take
steps to interrupt and reduce it. At Textio, we focus on using NLP to detect, interrupt, and educate writers
about bias in written workforce communications. Unconscious bias affects many facets of the employee
lifecycle. Exclusionary language in recruiting communications can deter candidates from diverse ba-
ckgrounds from even applying to a position, hindering efforts to build inclusive workplaces. Once a
candidate has accepted a position, the language used to provide them feedback on their performance
affects how they develop professionally, and we have found stark inequities in the language of feedback
to members of different demographic groups. This talk will discuss how Textio uses NLP to interrupt
these patterns of bias by assessing these texts for bias and providing 1) real-time iterative, educational
feedback to the writer on how to improve a specific document, including guidance toward less-biased
language alternatives, and 2) an assessment at a workplace level of exclusionary and inclusive language,
so that companies can set goals around language improvement and track their progress toward them.

Bio: Jordana Heller, PhD, is Director of Data Intelligence at Textio, a tech company focused on inter-
rupting bias in performance feedback and recruiting. Textio identifies bias in written documents and
provides data to writers in real time that helps them write more effectively and equitably. At Textio, Jor-
dana applies her background as a computational psycholinguist and cognitive scientist to her leadership
of R&D teams who are focused on using data and NLP to help employers reduce bias and accelerate
professional growth equitably.
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Keynote Talk: Generating Teacher Responses in Educational
Dialogues: The AI Teacher Test & BEA 2023 Shared Task

Anais Tack
KU Leuven, imec

Ambassador paper presentation from the 15th International Conference on Educational Data Mining (EDM
2022), a member society of the IAALDE (International Alliance to Advance Learning in the Digital Era)

Abstract: How can we test whether state-of-the-art generative models, such as Blender and GPT-3, are
good Al teachers, capable of replying to a student in an educational dialogue? Designing an Al teacher
test is challenging: although evaluation methods are much-needed, there is no off-the-shelf solution to
measuring pedagogical ability.

In the first part of this talk, I will describe our paper The Al Teacher Test: Measuring the Pedagogical
Ability of Blender and GPT-3 in Educational Dialogues presented at EDM 2022. The paper reported on
a first attempt at an Al teacher test. We built a solution around the insight that you can run conversational
agents in parallel to human teachers in real-world dialogues, simulate how different agents would respond
to a student, and compare these counterpart responses in terms of three abilities: speak like a teacher,
understand a student, help a student. Our method builds on the reliability of comparative judgments in
education and uses a probabilistic model and Bayesian sampling to infer estimates of pedagogical ability.
We find that, even though conversational agents (Blender in particular) perform well on conversational
uptake, they are quantifiably worse than real teachers on several pedagogical dimensions, especially with
regard to helpfulness.

In the second part of this talk, I will describe the results of the BEA 2023 Shared Task on Generating Al
Teacher Responses in Educational Dialogues, which was a continuation of our EDM paper.

Bio: Anais Tack is a postdoctoral researcher working on language technology for smart education at itec,
an imec research group at KU Leuven, and is also a lecturer in NLP at UCLouvain. She holds a joint
Ph.D. in linguistics from UCLouvain and KU Leuven, where she worked as an F.R.S.-FNRS doctoral
research fellow. She was a BAEF postdoctoral scholar and research fellow at Stanford University, where
she worked in Chris Piech’s lab and the Stanford HAI education team. Her research interests include the
generation and evaluation of teacher language in educational dialogues, the prediction of lexical difficulty
for non-native readers, the automated scoring of language proficiency for non-native writers, and the
creation of machine-readable resources from educational materials. Anafs participated in organizing the
CWI shared task at BEA 2018 as well as the 27th International EUROCALL conference in 2019. She is
an executive board member of the ACL SIGEDU and has been involved in organizing the BEA workshop
since 2021.
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Abstract

Past research has identified a rich set of hand-
crafted linguistic features that can potentially
assist various tasks. However, their extensive
number makes it difficult to effectively select
and utilize existing handcrafted features. Cou-
pled with the problem of inconsistent imple-
mentation across research works, there has
been no categorization scheme or generally-
accepted feature names. This creates unwanted
confusion. Also, most existing handcrafted fea-
ture extraction libraries are not open-source
or not actively maintained. As a result, a re-
searcher often has to build such an extraction
system from the ground up.

We collect and categorize more than 220 pop-
ular handcrafted features grounded on past lit-
erature. Then, we conduct a correlation analy-
sis study on several task-specific datasets and
report the potential use cases of each feature.
Lastly, we devise a multilingual handcrafted
linguistic feature extraction system in a system-
atically expandable manner. We open-source
our system for public access to a rich set of pre-
implemented handcrafted features. Our system
is coined LFTK and is the largest of its kind.
Find at github.com/brucewlee/1ftk.

1 Introduction

Handcrafted linguistic features have long been in-
separable from natural language processing (NLP)
research. Even though automatically-generated fea-
tures (e.g., Word2Vec, BERT embeddings) have
recently been mainstream focus due to fewer man-
ual efforts required, handcrafted features (e.g.,
type-token ratio) are still actively found in cur-
rently literature trend (Weiss and Meurers, 2022;
Campillo-Ageitos et al., 2021; Chatzipanagiotidis
et al., 2021; Kamyab et al., 2021; Qin et al., 2021;
Esmaeilzadeh and Taghva, 2021). Therefore, it is
evident that there is a constant demand for both

3Core contributor

1

” Natural Language

Computational linguistics is an interdisciplinary field
concerned with the com-putational modelling of natural
language, as well as the study of appropriate computa-
tional approaches to linguistic questions. In general,
computational linguistics draws upon linguistics,
computer science, artificial intelligence, mathematics,
logic, philosophy, cognitive science, cognitive
psychology,psycholinguistics, anth-ropology and

\\ neuroscience, among others. ’
~
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Figure 1: Difference between auto-generated (deep se-
mantic embeddings) and handcrafted features.

the identification of new handcrafted features and
utilization of existing handcrafted features.

After reviewing the recent research, we observed
that most research on automatically-generated fea-
tures tends to focus on creating deeper semantic
representations of natural language. On the other
hand, researchers use handcrafted features to cre-
ate wider numerical representations, encompassing
syntax, discourse, and others. An interesting new
trend is that these handcrafted features are often
used to assist auto-generated features in creating
wide and deep representations for applications like
English readability assessment (Lee et al., 2021)
and automatic essay scoring (Uto et al., 2020).

The trend was observed across various tasks and
languages. For example, there are Arabic speech
synthesis (Amrouche et al., 2022), Burmese trans-
lation (Hlaing et al., 2022), English-French term
alignment (Repar et al., 2022), German readabil-
ity assessment (Blaneck et al., 2022), Italian pre-
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trained language model analysis (Miaschi et al.,
2020), Korean news quality prediction (Choi et al.,
2021), and Spanish hate-speech detection (Garcia-
Diaz et al., 2022) systems.

Though using handcrafted features seems to ben-
efit multiple research fields, current feature extrac-
tion practices suffer from critical weaknesses. One
is the inconsistent implementations of the same
handcrafted feature across research works. For ex-
ample, the exact implementation of the average
words per sentence feature can be different in Lee
et al. (2021) and Pitler and Nenkova (2008) even
though both works deal with text readability. Also,
there have been no standards for categorizing these
handcrafted features, which furthers the confusion.

In addition, no open-source feature extraction
system works multilingual, though handcrafted
features are increasingly used in non-English ap-
plications. The handcrafted linguistic features
can be critical resources for understudied or low-
resource languages because they often lack high-
performance textual encoding models like BERT.
In such cases, handcrafted features can be useful
in creating text embeddings for machine learning
studies (Zhang et al., 2022; Kruse et al., 2021; Maa-
muujav et al., 2021). In this paper, we make two
contributions to address the shortcomings in the
current handcrafted feature extraction practices.

1. We systematically categorize an extensive
set of reported handcrafted features and create a
feature extraction toolkit. The main contribution
of this paper is that we collect more than 200 hand-
crafted features from diverse NLP research, like
text readability assessment, and categorize them.
We take a systematic approach for easiness in fu-
ture expansion. Notably, we designed the system
so that a fixed set of foundation features can build
up to various derivation features. We then catego-
rize the implemented features into four linguistic
branches and 12 linguistic families, considering the
original author’s intention. The linguistic features
are also labeled with available language, depend-
ing on whether our system can extract the feature
in a language-agnostic manner. LFTK (Linguistic
Feature ToolKit) is built on top of another open-
source library, spaCy!, to ensure high-performance
parsing, multilingualism, and future reproducibility
by citing a specific version. Our feature extraction
software aims to cover most of the generally found
handcrafted linguistic features in recent research.

!github.com/explosion/spaCy

Natural Language Unique Method

- B -
X+

Figure 2: The three constituents of a handcrafted lin-
guistic feature.

Single Numeric

2. We report basic correlation analysis on
various task-specific datasets. Due to the nature
of the tasks, most handcrafted features are from
text readability assessment or linguistic analysis
studies with educational applications in mind. The
broader applications of these handcrafted features
to other fields, like text simplification or machine
translation corpus generation, have been only re-
ported fairly recently (Brunato et al., 2022; Yuksel
et al., 2022). Along with the feature extraction
software, we report the predictive abilities of these
handcrafted features on four NLP tasks by perform-
ing a baseline correlation analysis. As we do so, we
identify some interesting correlations that have not
been previously reported. We believe our prelimi-
nary study can serve as a basis for future in-depth
studies.

In a way, we aim to address the recent concern
about the lack of ready-to-use code artifacts for
handcrafted features (Vajjala, 2022). Through this
work, we hope to improve the general efficiency of
identifying and implementing handcrafted features
for researchers in related fields.

2 Related Work

2.1 What are Handcrafted Features?

The type of linguistic feature we are interested in is
often referred to as handcrafted linguistic feature,
a term found throughout NLP research (Choud-
hary and Arora, 2021; Chen et al., 2021; Albadi
et al., 2019; Bogdanova et al., 2017). Though the
term “handcrafted linguistic features” is loosely de-
fined, there seems to be some unspoken agreement
among existing works. In this work, we define a
handcrafted linguistic feature as a single numerical
value produced by a uniquely identifiable method
on any natural language (refer to Figure 2).
Unlike automatic or computer-generated linguis-
tic features, these handcrafted features are often
manually defined by combining the text’s features
with simple mathematical operations like root or
division (Lee et al., 2021). For example, the aver-
age difficulty of words (calculated with an external
word difficulty-labeled database) can be considered
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Figure 3: This diagram shows how we collected all handcrafted linguistic features implemented in our extraction
software. This is also our general framework for categorizing features for future expansion too.

a handcrafted feature (Lee and Lee, 2020). Though
the scope of what can be considered a single hand-
crafted feature is very broad, each feature always
produces a single float or integer as the result of the
calculation. More examples of such handcrafted
features will appear as we proceed.

2.2 Hybridization of Handcrafted Features

It takes a great deal of effort to make automatic
or computer-generated linguistic features capture
the full linguistic properties of a text, other than
its semantic meaning (Gong et al., 2022; Hewitt
and Manning, 2019). For example, making BERT
encodings capture both semantics and syntax with
high quality can be difficult (Liu et al., 2020). On
the other hand, combining handcrafted features to
capture wide linguistic properties, such as syntax
or discourse, can be methodically simpler. Hence,
handcrafted features are often infused with neural
networks in the last classification layer or directly
with a sentence’s semantic embedding to enhance
the model’s ability in holistic understanding (Hou
et al., 2022; Lee et al., 2021). Such feature hy-
bridization techniques are found in multiple NLP
tasks like readability assessment (Vajjala, 2022)
and essay scoring (Ramesh and Sanampudi, 2022).

2.3 Handcrafted Features in Recent Studies

Until recently, NLP tasks that require a holistic un-
derstanding of a given text have utilized machine
learning models based only on handcrafted linguis-
tic features. Such tasks include L2 learner’s text
readability assessment (Lee and Lee, 2020), fake
news detection (Choudhary and Arora, 2021), bias
detection (Spinde et al., 2021), learner-based read-
ing passage selection (Lee and Lee, 2022). Natu-
rally, these fields have handcrafted and identified a
rich set of linguistic features we aim to collect in
this study. We highlight text readability assessment
research as an important source of our implemented
features. Such studies often involve 80~255 fea-
tures from diverse linguistic branches of advanced
semantics (Lee et al., 2021), discourse (Feng et al.,
2010), and syntax (Xia et al., 2016).

3 Assembling a Large-Scale Handcrafted
Linguistic Feature Extractor

3.1 Overview

By exploring past works that deal with handcrafted
linguistic features, we aim to implement a compre-
hensive set of features. These features are com-
monly found across NLP tasks, but ready-to-use



Type | Name | Description

| Example

Branch | Lexico-Semantics | attributes associated with words

Branch | Discourse
Branch | Syntax
Branch | Surface

Total Word Difficulty Score

high-level dependencies between words and sentences | Total # of Named Entities
arrangement of words and phrases
no specifiable linguistic property

Total # of Nouns
Total # of Words

Table 1: All available linguistic branches at the current version of our extraction software. The feature names in the
example column are given in abbreviated formats due to space limits. We use # to indicate “number of”".

Type | Name | Description | Example

Family (F.) | WordSent basic counts of characters, syllables, words, and sentences | Total # of Sentences
Family (F.) | WordDiff word difficulty, frequency, and familiarity statistics Total Word Difficulty Score
Family (F.) | PartOfSpeech features that deal with POS (UPOS™) Total # of Verbs

Family (F.) | Entity named entities or entities, such as location or person Total # of Named Entities

Family (D.) | AvgWordSent
Family (D.) | AvgWordDiff
Family (D.) | AvgPartOfSpeech
Family (D.) | AvgEntity
Family (D.) | Lexical Variation
Family (D.) | TypeTokenRatio
Family (D.) | ReadFormula

averages of WordSent features per word, sentence, etc.
averages of WordDiff features per word, sentence, etc.
averages of PartOfSpeech features per word, sentence, etc. | Avg. # of Verbs per Sentence
averages of Entities features per word, sentence, etc.
features that measure lexical variation (that are not TTR)
type-token ratio statistics to capture lexical richness
traditional readability formulas

Family (D.) | ReadTimeFormula | basic reading time formulas

Avg. # of Words per Sentence
Avg. Word Difficulty per Word

Avg. # of Entities per Word
Squared Verb Variation
Corrected Type Token Ratio
Flesch-Kincaid Grade Level
Reading Time of Fast Readers

Table 2: All available linguistic families at the current version of our extraction software. As explained in section
3.2.2, family is either F.: Foundation or D.: Derivation. *UPOS refers to Universal POS <universaldependen-

cies.org/u/pos/>.

public codes rarely exist. We collected and cate-
gorized over 200 handcrafted features from past
research works, mostly on text readability assess-
ment, automated essay scoring, fake news detec-
tion, and paraphrase detection. These choices of
works are due to their natural intimate relationships
with handcrafted features and also, admittedly, due
to the authors’ limited scope of expertise. Figure
3 depicts our general process of implementing a
single feature. Tables 1 and 2 show more details on
categorization.

3.2 Categorization
3.2.1 Formulation

The main idea behind our system is that most
handcrafted linguistic features can be broken down
into multiple fundamental blocks. Depending on
whether a feature can be split into smaller build-
ing blocks, we categorized all collected features
into either foundation or derivation. Then, we de-
signed the extraction system to build all derivation
features on top of the corresponding foundation fea-
tures. This enables us to exploit all available com-
binations efficiently and ensure a unified extraction
algorithm across features of similar properties.
The derivation features are simple mathematical
combinations of one or more foundation features.
For example, the average number of words per sen-

tence is a derivation feature, defined by dividing
total number of words by total number of sentences.
A foundation feature can be the fundamental build-
ing block of several derivation features. But again,
a foundation feature cannot be split into smaller
building blocks. We build 155 derivation features
out of 65 foundation features in the current version.

3.2.2 Linguistic Property

Each handcrafted linguistic feature represents a
certain linguistic property. But it is often diffi-
cult to pinpoint the exact property because fea-
tures tend to correlate with one another. Such co-
linear inter-dependencies have been reported by
multiple pieces of literature (Imperial et al., 2022;
Lee and Lee, 2020). Hence, we only categorize
all features into the broad linguistic branches of
lexico-semantics, syntax, discourse, and surface.
The surface branch can also hold features that do
not belong to any specific linguistic branch. The
linguistic branches are categorized in reference to
Collins-Thompson (2014). We mainly considered
the original author’s intention when assigning a
linguistic branch in unclear cases.

Apart from linguistic branches, handcrafted fea-
tures are also categorized into linguistic families.
The linguistic families are meant to group features
into smaller subcategories. The main function of
linguistic family is to enable efficient feature search.



Foundation A

General | Specific
Foundation B Gene.ral General | Specific
Specific | Specific | Specific

Table 3: A theoretical example of determining the appli-
cable language of a derivation feature that builds on top
of two foundation features.

All family names are unique, and each family be-
longs to a specific formulation type. This means
that the features in a family are either all foundation
or all derivation. A linguistic family also serves as
a building block of our feature extraction system.
Our extraction program is a linked collection of sev-
eral feature extraction modules, each representing
a linguistic family (refer to Figure 4).

3.2.3 Applicable Language

Since handcrafted features are increasingly used for
non-English languages, it is important to deduce
whether a feature is generally extractable across
languages. Though our extraction system is also
designed with English applications in mind, we
devised a systematic approach to deduce if an im-
plemented feature is language agnostic. Like the
example in Table 3, we only classify a derivation
feature as generally applicable if all its components
(foundation features) are generally applicable.

We can take the example of the average num-
ber of nouns per sentence, defined by dividing to-
tal number of nouns by total number of sentences.
Since both component foundation features are gen-
erally applicable (we use UPOS tagging scheme),
we can deduce that the derivation is generally ap-
plicable too. On the other hand, Flesch-Kincaid
Grade Level (FKGL) is not generally applicable
because our syllables counter is English-specific.

# word

FKGL = 0.30. % #syllable
S

ent 1 # word

15.59

There is no guarantee that a feature works sim-
ilarly in multiple languages. The usability of a
feature in a new language is subject to individual
exploration.

3.3 Feature Details by Linguistic Family

Due to space restrictions, we only report the num-
ber of implemented features in Tables 4 and 5. A
full list of these features is available in the Appen-
dices. The following sections are used to elaborate
on the motivations and implementations behind
features.

Name | Feature Count
Lexico-Semantics 70
Discourse 57
Syntax 69
Surface 24
Total | 220

Table 4: Feature count by branch

Name | Feature Count
WordSent 9
WordDiff 3
PartOfSpeech 34
Entity 19
AvgWordSent 7
AvgWordDiff 6
AvgPartOfSpeech 34
AvgEntity 38
Lexical Variation 51
TypeTokenRatio 10
ReadFormula 6
ReadTimeFormula 3
Total | 220

Table 5: Feature count by family

3.3.1 WordSent & AvgWordSent

WordSent is a family of foundation features for
character, syllable, word, and sentence count statis-
tics. With the exception of syllables, this family
heavily depends on spaCy for tokenization. SpaCy
is a high-accuracy parser module that has been used
as a base tokenizer in several multilingual projects
like the Berkeley Neural Parser (Kitaev et al., 2019).
We use a custom syllables count algorithm.

AvgWordSent is a family of derivation features
for averaged character, syllable, word, and sentence
count statistics. An example is the average num-
ber of syllables per word, a derivation of the total
number of words and the total number of syllables
foundation features.

3.3.2 WordDiff & AvgWordDiff

WordDiff is a family of foundation features for
word difficulty analysis. This is a major topic in
educational applications and second language ac-
quisition studies, represented by age-of-acquisition
(AoA, the age at which a word is learned) and
corpus-based word frequency studies. Notably,
there is the Kuperman AoA rating of over 30,000
words (Kuperman et al., 2012), an implemented
feature in our extraction system. Another imple-
mented feature is the word frequency statistics
based on SUBLTEXus research, an improved word
frequency measure based on American English sub-



titles (Brysbaert et al., 2012). AvgWordDiff aver-
ages the WordDiff features by word or sentence
counts. This enables features like the average Ku-
perman’s age-of-acquisition per word.

3.3.3 PartOfSpeech & AvgPartOfSpeech

PartOfSpeech is a family of foundation features
that count part-of-speech (POS) properties on the
token level based on dependency parsing. Here,
we use spaCy’s dependency parser, which is avail-
able in multiple languages. All POS counts are
based on the UPOS tagging scheme to ensure mul-
tilingualism. These POS count-based features are
found multiple times across second language ac-
quisition research (Xia et al., 2016; Vajjala and
Meurers, 2012). The features in AvgPart0fSpeech
family are the averages of PartOfSpeech features
by word or sentence counts. One example is the
average number of verbs per sentence.

3.34 Entity & AvgEntity

Central to discourse analysis, Entity is a family
of foundation features that count entities. Often
used to represent the discourse characteristics of a
text, these features have been famously utilized by
a series of research works in readability assessment
to measure the cognitive reading difficulty of texts
for adults with intellectual disabilities (Feng et al.,
2010, 2009). AvgEntity family are the averages of
Entity features by word or sentence counts. One
example is the average number of “organization”
entities per sentence.

3.3.5 Lexicalvariation

Second language acquisition research has identified
that the variation of words in the same POS cate-
gory can correlate with the lexical richness of a text
(Vajjala and Meurers, 2012; Housen and Kuiken,
2009). One example of a derivative feature in this
module is derived by dividing the number of unique
verbs by the number of verbs, often referred to as
“verb variation” in other literature. There are more
derivations (“verb variation - 1, 2”) using squares
or roots, which are also implemented in our system.

3.3.6 TypeTokenRatio

Type-token ratio, often called TTR, is another set
of features found across second/child language
acquisition research (Kettunen, 2014). This is
perhaps one of the oldest lexical richness mea-
sures in a written/oral text (Hess et al., 1989;
Richards, 1987). Though TypeTokenRatio fea-
tures aim to measure similar textual characteristics

Pipeline | Time (sec)
en_core_web_sm + LFTK | 12.12
en_core_web_md + LFTK | 13.61
en_core_web_lg + LFTK 14.32
en_core_web_trf + LFTK | 16.16

Table 6: Average time taken for extracting 220 hand-
crafted features from a dummy text of 1000 words.
spaCy module is quite inconsistent in processing time,
varying by at most 2~3 seconds.

as LexicalVariation features, we separated TTR
into a separate family due to its unique prevalence.

3.3.7 ReadFormula

Before machine learning techniques were applied
to text readability assessment, linear formulas were
used to represent the readability of a text quantita-
tively (Solnyshkina et al., 2017). Recently, these
formulas have been utilized for diverse NLP tasks
like fake news classification (Choudhary and Arora,
2021) and authorship attribution (Uchendu et al.,
2020). We have implemented the traditional read-
ability formulas that are popularly used across re-
cent works (Lee and Lee, 2023; Horbach et al.,
2022; Gooding et al., 2021; Nahatame, 2021).

3.4 LFTK in Context

As we have explored, we tag each handcrafted lin-
guistic feature with three attributes: domain, family,
and language. These attributes assist researchers in
efficiently searching for the feature they need, one
of two research goals we mentioned in section 1.
Instead of individually searching for handcrafted
features, they can sort and extract features in terms
of attributes.

Notably, our extraction system is fully imple-
mented in the programming language Python,
unlike other systems like Coh-Metrix (Graesser
et al., 2004) and L2 Syntactic Complexity Ana-
lyzer (Lu, 2017). Considering the modern NLP re-
search approaches (Mishra and Mishra, 2022; Sen-
gupta, 2021; JUGRAN et al., 2021; Sarkar, 2019),
the combination of open-source development and
Python makes our extraction system more expand-
able and customizable in the community.

Time with spaCy model’s processing time is re-
ported in Table 6. Excluding the spaCy model’s
processing time (which is not a part of our ex-
traction system), our system can extract 220 hand-
crafted features from a dummy text of 1000 words
on an average of 10 seconds. This translates to
about 0.01 seconds per word, and this result is ob-
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Figure 4: Schematic representation of how a user might use LFTK to extract handcrafted features. Black line arrows
represent inheritance relationships. Our extraction system is a collection of multiple linguistic family modules. To
interweave this program and resolve multiple dependencies, we designed a foundation collector object to inherit
all foundation linguistic families first. Then all derivation linguistic families inherit the same foundation collector
object. A derivation collector then inherits all derivation linguistic families, and the main extractor object inherits the
derivation collector object. Considering the recent research trend, our program is solely based on the programming

language Python.

tained by averaging over 20 trials of randomized
dummy texts of exactly 1000 words. This time was
taken with a 2.3 GHz Intel Core 19 CPU under a
single-core setup. The fast extraction speed makes
our extraction system suitable for large-scale cor-
pus studies. Since our extraction system works with
a wide variety of tokenizers (different accuracies
and processing times) available through spaCy, one
might choose an appropriate model according to
the size of the studied text. Since spaCy and our ex-
traction system are open sources registered through
the Python Package Index (PyPI), reproducibility
can easily be maintained by versions.

In addition, our extraction system achieves such
a speed improvement due to our systematic break-
down of handcrafted features into foundation and
derivation (see section 3.1.1). As depicted in Figure
4, designing the system so that derivation features
are built on top of foundation features reduced du-
plicate program calculation to a minimum. Once
a foundation feature is calculated, it is saved and
used by multiple derivation features. Indeed, the
total number of words does not have to be calcu-
lated twice for average word difficulty per word
and Flesch-Kincaid Grade Level.

4 Which applies to which? Task-Feature
Correlation Analysis

For handcrafted features to be generally useful to
the larger NLP community, it can be important to

provide researchers with a sense of which features
can be potentially good in their problem setup. This
section reports simple correlation analysis results
of our implemented features and four NLP tasks.

To the best of our knowledge, we chose the rep-
resentative dataset for each task. Table 7 reports
the Pearson correlation between the feature and the
dataset labels. We only report the top 10 features
and bottom ten features. The full result is available
in the Appendices. We used the CLEAR corpus’s
crowdsourced algorithm of reading comprehen-
sion score controlled for text length (CAREC_M)
for readability labels on 4724 instances (Crossley
et al., 2022). We used the ASAP dataset’s” do-
mainl_score on prompt 1 essays for student essay
scoring labels on 1783 instances. We used the
LIAR dataset for fake news labels on 10420 in-
stances (Wang, 2017). We used SemEval 2019
Task 5 dataset’s PS for binary hate speech labels
on 9000 instances (Basile et al., 2019).

Though limited, our preliminary correlation anal-
ysis reveals some interesting correlations that have
rarely been reported. For example, n_verb nega-
tively correlates with the difficulty of a text. But
there is much room to be explored. One utility
behind a large-scale feature extraction system like
ours is the ease of revealing novel correlations that
might not have been obvious.

Zwww.kaggle.com/c/asap-aes/data



Readability Assessment Essay Scoring

Fake News Detection Hate Speech Detection

CLEAR ASAP LIAR SemEval-2019 Task 5

Feature r Feature r Feature r Feature r

cole 0.716 t_uword 0.832  root_num_var 0.0996 n_sym 0.134
a_char_pw 0.716 t_char 0.820  corr_num_var 0.0996  a_sym_pw 0.109
a_syll_pw 0.709 t_syll 0.819  simp_num_var 0.0992  simp_det_var 0.107
t_syll2 0.700 rt_slow 0.807  a_num_pw 0.0962  root_det_var 0.102
smog 0.685 t_word 0.807  a_num_ps 0.0855  corr_det_var 0.102
a_kup_pw 0.643 rt_fast 0.807 t_n_ent_date 0.0811 t_punct 0.097
t_syll3 0.625 rt_average 0.807 n_unum 0.0810  n_usym 0.096
fogi 0.573 t_kup 0.806 a_n_ent_date_pw 0.0772  t_sent 0.094
a_noun_pw 0.545 t_bry 0.792  a_n_ent_date_ps 0.0763  a_sym_ps 0.091
fkgl 0.544 n_noun 0.779  t_n_ent_money 0.0738  root_pron_var 0.090
n_adv -0.376 a_subtlex_us_zipf_pw -0.295 n_upropn -0.0637 t_n_ent_date -0.085
t_stopword -0.378 simp_pron_var -0.307  a_syll_pw -0.0712  a_n_ent_pw -0.086
n_uverb -0.381 simp_part_var -0.366  root_propn_var -0.0719  a_n_ent_date_pw -0.088
simp_adp_var -0.462 simp_aux_var -0.399  corr_propn_var -0.0720  a_n_ent_gpe_pw -0.090
a_verb_pw -0.481 simp_cconj_var -0.438  a_propn_ps -0.0745  a_adp_pw -0.096
n_verb -0.508 simp_ttr -0.448  a_verb_pw -0.0775  simp_ttr_no_lem -0.122
n_upron -0.531 simp_ttr_no_lem -0.448  t_n_ent_person -0.0790  simp_ttr -0.122
a_pron_pw -0.649 simp_punct_var -0.519 a_n_ent_person_ps -0.0822  auto -0.156
n_pron -0.653 simp_det_var -0.530 a_n_ent_person_pw -0.0850 a_char_pw -0.167
fkre -0.687 simp_adp_var -0.533  a_propn_pw -0.0979  cole -0.174

Table 7: Task, dataset, and top 10 correlated features (reported both in the positive and negative direction). Under
our experimental setup, positive is more difficult in readability assessment. Positive is well-written in essay scoring.
Positive is more truthful in fake news detection. Positive is hateful in hate speech detection. We only report feature
keys due to space restrictions. The full correlation analysis and key-description pairs are available in the Appendices.

5 Conclusion

In this paper, we have reported our open-source,
large-scale handcrafted feature extraction system.
Though our extraction system covers a large set
of pre-implemented features, newer, task-specific
features are constantly developed. For example,
URLSs count is used for Twitter bot detection (Gilani
et al., 2017) and grammatical error count is used
for automated essay scoring (Attali and Burstein,
2006). These features, too, fall under our defini-
tion (Figure 2) of handcrafted linguistic features.
Our open-source script is easily expandable, mak-
ing creating a modified, research-specific version
of our extraction program more convenient. With
various foundation features to build from, our ex-
traction program will be a good starting point.

Another potential user group of our extraction
library is those looking to improve a neural or non-
neural model’s performance by incorporating more
features. Performance-wise, the breadth of linguis-
tic coverage is often as important as selection (Lee
et al., 2021; Yaneva et al., 2021; Klebanov and
Madnani, 2020; Horbach et al., 2013). Our current
work has various implemented features, and we
believe the extraction system can be a good starting

point for many research works.

Compared to other historically important code
artifacts like the Coh-Metrix (Graesser et al., 2004)
and L2 Syntactic Complexity Analyzer (Lu, 2017),
our extraction system is comparable or larger in
size. To the best of our knowledge, this research
is the first attempt to create a “general-purpose’
handcrafted feature extraction system. That is, we
wanted to build a system that can be widely used
across NLP tasks. To do so, we have considered
expandability and multilingualism from architec-
ture design. And such consideration is grounded
in the systematic categorization of popular hand-
crafted linguistic features into the attributes like
domain and family. With the open-source release
of our system, we hope that the current problems
in feature extraction practices (section 1) can be
alleviated.

l
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# | key | name | branch

1 t_word total_number_of_words wordsent

2 t_stopword total_number_of_stop_words wordsent

3 t_punct total_number_of_puntuations wordsent

4 t_syll total_number_of_syllables wordsent

5 t_syll2 total_number_of_words_more_than_two_syllables wordsent

6 t_syll3 total_number_of_words_more_than_three_syllables wordsent

7 t_uword total_number_of_unique_words wordsent

8 t_sent total_number_of_sentences wordsent

9 t_char total_number_of characters wordsent

10 | a_word_ps average_number_of_words_per_sentence avgwordsent
11 | a_char_ps average_number_of_characters_per_sentence avgwordsent
12 | a_char_pw average_number_of_characters_per_word avgwordsent
13 | a_syll_ps average_number_of_syllables_per_sentence avgwordsent
14 | a_syll_pw average_number_of_syllables_per_word avgwordsent
15 | a_stopword_ps average_number_of_stop_words_per_sentence avgwordsent
16 | a_stopword_pw average_number_of_stop_words_per_word avgwordsent
17 | t_kup total_kuperman_age_of_acquistion_of_words worddiff

18 | t_bry total_brysbaert_age_of acquistion_of_words worddiff

19 | t_subtlex_us_zipf total_subtlex_us_zipf_of_words worddiff

20 | a_kup_pw average_kuperman_age_of_acquistion_of words_per_word avgworddiff
21 | a_bry_pw average_brysbaert_age_of_acquistion_of_words_per_word avgworddiff
22 | a_kup_ps average_kuperman_age_of_acquistion_of words_per_sentence | avgworddiff
23 | a_bry_ps average_brysbaert_age_of_acquistion_of_words_per_sentence avgworddiff
24 | a_subtlex_us_zipf_pw | average_subtlex_us_zipf of words_per_word avgworddiff
25 | a_subtlex_us_zipf_ps average_subtlex_us_zipf_of_words_per_sentence avgworddiff
26 | t_n_ent total_number_of_named_entities entity

27 | t_n_ent_person total_number_of_named_entities_person entity

28 | t_n_ent_norp total_number_of_named_entities_norp entity

29 | t_n_ent_fac total_number_of_named_entities_fac entity

30 | t_n_ent_org total_number_of_named_entities_org entity

31 | t_n_ent_gpe total_number_of_named_entities_gpe entity

32 | t_n_ent_loc total_number_of_named_entities_loc entity

33 | t_n_ent_product total_number_of_named_entities_product entity

34 | t_n_ent_event total_number_of_named_entities_event entity

35 | t_n_ent_art total_number_of_named_entities_art entity

36 | t_n_ent_law total_number_of_named_entities_law entity

37 | t_n_ent_language total_number_of_named_entities_language entity

38 | t_n_ent_date total_number_of_named_entities_date entity

39 | t_n_ent_time total_number_of_named_entities_time entity

40 | t_n_ent_percent total_number_of_named_entities_percent entity

Table 8: Key, Name, and Branch. #1 ~ #40

A All implemented features

Our extraction software is named LFTK, and its cur-
rent version is 1.0.9. Tables 8, 9, 10, and 11 refer-
ence v.1.0.9. We only report linguistic family here
due to space restrictions. Though our feature de-
scription will be regularly updated at this address >
whenever there is a version update, we also put the
current version’s full feature table in our extraction
program. Through PyPI or GitHub, the published
version of our program is always retrievable.

B Feature correlations

Tables 12, 13, 14, and 15 report the full feature
correlations that are not reported in Table 7. We
3https://docs.google.com/spreadsheets/d/1uXtQ1ah00L9

cmHp2Hey0QcHb4bifJcQFLVYIVIAWWwQ/edit?
usp=sharing

12

have used spaCy’s en_core_web_sm model, and
the library version was 3.0.5. Pearson correlation
was calculated through the Pandas library, and its
version was 1.1.4. All versions reflect the most
recent updates in the respective libraries.



# | key | name | branch

41 t_n_ent_money total_number_of_named_entities_money entity

42 t_n_ent_quantity total_number_of_named_entities_quantity entity

43 t_n_ent_ordinal total_number_of_named_entities_ordinal entity

44 t_n_ent_cardinal total_number_of_named_entities_cardinal entity

45 a_n_ent_pw average_number_of_named_entities_per_word avgentity

46 a_n_ent_person_pw average_number_of_named_entities_person_per_word avgentity

47 a_n_ent_norp_pw average_number_of_named_entities_norp_per_word avgentity

48 a_n_ent_fac_pw average_number_of_named_entities_fac_per_word avgentity

49 a_n_ent_org_pw average_number_of_named_entities_org_per_word avgentity

50 a_n_ent_gpe_pw average_number_of_named_entities_gpe_per_word avgentity

51 a_n_ent_loc_pw average_number_of_named_entities_loc_per_word avgentity

52 a_n_ent_product_pw average_number_of named_entities_product_per_word avgentity

53 a_n_ent_event_pw average_number_of_named_entities_event_per_word avgentity

54 a_n_ent_art_pw average_number_of_named_entities_art_per_word avgentity

55 a_n_ent_law_pw average_number_of_named_entities_law_per_word avgentity

56 a_n_ent_language pw | average_number_of named_entities_language per_word avgentity

57 a_n_ent_date_pw average_number_of_named_entities_date_per_word avgentity

58 a_n_ent_time_pw average_number_of_named_entities_time_per_word avgentity

59 a_n_ent_percent_pw average_number_of_named_entities_percent_per_word avgentity

60 a_n_ent_money_pw average_number_of_named_entities_money_per_word avgentity

61 a_n_ent_quantity_pw average_number_of_named_entities_quantity_per_word avgentity

62 a_n_ent_ordinal_pw average_number_of_named_entities_ordinal_per_word avgentity

63 a_n_ent_cardinal_pw average_number_of_named_entities_cardinal_per_word avgentity

64 a_n_ent_ps average_number_of_named_entities_per_sentence avgentity

65 a_n_ent_person_ps average_number_of_named_entities_person_per_sentence avgentity

66 a_n_ent_norp_ps average_number_of named_entities_norp_per_sentence avgentity

67 a_n_ent_fac_ps average_number_of_named_entities_fac_per_sentence avgentity

68 a_n_ent_org_ps average_number_of_named_entities_org_per_sentence avgentity

69 a_n_ent_gpe_ps average_number_of_named_entities_gpe_per_sentence avgentity

70 a_n_ent_loc_ps average_number_of_named_entities_loc_per_sentence avgentity

71 a_n_ent_product_ps average_number_of_named_entities_product_per_sentence avgentity

72 a_n_ent_event_ps average_number_of_named_entities_event_per_sentence avgentity

73 a_n_ent_art_ps average_number_of_named_entities_art_per_sentence avgentity

74 a_n_ent_law_ps average_number_of_named_entities_law_per_sentence avgentity

75 a_n_ent_language_ps average_number_of_named_entities_language_per_sentence | avgentity

76 a_n_ent_date_ps average_number_of_named_entities_date_per_sentence avgentity

77 a_n_ent_time_ps average_number_of_named_entities_time_per_sentence avgentity

78 a_n_ent_percent_ps average_number_of_named_entities_percent_per_sentence avgentity

79 a_n_ent_money_ps average_number_of_named_entities_money_per_sentence avgentity

80 a_n_ent_quantity_ps average_number_of_named_entities_quantity_per_sentence | avgentity

81 a_n_ent_ordinal_ps average_number_of_named_entities_ordinal_per_sentence avgentity

82 a_n_ent_cardinal_ps average_number_of_named_entities_cardinal_per_sentence | avgentity

83 simp_adj_var simple_adjectives_variation lexicalvariation
84 simp_adp_var simple_adpositions_variation lexicalvariation
85 simp_adv_var simple_adverbs_variation lexicalvariation
86 simp_aux_var simple_auxiliaries_variation lexicalvariation
87 simp_cconj_var simple_coordinating_conjunctions_variation lexicalvariation
88 simp_det_var simple_determiners_variation lexicalvariation
89 simp_intj_var simple_interjections_variation lexicalvariation
90 simp_noun_var simple_nouns_variation lexicalvariation
91 simp_num_var simple_numerals_variation lexicalvariation
92 simp_part_var simple_particles_variation lexicalvariation
93 simp_pron_var simple_pronouns_variation lexicalvariation
94 simp_propn_var simple_proper_nouns_variation lexicalvariation
95 simp_punct_var simple_punctuations_variation lexicalvariation
96 simp_sconj_var simple_subordinating_conjunctions_variation lexicalvariation
97 simp_sym_var simple_symbols_variation lexicalvariation
98 simp_verb_var simple_verbs_variation lexicalvariation
99 simp_space_var simple_spaces_variation lexicalvariation
100 | root_adj_var root_adjectives_variation lexicalvariation

Table 9: Key, Name, and Branch. #41 ~ #100
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# | key | name | branch

101 | root_adp_var root_adpositions_variation lexicalvariation
102 | root_adv_var root_adverbs_variation lexicalvariation
103 | root_aux_var root_auxiliaries_variation lexicalvariation
104 | root_cconj_var root_coordinating_conjunctions_variation lexicalvariation
105 | root_det_var root_determiners_variation lexicalvariation
106 | root_intj_var root_interjections_variation lexicalvariation
107 | root_noun_var root_nouns_variation lexicalvariation
108 | root_num_var root_numerals_variation lexicalvariation
109 | root_part_var root_particles_variation lexicalvariation
110 | root_pron_var root_pronouns_variation lexicalvariation
111 | root_propn_var root_proper_nouns_variation lexicalvariation
112 | root_punct_var root_punctuations_variation lexicalvariation
113 | root_sconj_var root_subordinating_conjunctions_variation lexicalvariation
114 | root_sym_var root_symbols_variation lexicalvariation
115 | root_verb_var root_verbs_variation lexicalvariation
116 | root_space_var root_spaces_variation lexicalvariation
117 | corr_adj_var corrected_adjectives_variation lexicalvariation
118 | corr_adp_var corrected_adpositions_variation lexicalvariation
119 | corr_adv_var corrected_adverbs_variation lexicalvariation
120 | corr_aux_var corrected_auxiliaries_variation lexicalvariation
121 | corr_cconj_var corrected_coordinating_conjunctions_variation lexicalvariation
122 | corr_det_var corrected_determiners_variation lexicalvariation
123 | corr_intj_var corrected_interjections_variation lexicalvariation
124 | corr_noun_var corrected_nouns_variation lexicalvariation
125 | corr_num_var corrected_numerals_variation lexicalvariation
126 | corr_part_var corrected_particles_variation lexicalvariation
127 | corr_pron_var corrected_pronouns_variation lexicalvariation
128 | corr_propn_var corrected_proper_nouns_variation lexicalvariation
129 | corr_punct_var corrected_punctuations_variation lexicalvariation
130 | corr_sconj_var corrected_subordinating_conjunctions_variation | lexicalvariation
131 | corr_sym_var corrected_symbols_variation lexicalvariation
132 | corr_verb_var corrected_verbs_variation lexicalvariation
133 | corr_space_var corrected_spaces_variation lexicalvariation
134 | simp_ttr simple_type_token_ratio typetokenratio
135 | root_ttr root_type_token_ratio typetokenratio
136 | corr_ttr corrected_type_token_ratio typetokenratio
137 | bilog_ttr bilogarithmic_type_token_ratio typetokenratio
138 | uber_ttr uber_type_token_ratio typetokenratio
139 | simp_ttr_no_lem | simple_type_token_ratio_no_lemma typetokenratio
140 | root_ttr_no_lem root_type_token_ratio_no_lemma typetokenratio
141 | corr_ttr_no_lem corrected_type_token_ratio_no_lemma typetokenratio
142 | bilog_ttr_no_lem | bilogarithmic_type_token_ratio_no_lemma typetokenratio
143 | uber_ttr_no_lem | uber_type_token_ratio_no_lemma typetokenratio
144 | n_adj total_number_of_adjectives partofspeech
145 | n_adp total_number_of_adpositions partofspeech
146 | n_adv total_number_of_adverbs partofspeech
147 | n_aux total_number_of_auxiliaries partofspeech
148 | n_cconj total_number_of_coordinating_conjunctions partofspeech
149 | n_det total_number_of_determiners partofspeech
150 | n_intj total_number_of_interjections partofspeech
151 | n_noun total_number_of_nouns partofspeech
152 | n_num total_number_of numerals partofspeech
153 | n_part total_number_of_particles partofspeech
154 | n_pron total_number_of_pronouns partofspeech
155 | n_propn total_number_of_proper_nouns partofspeech
156 | n_punct total_number_of_punctuations partofspeech
157 | n_sconj total_number_of_subordinating_conjunctions partofspeech
158 | n_sym total_number_of_symbols partofspeech
159 | n_verb total_number_of_verbs partofspeech
160 | n_space total_number_of_spaces partofspeech

Table 10: Key, Name, and Branch. #101 ~ #160
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# | key name | branch

161 | n_uadj total_number_of_unique_adjectives partofspeech
162 | n_uadp total_number_of_unique_adpositions partofspeech
163 | n_uadv total_number_of_unique_adverbs partofspeech
164 | n_uaux total_number_of_unique_auxiliaries partofspeech
165 | n_ucconj total_number_of_unique_coordinating_conjunctions partofspeech
166 | n_udet total_number_of_unique_determiners partofspeech
167 | n_uintj total_number_of_unique_interjections partofspeech
168 | n_unoun total_number_of_unique_nouns partofspeech
169 | n_unum total_number_of_unique_numerals partofspeech
170 | n_upart total_number_of_unique_particles partofspeech

171 | n_upron total_number_of_unique_pronouns partofspeech
172 | n_upropn total_number_of_unique_proper_nouns partofspeech
173 | n_upunct total_number_of_unique_punctuations partofspeech
174 | n_usconj total_number_of_unique_subordinating_conjunctions partofspeech
175 | n_usym total_number_of_unique_symbols partofspeech
176 | n_uverb total_number_of_unique_verbs partofspeech
177 | n_uspace total_number_of_unique_spaces partofspeech
178 | a_adj_pw average_number_of_adjectives_per_word avgpartofspeech
179 | a_adp_pw average_number_of_adpositions_per_word avgpartofspeech
180 | a_adv_pw average_number_of_adverbs_per_word avgpartofspeech
181 | a_aux_pw average_number_of_auxiliaries_per_word avgpartofspeech
182 | a_cconj_pw | average_number_of_ coordinating_conjunctions_per_word avgpartofspeech
183 | a_det_pw average_number_of_determiners_per_word avgpartofspeech
184 | a_intj_pw average_number_of_interjections_per_word avgpartofspeech
185 | a_noun_pw average_number_of_nouns_per_word avgpartofspeech
186 | a_num_pw average_number_of_numerals_per_word avgpartofspeech
187 | a_part_pw average_number_of_particles_per_word avgpartofspeech
188 | a_pron_pw average_number_of_pronouns_per_word avgpartofspeech
189 | a_propn_pw | average number_of_ proper_nouns_per_word avgpartofspeech
190 | a_punct_pw | average _number_of_punctuations_per_word avgpartofspeech
191 | a_sconj_pw | average number_of subordinating_conjunctions_per_word avgpartofspeech
192 | a_sym_pw average_number_of_symbols_per_word avgpartofspeech
193 | a_verb_pw average_number_of_verbs_per_word avgpartofspeech
194 | a_space_pw | average_number_of_spaces_per_word avgpartofspeech
195 | a_adj_ps average_number_of_adjectives_per_sentence avgpartofspeech
196 | a_adp_ps average_number_of_adpositions_per_sentence avgpartofspeech
197 | a_adv_ps average_number_of_adverbs_per_sentence avgpartofspeech
198 | a_aux_ps average_number_of_auxiliaries_per_sentence avgpartofspeech
199 | a_cconj_ps average_number_of_coordinating_conjunctions_per_sentence avgpartofspeech
200 | a_det_ps average_number_of_determiners_per_sentence avgpartofspeech
201 | a_intj_ps average_number_of_interjections_per_sentence avgpartofspeech
202 | a_noun_ps average_number_of_nouns_per_sentence avgpartofspeech
203 | a_num_ps average_number_of _numerals_per_sentence avgpartofspeech
204 | a_part_ps average_number_of_particles_per_sentence avgpartofspeech
205 | a_pron_ps average_number_of_pronouns_per_sentence avgpartofspeech
206 | a_propn_ps | average_number_of_proper_nouns_per_sentence avgpartofspeech
207 | a_punct_ps average_number_of_punctuations_per_sentence avgpartofspeech
208 | a_sconj_ps average_number_of_subordinating_conjunctions_per_sentence | avgpartofspeech
209 | a_sym_ps average_number_of_symbols_per_sentence avgpartofspeech
210 | a_verb_ps average_number_of_verbs_per_sentence avgpartofspeech
211 | a_space_ps average_number_of_spaces_per_sentence avgpartofspeech
212 | fkre flesch_kincaid_reading_ease readformula

213 | ftkgl flesch_kincaid_grade_level readformula
214 | fogi gunning_fog_index readformula

215 | smog smog_index readformula

216 | cole coleman_liau_index readformula

217 | auto automated_readability_index readformula

218 | rt_fast reading_time_for_fast_readers readtimeformula
219 | rt_average reading_time_for_average_readers readtimeformula
220 | rt_slow reading_time_for_slow_readers readtimeformula

Table 11: Key, Name, and Branch. #161 ~ #220
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Feature r Feature r Feature r Feature r

cole 0.716  t_uword 0.832  root_num_var 0.100 n_sym 0.134
a_char_pw 0.716  t_char 0.820  corr_num_var 0.100 a_sym_pw 0.109
a_syll_pw 0.709  t_syll 0.819  simp_num_var 0.099  simp_det_var 0.107
t_syll2 0.700  rt_slow 0.807 a_num_pw 0.096  root_det_var 0.102
smog 0.685 t_word 0.807 a_num_ps 0.086  corr_det_var 0.102
a_kup_pw 0.643  rt_fast 0.807  t_n_ent_date 0.081 t_punct 0.097
t_syll3 0.625 rt_average 0.807 n_unum 0.081 n_usym 0.096
fogi 0.573  t_kup 0.806 a_n_ent_date_pw 0.077  t_sent 0.094
a_noun_pw 0.545 t_bry 0.792  a_n_ent_date_ps 0.076  a_sym_ps 0.091
fkgl 0.544 n_noun 0.779  t_n_ent_money 0.074  root_pron_var 0.090
t_syll 0.527  t_subtlex_us_zipf 0.770  t_n_ent_percent 0.074  corr_pron_var 0.090
a_noun_ps 0.511 n_unoun 0.752 a_adj_ps 0.073  n_pron 0.083
auto 0.498 n_uverb 0.749  a_n_ent_money_pw 0.073  simp_pron_var  0.080
a_bry_pw 0.495 n_punct 0.740 a_n_ent_percent_pw 0.073 n_upron 0.080
a_syll_ps 0.475  t_syll2 0.739 n_adj 0.071  n_verb 0.078
n_noun 0.454  t_punct 0.738 n_uadj 0.070  rt_fast 0.078
simp_pron_var 0.443  t_stopword 0.731 a_n_ent_money_ps 0.070 t_word 0.078
t_kup 0.442 n_adp 0.727 a_n_ent_percent_ps 0.070 rt_average 0.078
a_char_ps 0.429  n_verb 0.720  n_num 0.069  rt_slow 0.078
a_kup_ps 0.421 n_uadj 0.705  root_adj_var 0.069 n_udet 0.078
a_det_ps 0.420  root_ttr 0.696  corr_adj_var 0.069  corr_aux_var 0.075
a_det_pw 0.419 root_ttr_no_lem 0.696 a_stopword_pw 0.068  root_aux_var 0.075
t_char 0.416 corr_ttr_no_lem 0.696 a_n_ent cardinal_pw 0.066 n_uaux 0.074
a_adp_pw 0.411 corr_ttr 0.696  simp_sconj_var 0.064 n_uverb 0.073
a_adj_ps 0.403 t_sent 0.693  root_sconj_var 0.064 a_det_pw 0.073
n_unoun 0.392 n_det 0.684  corr_sconj_var 0.064  root_verb_var 0.072
a_adp_ps 0.382  n_adj 0.678 a_n_ent_cardinal_ps 0.062  corr_verb_var 0.072
a_bry_ps 0.374 n_uadv 0.675 a_sconj_pw 0.062  simp_aux_var 0.066
a_adj_pw 0.366 n_uadp 0.667  t_stopword 0.061  corr_sym_var 0.066
n_det 0.340  corr_adj_var 0.651 a_adj_pw 0.061  root_sym_var 0.066
n_adp 0.332  root_adj_var 0.651 n_usconj 0.059 n_aux 0.066
n_adj 0.309 root_adv_var 0.634 t_n_ent_cardinal 0.059  fkre 0.064
n_uadj 0.305  corr_adv_var 0.634  a_stopword_ps 0.058 t_sylI3 0.064
a_word_ps 0.289 n_adv 0.634  fkre 0.058  t_subtlex_us_zipf 0.064
t_bry 0.268 root_noun_var  0.625 n_sconj 0.058 t_uword 0.062
corr_adj_var 0.261  corr_noun_var  0.625 a_sconj_ps 0.057  t_stopword 0.061
root_adj_var 0.261  root_verb_var 0.617  simp_adj_var 0.052  t_syll 0.061
root_noun_var 0.243  corr_verb_var 0.617 root_noun_var 0.051 n_adv 0.058
corr_noun_var 0.243 n_aux 0.606  corr_noun_var 0.051 n_det 0.058
a_subtlex_us_zipf_ps 0.236  t_syll3 0.575 n_adp 0.050 n_uadv 0.056
simp_verb_var 0.235 n_upron 0.574  simp_adv_var 0.049  corr_adv_var 0.054
a_n_ent_norp_ps 0.226  n_udet 0.543  corr_adv_var 0.047  root_adv_var 0.054
a_n_ent_ps 0.212  n_cconj 0.530 root_adv_var 0.047 root_noun_var  0.050
a_n_ent_org_ps 0.208 n_pron 0.491 n_noun 0.043  corr_noun_var  0.050
a_aux_ps 0.204  t_n_ent 0.487 a_adp_ps 0.043 n_noun 0.049
a_n_ent_norp_pw 0.201  n_part 0.483  t_subtlex_us_zipf 0.042  corr_ttr 0.048
t_n_ent_norp 0.196  n_upropn 0.469 a_noun_ps 0.042  corr_ttr_no_lem 0.048
simp_adv_var 0.195 root_propn_var 0.466 t_kup 0.042  root_ttr 0.048
a_n_ent_gpe_ps 0.191 corr_propn_var 0.466 t_n_ent 0.042 root_ttr_no_lem 0.048
simp_ttr_no_lem 0.180  n_uaux 0.450 n_det 0.040  a_pron_pw 0.046
simp_ttr 0.180  n_upunct 0.449 n_uadv 0.040 a_pron_ps 0.044
a_stopword_ps 0.180  n_propn 0.430 n_unoun 0.040 simp_sym_var  0.043
simp_punct_var 0.177  n_usconj 0.387 n_adv 0.039  simp_adv_var 0.042
n_udet 0.171  n_sconj 0.353 a_n_ent_ps 0.038  simp_intj_var 0.042
a_propn_ps 0.168  t_n_ent_org 0.334  t_bry 0.038  a_det_ps 0.041
a_n_ent_cardinal_ps 0.165 smog 0.332  root_adp_var 0.038 t_n_ent_loc 0.040
a_num_ps 0.160  n_upart 0.331  corr_adp_var 0.038  root_intj_var 0.040
uber_ttr 0.154 a_punct_ps 0.328 n_uadp 0.037  corr_intj_var 0.040
uber_ttr_no_lem 0.154  t_n_ent_date 0.327  a_subtlex_us_zipf_ps 0.037 n_unoun 0.038
root_propn_var 0.151 a_punct_pw 0.325 a_kup_ps 0.037 n_propn 0.037

Table 12: Task, dataset, and correlated features. Part 1.
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Feature

corr_propn_var
bilog_ttr
bilog_ttr_no_lem
simp_propn_var
a_punct_ps
a_n_ent_gpe_pw
a_n_ent_org_pw
a_n_ent_loc_ps
n_upropn
t_n_ent_gpe
a_cconj_ps
t_n_ent_org

a_n_ent_cardinal_pw

a_n_ent_loc_pw
corr_sym_var
root_sym_var
simp_sym_var
t_n_ent_loc
n_unum
t_n_ent_cardinal
simp_cconj_var
n_usym
corr_cconj_var
root_cconj_var
a_num_pw
corr_ttr_no_lem
corr_ttr
root_ttr_no_lem
root_ttr
corr_num_var
root_num_var
a_n_ent_money_pw
a_n_ent_percent_pw
simp_part_var
a_n_ent_pw
t_n_ent_percent
t_n_ent_money
a_n_ent_percent_ps
a_n_ent_money_ps
n_num

a_n_ent_language_ps

a_sym_ps
a_sym_pw
a_n_ent_event_ps
a_n_ent_law_pw
n_sym
a_n_ent_quantity_ps
a_n_ent_law_ps
t_n_ent_law
a_n_ent_date_ps

a_n_ent_language_pw

t_n_ent_language
a_sconj_ps
a_n_ent_event_pw

a_n_ent_quantity_pw

t_n_ent_quantity
t_n_ent_event
a_verb_ps

t_n_ent
a_n_ent_product_ps

T

0.151
0.147
0.147
0.147
0.145
0.142
0.140
0.140
0.134
0.132
0.129
0.127
0.115
0.108
0.105
0.105
0.104
0.101
0.101
0.099
0.099
0.098
0.095
0.095
0.093
0.090
0.090
0.090
0.090
0.088
0.088
0.084
0.084
0.083
0.082
0.082
0.082
0.081
0.081
0.075
0.073
0.072
0.071
0.071
0.068
0.068
0.068
0.067
0.065
0.064
0.060
0.058
0.057
0.057
0.056
0.054
0.054
0.052
0.052
0.046

Feature

n_ucconj
n_unum

n_num
corr_num_var
root_num_var
corr_pron_var
root_pron_var
t_n_ent_cardinal
a_char_pw

cole
t_n_ent_person
a_syll_pw
t_n_ent_gpe
a_n_ent_pw
corr_sconj_var
root_sconj_var
simp_num_var
t_n_ent_time
a_propn_pw
a_n_ent_org_pw
a_n_ent_ps
a_n_ent_person_ps
a_n_ent_person_pw
corr_adp_var
root_adp_var
a_adv_pw
a_n_ent_org_ps
simp_propn_var
a_n_ent_date_pw
a_n_ent_date_ps
a_propn_ps
a_kup_pw
a_n_ent_time_pw
a_n_ent_gpe_pw
t_n_ent_quantity

a_n_ent_cardinal_pw

a_num_pw
n_uintj

n_intj
a_n_ent_time_ps
a_adp_pw
coIr_aux_var
root_aux_var
t_n_ent_percent
t_n_ent_money
a_n_ent_cardinal_ps
corr_intj_var
root_intj_var
a_n_ent_gpe_ps
uber_ttr
uber_ttr_no_lem
a_det_pw

a_n_ent_quantity_pw

a_n_ent_percent_pw
a_n_ent_money_pw
a_n_ent_percent_ps
a_n_ent_money_ps
a_n_ent_quantity_ps
simp_intj_var
a_num_ps

T

0320

0.297
0.290
0.283
0.283
0.258
0.258
0.250
0.242
0.228
0.228
0.223
0.214
0.207
0.205
0.205
0.202
0.191
0.183
0.166
0.166
0.164
0.153
0.146
0.146
0.145
0.143
0.143
0.142
0.138
0.125
0.111
0.101
0.094
0.091
0.090
0.088
0.088
0.088
0.084
0.082
0.081
0.081
0.080
0.080
0.080
0.077
0.077
0.075
0.070
0.070
0.068
0.068
0.067
0.067
0.067
0.067
0.065
0.065
0.058

Feature

corr_punct_var
root_punct_var
a_det_ps
n_upunct
a_adv_ps
a_adv_pw

a_subtlex_us_zipf_pw

t_uword
a_word_ps
a_n_ent_ordinal_ps
corr_ttr
corr_ttr_no_lem
root_ttr
root_ttr_no_lem
rt_average
rt_slow
a_bry_ps
t_word

rt_fast
t_n_ent_gpe
a_noun_pw
t_n_ent_ordinal
n_udet

t_punct

n_cconj
n_punct
n_ucconj
a_n_ent_gpe_ps
corr_cconj_var
root_cconj_var
a_adp_pw
a_det_pw
a_n_ent_ordinal_pw
root_det_var
corr_det_var
simp_cconj_var
a_punct_ps
a_kup_pw
a_n_ent_pw
t_char
a_cconj_ps
a_n_ent_gpe_pw
t_sent
simp_adp_var
simp_noun_var

a_n_ent_quantity_pw

a_char_ps

t_syll
simp_det_var
a_cconj_pw
a_n_ent_quantity_ps
a_bry_pw
t_n_ent_norp
n_pron
t_n_ent_quantity
a_n_ent_loc_ps
a_pron_ps
a_n_ent_event_ps
a_n_ent_norp_ps
t_n_ent_event

T

0.036
0.036
0.036
0.036
0.036
0.034
0.033
0.032
0.031
0.031
0.031
0.031
0.031
0.031
0.031
0.031
0.031
0.031
0.031
0.030
0.029
0.028
0.028
0.027
0.026
0.026
0.026
0.025
0.025
0.025
0.024
0.024
0.024
0.024
0.024
0.023
0.023
0.023
0.023
0.023
0.021
0.020
0.019
0.018
0.016
0.015
0.014
0.014
0.014
0.014
0.012
0.012
0.011
0.010
0.010
0.009
0.008
0.008
0.008
0.008

Feature

a_aux_ps
n_upropn
n_uintj
a_aux_pw

T

0.035
0.035
0.035
0.034

a_subtlex_us_zipf pw 0.032

t_n_ent_product
t_kup
root_part_var
corr_part_var
n_upart

t_bry

n_punct
simp_part_var
n_intj
a_verb_pw
n_usconj
n_sconj
corr_sconj_var
root_sconj_var
a_verb_ps
a_stopword_pw
simp_sconj_var
simp_cconj_var
n_part

t_syll2
simp_verb_var
t_char
simp_adj_var
t_n_ent_org
a_n_ent_loc_ps
root_cconj_var
corr_cconj_var
a_intj_ps
t_n_ent_art
corr_adj_var
root_adj_var
a_n_ent_loc_pw
a_adv_ps
a_n_ent_product_pw
root_propn_var
corr_propn_var
a_adv_pw
n_space
simp_noun_var
n_adj
a_sconj_ps
smog

n_ucconj
a_stopword_ps
a_sconj_pw
a_n_ent_product_ps
n_uadj
t_n_ent_norp

a_subtlex_us_zipf_ps

a_noun_pw
a_n_ent_art_pw
uber_ttr
uber_ttr_no_lem
t_n_ent_ordinal
t_n_ent_money

0.031
0.030
0.029
0.029
0.029
0.029
0.028
0.027
0.027
0.026
0.026
0.026
0.026
0.026
0.026
0.025
0.025
0.024
0.024
0.024
0.024
0.023
0.022
0.021
0.020
0.019
0.019
0.019
0.018
0.018
0.018
0.018
0.017
0.017
0.015
0.015
0.014
0.014
0.014
0.013
0.013
0.012
0.012
0.012
0.012
0.011
0.010
0.008
0.008
0.008
0.007
0.007
0.007
0.007
0.006
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Feature r Feature r Feature r Feature r

a_propn_pw 0.044  t_n_ent_loc 0.056 n_aux 0.007  t_n_ent_percent 0.006
n_ucconj 0.042  t_n_ent_product 0.049  root_pron_var 0.007  a_punct_pw 0.005
a_n_ent_ordinal_ps 0.041 t_n_ent_fac 0.048  corr_pron_var 0.007  a_noun_ps 0.005
root_punct_var 0.038  root_sym_var 0.034  a_n_ent_time_ps 0.006  n_cconj 0.003
corr_punct_var 0.038  corr_sym_var 0.034  n_upron 0.006 t_n_ent 0.003
simp_num_var 0.032  simp_sym_var 0.034  a_n_ent_loc_pw 0.005 a_n_ent_art_ps 0.001
a_n_ent_product_pw 0.031 n_usym 0.034  simp_pron_var 0.005 a_n_ent_percent_ps  0.001
t_n_ent_product 0.030 a_adj_pw 0.030 t_n_ent_loc 0.005 a_n_ent_money_ps 0.001
a_n_ent_fac_ps 0.024  root_det_var 0.028  a_n_ent_event_pw 0.005 a_word_ps 0.001
a_n_ent_art_ps 0.023  corr_det_var 0.028 t_n_ent_time 0.002  a_n_ent_ordinal_ps -0.001
a_n_ent_fac_pw 0.019 t_n_ent_art 0.028  n_space 0.002  a_n_ent_percent_pw -0.002
t_n_ent_fac 0.016  a_n_ent_loc_pw 0.026  a_syll_ps 0.002 a_n_ent_money_pw -0.002
n_propn 0.015  t_n_ent_norp 0.025  a_punct_pw 0.002  a_intj_pw -0.002
simp_space_var 0.009 n_sym 0.021 uber_ttr_no_lem 0.001 a_n_ent_law_ps -0.005
a_n_ent_ordinal_pw 0.005 a_n_ent_product_pw 0.020  uber_ttr 0.001 n_upunct -0.006
corr_det_var 0.001 simp_space_var 0.019  a_n_ent_time_pw 0.001 t_n_ent_law -0.006
root_det_var 0.001 corr_space_var 0.019  simp_sym_var 0.001 a_cconj_pw -0.007
a_n_ent_art_pw -0.002  root_space_var 0.019  simp_aux_var 0.000 a_n_ent_fac_pw -0.007
t_n_ent_ordinal -0.005 t_n_ent_ordinal 0.019  a_n_ent_norp_pw 0.000 a_space_ps -0.008
t_n_ent_art -0.009  a_noun_pw 0.019  root_sym_var 0.000 a_n_ent_law_pw -0.008
t_uword -0.010  a_n_ent_loc_ps 0.017  corr_sym_var 0.000  simp_propn_var -0.008
a_n_ent_date_pw -0.013  a_bry_pw 0.016  a_pron_pw -0.001 t_n_ent fac -0.008
a_part_ps -0.016  n_uspace 0.015 simp_punct_var -0.001  simp_punct_var -0.009
a_aux_pw -0.022  a_adv_ps 0.011 a_n_ent_language_pw -0.002  corr_punct_var -0.009
t_n_ent_date -0.025 a_n_ent_fac_pw 0.010  n_usym -0.003  root_punct_var -0.009
a_adv_ps -0.033 t_n_ent_event 0.008 root_aux_var -0.003  a_space_pw -0.009
simp_adj_var -0.035 a_n_ent_norp_ps 0.006  corr_aux_var -0.003  a_n_ent_quantity_ps -0.009
a_cconj_pw -0.054 n_space 0.004 n_sym -0.003  t_n_ent_quantity -0.010
simp_noun_var -0.063 a_n_ent_product_ps 0.004 a_aux_ps -0.003 a_n_ent_event_pw -0.010
root_space_var -0.072  a_n_ent_norp_pw 0.004  n_uspace -0.003  n_uspace -0.010
corr_space_var -0.072  a_n_ent_event_ps 0.001 a_sym_pw -0.003  a_n_ent_quantity_pw -0.011
a_sconj_pw -0.073 a_n_ent_event_pw -0.001 t_n_ent_language -0.004 a_n_ent_fac_ps -0.011
n_aux -0.081  a_space_pw -0.001 n_uaux -0.005 a_part_ps -0.011
simp_sconj_var -0.088  a_space_ps -0.007 a_sym_ps -0.005 a_n_ent_time_ps -0.012
a_n_ent_time_ps -0.091 a_n_ent_fac_ps -0.015  t_n_ent_product -0.005 a_n_ent_event_ps -0.012
n_sconj -0.096  fogi -0.021 a_n_ent_language_ps -0.006 simp_adp_var -0.013
n_cconj -0.104  a_sym_pw -0.023  a_n_ent_product_ps -0.007 a_punct_ps -0.013
n_upunct -0.115  a_sym_ps -0.026  auto -0.008 t_n_ent_event -0.013
n_usconj -0.120  a_n_ent_art_pw -0.030  a_space_pw -0.009 a_n_ent_ordinal_pw -0.014
root_part_var -0.128  fkgl -0.032  a_n_ent_fac_pw -0.009 a_adj_ps -0.014
corr_part_var -0.128  simp_adj_var -0.033 a_n_ent_fac_ps -0.009  a_kup_ps -0.015
n_uadp -0.129  auto -0.038  simp_verb_var -0.010  a_cconj_ps -0.015
root_sconj_var -0.129  a_adj_ps -0.040 t_n_ent_fac -0.010  a_kup_pw -0.016
corr_sconj_var -0.129  corr_punct_var -0.053  root_space_var -0.011 t_n_ent_cardinal -0.016
a_n_ent_person_ps -0.140  root_punct_var -0.053  corr_space_var -0.011  corr_space_var -0.019
a_n_ent_time_pw -0.145 a_n_ent_art_ps -0.054  t_syll3 -0.011  root_space_var -0.019
t_n_ent_time -0.152  a_intj_pw -0.057 a_n_ent_law_ps -0.012  a_part_pw -0.019
simp_det_var -0.154  a_det_ps -0.064 a_n_ent_art_ps -0.012  a_adj_pw -0.019
corr_verb_var -0.195  a_part_pw -0.065 a_aux_pw -0.012  a_n_ent_time_pw -0.021
root_verb_var -0.195  a_adp_ps -0.065 a_n_ent_product_pw -0.013 root_adp_var -0.021
n_uspace -0.197  a_syll_ps -0.071  n_uintj -0.013  corr_adp_var -0.021
root_pron_var -0.201  a_intj_ps -0.074  a_n_ent_law_pw -0.013  a_syll_ps -0.021
corr_pron_var -0.201  fkre -0.075  simp_intj_var -0.013  a_bry_ps -0.022
a_subtlex_us_zipf_pw -0.211 a_char_ps -0.076  corr_intj_var -0.013  a_n_ent_norp_ps -0.022
rt_average -0.214  root_part_var -0.091  root_intj_var -0.013  t_n_ent_time -0.022
rt_slow -0.214  corr_part_var -0.091 n_intj -0.013  simp_space_var -0.024
t_word -0.214  a_noun_ps -0.096 t_n_ent_art -0.013  n_uadp -0.025
rt_fast -0.214  a_kup_ps -0.096 t_n_ent_law -0.014  a_n_ent_norp_pw -0.031
a_intj_ps -0.214  simp_adv_var -0.103  t_syll2 -0.015 a_n_ent_org_ps -0.032
simp_aux_var -0.214  a_bry_ps -0.110  a_space_ps -0.016  a_n_ent_language_pw -0.033

Table 14: Task, dataset, and correlated features. Part 3.
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Feature r Feature r Feature r Feature r

a_space_ps -0.236  a_n_ent_ordinal_pw -0.112  simp_space_var -0.016 n_adp -0.034
a_intj_pw -0.245 a_word_ps -0.115 smog -0.017  t_n_ent_language -0.034
n_intj -0.247 a_n_ent_ordinal_ps -0.118 a_n_ent_art_pw -0.019 a_n_ent_org_pw -0.035
a_part_pw -0.250  a_part_ps -0.118  a_intj_pw -0.019  a_bry_pw -0.035
a_n_ent_person_pw -0.257  a_cconj_pw -0.133  a_intj_ps -0.022  a_n_ent_language_ps -0.035
simp_intj_var -0.263  bilog_ttr_no_lem -0.144  fogi -0.026  a_propn_ps -0.037
corr_adv_var -0.266  bilog_ttr -0.144  fkgl -0.030 a_n_ent_cardinal_ps -0.039
root_adv_var -0.266  simp_sconj_var -0.149  t_n_ent_org -0.032  t_n_ent_person -0.040
n_uingj -0.267  a_subtlex_us_zipf_ps -0.157 n_verb -0.036  t_n_ent_gpe -0.044
t_n_ent_person -0.269  root_cconj_var -0.158 a_n_ent_org_ps -0.040  a_n_ent_cardinal_pw -0.045
a_space_pw -0.275  corr_cconj_var -0.158 cole -0.040 n_num -0.047
root_intj_var -0.278  simp_noun_var -0.159 root_verb_var -0.041  simp_num_var -0.047
corr_intj_var -0.278 a_verb_ps -0.162  corr_verb_var -0.041 n_unum -0.048
n_space -0.283  a_stopword_ps -0.166  simp_propn_var -0.043  corr_num_var -0.050
n_part -0.284  a_aux_pw -0.176  n_uverb -0.044  root_num_var -0.050
n_upart -0.286  a_cconj_ps -0.177  n_upart -0.046  a_propn_pw -0.051
a_punct_pw -0.287  a_sconj_pw -0.186  n_part -0.046  fogi -0.053
a_stopword_pw -0.288  a_aux_ps -0.192  a_verb_ps -0.047  fkgl -0.055
t_punct -0.290  a_pron_ps -0.201  corr_part_var -0.049 a_n_ent_person_pw -0.058
n_uaux -0.292  a_sconj_ps -0.203  root_part_var -0.049  a_char_ps -0.061
n_punct -0.301  simp_verb_var -0.204  simp_part_var -0.050 a_n_ent_ps -0.062
COIT_aux_var -0.308 a_pron_pw -0.209 a_n_ent_org_pw -0.051 a_n_ent_person_ps -0.062
root_aux_var -0.308 a_verb_pw -0.220  a_part_ps -0.052  a_syll_pw -0.066
a_pron_ps -0.319  a_stopword_pw -0.236  a_char_pw -0.055 a_num_ps -0.070
n_uadv -0.333  a_subtlex_us_zipf_pw -0.295 n_propn -0.057 a_adp_ps -0.073
t_subtlex_us_zipf -0.334  simp_pron_var -0.307 bilog_ttr_no_lem -0.059 a_n_ent_date_ps -0.074
a_adv_pw -0.338  simp_part_var -0.366  bilog_ttr -0.059 a_n_ent_gpe_ps -0.074
t_sent -0.339  simp_aux_var -0.399  simp_ttr -0.059  a_num_pw -0.080
corr_adp_var -0.359  simp_cconj_var -0.438  simp_ttr_no_lem  -0.059  bilog_ttr_no_lem -0.083
root_adp_var -0.359  simp_ttr -0.448  a_part_pw -0.060  bilog_ttr -0.083
n_adv -0.376  simp_ttr_no_lem -0.448  n_upropn -0.064 t_n_ent_date -0.085
t_stopword -0.378  simp_punct_var -0.519  a_syll_pw -0.071 a_n_ent_pw -0.086
n_uverb -0.381  simp_det_var -0.530  root_propn_var -0.072  a_n_ent_date_pw -0.088
simp_adp_var -0.462  simp_adp_var -0.533  corr_propn_var -0.072  a_n_ent_gpe_pw -0.090
a_verb_pw -0.481 a_propn_ps -0.074  a_adp_pw -0.096
n_verb -0.508 a_verb_pw -0.077  simp_ttr_no_lem -0.122
n_upron -0.531 t_n_ent_person -0.079  simp_ttr -0.122
a_pron_pw -0.649 a_n_ent_person_ps -0.082 auto -0.156
n_pron -0.653 a_n_ent_person_pw -0.085 a_char_pw -0.167
fkre -0.687 a_propn_pw -0.098  cole -0.174

Table 15: Task, dataset, and correlated features. Part 4.

19



Improving Mathematics Tutoring With A Code Scratchpad
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Abstract

Large language models can solve reasoning
tasks (like math problems) more effectively
when they are allowed to generate rationales.
However, a good tutoring system should not
just generate solutions, but should also gener-
ate explanations and should be able to correct
and guide students. We show that providing a
code scratchpad improves performance on each
tutoring step with a gradeschool mathematics
dataset. On these tutoring tasks, GPT-3 models
provided with a code scratchpad significantly
outperform those given only a language scratch-
pad (77.7% vs 48.7% cumulative accuracy).

1 Introduction

Intelligent Tutoring Systems (ITS) are known to
be effective aids to learning, but are currently diffi-
cult and time consuming to create. Such systems
can aid learning significantly despite limitations,
improving student performance with a median im-
provement of 0.66 standard deviations (Kulik and
Fletcher, 2016). However, many notable ITS (for
example (Chaudhri et al., 2013)) have been lim-
ited due to the time-intensive and costly processes
required to create them. Previous work on ITS
has typically focused on rule-based methods. To
the degree that large language models (LL.Ms) are
used, it has been to generate additional rules for
such systems. Recently, advances in natural lan-
guage processing have pointed at the possibility of
using LL.Ms as tutoring systems, most notably 1)
the success of large language models in math world
problem solving due to rationale generation (Ra-
jani et al., 2019; Nye et al., 2021; Wei et al., 2022)
and 2) the improved alignment of dialogue agents
such as ChatGPT and Sparrow (Glaese et al., 2022).
We conduct a feasibility study on the application
of LLMs to tutoring in the context of mathematics
at an elementary school level by investigating their
performance on the tasks required by an ITS (see
Figure 1).
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etan@withmartian.com

Chris Callison-Burch
University of Pennsylvania
ccb@upenn. edu

Model

Student

Is it this?: 114/(154+57)

Model Scratch Pad

def correct_solution():

total_days = 154 + 57
total_money = 325 + 114

money_per_day = 114 / 57
return money_per_day

Figure 1: We evaluate the performance of two GPT-3
models on the sub-tasks present in an intelligent tutoring
system, providing one with a text-only scratchpad and
the other with a code scratchpad.

Our contributions are the following:

* We evaluate LLMs on the tasks present in an
ITS by proving a mapping between the sub-
tasks in an ITS and tasks which can be done
by an LLLM. Using this, we show that GPT-3
with a text-only scratchpad has a significant
error rate when acting as a domain model and
tutoring model.

* We show that using a code scratchpad instead
of text-only ameliorates the errors in acting as
a tutoring model. Combined with improved
ability to solve math problems, this means
GPT-3 makes a significantly better tutor with a
code scratchpad (77.7% vs 48.7% cumulative
accuracy on ITS sub-tasks).

Proceedings of the 18th Workshop on Innovative Use of NLP for Building Educational Applications (BEA 2023), pages 20-28
July 13, 2023 (©)2023 Association for Computational Linguistics



2 Related Work & Background

Early uses of NLP in ITS involved the use of
knowledge-based and rule-based systems (Hartley
and Sleeman, 1973). Such systems have shown
to be pedagogically effective (Kulik and Fletcher,
2016), and as such they continue to constitute the
majority of ITS today. Teaching and interacting
with the student in an ITS takes place through
some fixed set of interactions, often mediated by
extracting keywords from user utterances or as
goal-oriented dialogue systems. This tends to be
the case in both knowledge-based ITS (Piramuthu,
2005; Chaudhri et al., 2013), and in rule-based sys-
tems (Jarvis et al., 2004; Stamper, 2006). For open-
ended domains, Named Entity Recognition (NER)
has been used to determine whether a student’s
open-ended response meets a set of constraints
(Dzikovska et al., 2007). Techniques from NLP
have also been used more selectively to implement
features in these systems, such as machine transla-
tion for language learning (Moghrabi, 1998) and
Automatic Speech Recognition (ASR) for audio-
based tutors (Ward et al., 2011; Pradhan et al.,
2016).

However, newer techniques such as LLMs have
not found extensive use in implementing tutoring
systems. This is despite the success of generative
models such as GPT-3 (Brown et al., 2020) and
PALM (Chowdhery et al., 2022) across a wide vari-
ety of tasks, the improvement in dialogue systems
stemming from alignment as seen in models like
ChatGPT and Sparrow (Glaese et al., 2022), and
the success of LLMs (especially those that generate
code) in the related domain of Math Word Problem
Solving (Li et al., 2022; Gao et al., 2022). Much
of the work on LLMs in education has focused on
question generation as opposed to intelligent tu-
toring systems, for example (Dugan et al., 2022)
for flashcard generation or (Sarsa et al., 2022) for
programming exercises.

This may be the result of the difficulty in evalu-
ating the quality of generations from LLMs, espe-
cially explanations for the answers that they give,
as noted in (Lewkowycz et al., 2022). In this paper,
we evaluate the ability of LLMs to serve as tutors,
focusing on the evaluation of generated explana-
tions and corrections.

3 Methodology

Intelligent Tutoring System. In order to evaluate
the suitability of large language and code models
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to tutoring, we test how well those models do in the
sub-tasks typically present in Intelligent Tutoring
Systems.

Intelligent tutoring systems are typically com-
posed of four components (Nkambou et al., 2010):
the domain model, student model, tutoring model,
and user interface model. The domain model con-
sists of the actions and correct steps required to
solve a problem. For example, in an ITS for mathe-
matics the domain model might consist of all the
relevant operations and the correction method of
solving problems. The student model consists of
the actions taken by the student (for example, the
scratchpad the student is using to do their work).
When the student deviates from the domain model,
the tutoring model provides feedback (for example,
telling a student what step they should take next
or what a student did wrong in their scratchpad).
Finally, the user interface model facilitates interac-
tion between the user and the tutoring model (this
might be the system which parses the scratchpad
and then parlays feedback to the student).

We can instantiate a tutor using an LLM by
creating each of the following parts. The user
interface model is simply natural language. The
domain model consists of problems with correct
solutions (generated by the model), the student
model consists of the language produced by
the student, and the tutoring model consists of
comparing domain and student models in text and
producing feedback. We illustrate each of the parts
of an ITS and how they can be performed by an
LLM in Figure 4.

Dataset.  Following previous work, we re-
port our results on SVAMP (Patel et al., 2021).
SVAMP is a challenge dataset consisting of 1000
math word problems designed to demonstrate the
failures modes of word problem solving models.
The dataset focuses on arithmetic word problems,
i.e. those whose solutions are a combination
of numerical values and the basic arithmetic
operations (4, —, X, =). Examples of such
problems can be found in Table 1. Each problem
has both a body (containing the narrative that
furnishes the relevant values and relationships) and
the question being asked about that narrative. Each
problem is also annotated with additional data,
such as the correct numerical solution. The dataset
also contains three types of "difficult" problems:
problems with re-used values, problems with



Dave had 24 files and 13 apps on his phone. After
deleting some apps and files he had 17 apps and 21 files
left. How many files did he delete?

The grasshopper and the frog had a jumping contest.
The grasshopper jumped 9 inches and the frog jumped
12 inches. How much farther did the frog jump than the
grasshopper?

At the zoo, a cage had 95 snakes and 61 alligators. If 64
snakes were hiding How many snakes were not hiding?

Table 1: Examples of problems from the SVAMP dataset
(Patel et al., 2021).

multiple operations, and problems with unused
values.

Models. The large language model used in our
experiments is GPT-3 (Brown et al., 2020). All
experiments are run using the largest version of
these models (the text scratchpad is generated with
text-davinci-002 and the code scratchpad with
code-davinci-002). For both models, decoding was
done with nucleus sampling using p=1 (Holtzman
et al., 2020). The temperature parameter was 0 and
the frequency penalty was 0.5. The prompts used
with each model can be found in Appendix A.

Scratchpads. Previous work has shown
that providing models with a scratchpad where
they can generate rationales for their answers
improves their accuracy on reasoning tasks such as
math word problem solving (Rajani et al., 2019;
Nye et al., 2021; Wei et al., 2022). In our work,
the scratchpads are a "thinking space" for models,
which would not be shown to the students, but
are used to compute answers or analyze student
responses.

Scratchpads can take the form of text, code, or
a combination of both. When the scratchpad is
purely code, we extract an answer by running the
code. When the scratchpad is text or a combination
of both, the model produces an answer in the form
of text.

Generating and Running Code. All code
snippets generated in this paper’s experiments are
generated in the python programming language.
If GPT-3 is used to generate runnable output,
we generate GPT-3’s response in a function
named solution. Any code generated outside the
solution function is not run. In order to prevent
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| Code Text
Solved 79.4%  63.7%
Explained 98.9%  97.9%
Corrected 99.0% 78.1%
Cummulative | 77.7%  48.7%

Table 2: Performance of GPT-3 with text/code scratch-
pads on each tutoring sub-task. The cummulative per-
formance is the product of the performance on each
sub-task.

valid correct relevant

interpretable

complete

Figure 2: Results of our human evaluation for explana-
tion generation. Numbers represent the percentage of
annotations which provided a yes answer to each evalu-
ation criterion.

multiple solution functions from being generated,
we stop generation whenever GPT-3 tries to open a
multi-line comment using triple quotes (""").

4 Experiments

Our first experiment evaluates the difference in
performance between text and code scratchpads
in math problem solving. We evaluate, as is typi-
cal for math word problem solving, by measuring
the percentage of numerically correct answers pro-
duced by the model. This is a necessary, but not
sufficient, part of generating the domain model.
The LLM should produce not only a correct an-
swer, but should also provide a correct explanation
to produce that answer. Therefore, our second ex-
periment evaluates whether the model provides an
acceptable explanation for its answer. Because we
generate answers with GPT-3 by using CoT prompt-
ing, an explanation is automatically produced. For
the code scratchpad, we generate an explanation
by asking the model to convert the code used to
produce an answer into plain English. These two
experiments evaluate the ability of the LLMs to
serve as a domain model.
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Figure 3: Results of our human evaluation for correction
generation. Numbers represent the percentage of anno-
tations which provided a yes answer to each evaluation
criterion.

Our third experiment evaluates the ability of the
LLMs to serve as tutoring models. We start with the
correct answers and explanations provided by the
model. For each question answered correctly, we
prompt the models using poorly formed prompts
in order to generate plausible incorrect answers
(i.e. using the model to simulate the output of a
student). Then, we provide the model with the in-
correct answer and the correct answer, and prompt
it to explain why the incorrect answer is wrong and
to accordingly provide feedback to the student.

The first experiment is evaluated automatically,
while the second and third experiments are evalu-
ated by human annotators.

5 Evaluation

We tasked 208 annotators to evaluate the quality
of explanations and corrections. Each annotator
was shown 20 examples of explanations and later
shown 20 examples of corrections. A total of 213
explanations and 190 corrections were evaluated
in this way. We modify the question evaluation
procedure in (Dugan et al., 2022) for evaluating
explanations and asked the following yes/no ques-
tions:

1. (Valid) Does the explanation contain instruc-
tions which could be used to correctly answer
the problem? It may also have other steps
which are irrelevant or incorrect.

(Complete) Does the explanation explain all
steps required to do the problem? That means
the explanation is not missing any key steps
a learner would need in order to solve such a
problem.

23

3. (Correct) Does the explanation *not* contain
any incorrect steps or incorrect explanation?

4. (Relevant) Does the explanation *not* contain
information irrelevant to the problem.

5. (Interpretable) Would a student who is learn-
ing material at the level of this problem be
able to understand the explanation?

If an annotator answered yes to all of the above
questions, the explanation/correction was consid-
ered "acceptable"; otherwise, it was considered
"unacceptable". Using Fleiss’ x, we observe mod-
erate inter-annotator agreement (x = 0.21).

In Table 2 we report the overall performance
with each type of scratchpad on each sub-task.
Code generation outperforms text generation on
all sub-tasks.

In Figure 2 we report the detailed results of our
evaluation for explanations. We can see that lan-
guage and code scratchpads achieve similar perfor-
mance in generating explanations. This is notable
because of the difference in how the two models
can create explanations. Text generation, by virtue
of generating a Chain of Thought, comes with an
explanation. Code generation requires an addi-
tional step of transforming code into text, which
introduces an opportunity for more errors. This is
reflected in the fact that explanations generated in
text are more likely to be correct. However, code
generation is much more likely to result in a com-
plete explanation. This makes sense, as the model
must explicitly list steps in code in order for the
code to compile, while text is more prone to logical
leaps or implicit steps.

In Figure 3 we report the detailed results of our
evaluation for corrections. In contrast with explana-
tion generation, when generating corrections, code
scratchpads encounter fewer errors of all kinds than
text ones.

6 Conclusion & Future Work

In this work we show that large language models
can perform the tasks associated with traditional
Intelligent Tutoring Systems (ITS). We show that
models which use text scratchpads suffer from sbus-
tantial errors in solving and correcting mathemati-
cal questions, and that these errors can be amelio-
rated through the use of code scratchpads. Nonethe-
less, code generation (while accurate enough to
potentially useful as tool for authoring ITS) still
suffers from significant errors.



Future work should seek to further explore the
applicability of LLMs to tutoring. This includes
developing both new evaluation methods and new
methods of reducing errors.

7 Limitations

Testing Necessary, But Not Sufficient Conditions
For Tutoring With LLMs. In this paper, we
test the abilities of LLMs to perform the functions
present in Intelligent tutoring systems, namely
generating explanations and corrections. There
are also other desirable properties, like the ability
to answer direct questions from a student or the
ability to present content engagingly, which are
beyond the scope of this paper. Indeed, those
properties are some of the areas where LLMs
probably excel relative to traditional ITS. We have
only explored a necessary condition — are models
able to reliably teach — not a sufficient set of con-
ditions for the evaluation of tutoring using an LLM.

Focusing On Mathematics. In this paper,
we focus on tutoring in rudimentary mathematics.
While this is useful — it is a necessary condition
for a useful tutoring system, especially because
arithmetic skills are used in almost all domains of
learning — there are many other domains to which
we might want to apply tutoring. LLMs may have
greater or lesser aptitude in these domains than in
arithmetic. Evaluation at the level of gradeschool
mathematics tells us that these models are still
error prone, but does not necessarily tell us how
close they are to usefulness in tutoring other
subjects (either more advanced mathematics or
orthogonal subjects like history or writing).

Generalizing Text vs Code Results. We
aim to examine the differences in ability of code
scratchpads and text scratchpads for the purposes
of tutoring. While this paper provides evidence
in that direction, we only compare two GPT-3
models: text-davinci-002 and code-davinci-002.
The amount of manual effort required to evaluate
explanations and correction limited the number of
comparisons we could conduct, as did the limited
number of highly performant code/text generating
models.

8 Ethics Statement

By offering a highly scalable and low-cost tutor-
ing solution, ITS offer lower income and minority
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communities a critical resource in boosting edu-
cational outcomes that has historically only been
available to wealthy students in the form of expen-
sive individual private tutors. We hope that these
advancements will reduce key educational dispari-
ties. It is also important in that vein to ensure that
public schools with smaller budgets are given ac-
cess to I'TS systems in pilot trials. Instructors and
students should become well-versed in using the
technology in order to ensure successful expansion
into such schools. Furthermore, advancements in
model distillation and the creation of smaller lan-
guage models will lead to lower costs for adoption
for the schools that are most in need. Intelligent
Tutoring Systems that run on generative Al models
bring many of the same dangers of bias that are
prevalent in models more generally. Gender and
racial stereotypes can be invoked when students are
presented with specific explanations. For example,
a model may explain a math question that involved
individuals choosing jobs through a hypothetical
example that invokes a gender or racial stereotype
based on the example given. However, recent ad-
vancements in alignment have made great strides
in reducing this issue.

As these models become more widely available
to students, there is an increased likelihood of stu-
dents using these models for cheating on assign-
ments that are supposed to be completed without
outside resources. Unlike traditional plagiarism
which can be checked by comparing document sim-
ilarity, the use of generative Al to answer questions
on exams and assignments is far more difficult to
detect.

Lastly, discrepancies in model outputs and in-
accurate answers given when some students use
the ITS but not others can lead to misunderstand-
ings and confusion amongst students. As a result,
instructors should supervise the outputs given by
the ITS to students. In the event that a student
was supplied incorrect information by an ITS, that
should be taken into account in grading that stu-
dent’s course material. Instructors should incor-
porate Al policies in their syllabi that outline ac-
ceptable uses of ITS systems, address the handling
of potential inaccuracies from those systems, and
ensure all students have access to the ITS systems.

By highlighting the limitations of large language
models as tutoring systems, we hope our work will
prevent the premature use of these technologies.
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A Prompts

A.1 Prompts Used For Math Problem Solving
Solving Math Problems With GPT-3

1 {problem.body} {problem.question}

§ A: Lets think step by step.

4 {model output}

g So, Fhe answer (in arabic numerals)
7 {modzi:output}
Solving Math Problems With code

é {problem.body} {problem.question}

i {model output}

2 # So the answer (in arabic numerals)

is: {model output}

A.2 Prompts Used For Explanation
Generation

Converting Code Answers To English Explanations

1 www

2 Write a function which computes and
returns the solution to the
following word problem:

3 At the zoo, a cage had 95 snakes and
61 alligators. If 64 snakes were
hiding How many snakes were not
hiding?

4 The function must return a single
numerical value. It cannot print
the answer.

5 nnn

6 def solution():

7 # Given

8 snakes = 95

9 alligators = 61

10 hiding_snakes = 64

11

12

13 # How many snakes were not hiding?

14 return snakes - hiding_snakes

15

16 """

17 Here's what the above code is doing:

18 1. The problem is asking how many
snakes were not hiding. So, we
need to find how many snakes were

hiding and subtract it from how
many snakes there were. (snakes -
hiding_snakes)

19 2. The problem tells us that there
were 95 snakes. (snakes = 95)

20 3. The problem tells us that 64
snakes were hiding. (
hiding_snakes = 64)

21 4. So, the answer is 95 - 64 = 31.

22 e

23

24 {answer}

25

26 """

27 Here's what the above code is doing:

28 1. {model output}
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A.3 Prompts Used To Generate Incorrect

Answers
Generating example scratchpads using Code
1 nnn
2 {problem.body} {problem.question}
3 nnn
4 def solution():
5 return {model output}

A.4 Prompts Used For Correction Generation

Correcting Solutions (used for both text and code)

1 {problem.body} {problem.question}
2 {correct_explanation}
3 {incorrect_answer}
4
5 What approach does the correct
solution take:
6 {model outout}
7
8 What approach does the incorrect
solution take:
9 {model output}
10
11 Why is the incorrect solution
incorrect:
12 {model output}
B Annotation Interface
A) B)
Questions Questions
Solved by Solved by
Student Student
Provides Tutoring
Shows work to Corrections | Student Model Model
e [to
Correct Domain
LLM Explanation ITS Model

Figure 4: We evaluate the the performance of LLMs
with text scratchpads and code scratchpads models in
tutoring. (A) shows the parts of our system: given a
question, a student produces an answer and the answer
is shown to an LLM. The LLM first generates a solution
to the question and a explanation for the solution. If
the student gets the question wrong, the model also pro-
vides a correction. (B) shows how each of those steps
corresponds to the parts of a traditional Intelligent Tutor-
ing System (ITS). The red portion is what we evaluate:
namely, the ability of the model to serve as a domain
model (explanation) and tutoring model (correction).



How To Rate Explainations

A good explanation should have the following properties:

Contains a valid solution The explanation contains instructions which could be used to correctly answer the problem. (it may also have other

steps which are irrelevant or incorrect.)

Is complete The explanation explains all steps required to do the problem. That means the explanation is not missing any key steps a learner

would need in order to solve such a problem.

Is correct The explanation doesn't contain an incorrect step or incorrect explanation.

Is relevant The explanation doesn't contain information irrelevant to the problem.

Is interpretable A student who is learning material at the level of this problem would be able to understand the explanation

You will check boxes indicating whether the explanation that the model gave has these properties. You can also provide additional comments

on the explanations the model produces via a text form.

Figure 5: The annotation guidelines shown to annota-
tors immediately before annotation. Complementary
instructions were given prior to annotation.

The Question: The Explanation:

Jake has 18 fewer peaches than Steven who has 13 more peaches than 1.
Jill. Steven has 19 peaches. How many peaches does Jill have?
2. The problem
3. The problem
(jill = steven
4. The problem
(jake = jill - 18)

tells us
tells us
- 13)

tells us

The problem is asking how many peaches Jill has. So, we need to find
how many peaches Jill has. (jill)

that Steven has 19 peaches.
that Steven has 13 more peaches than Jill.

5. So, the answer is 19

Figure 6: The annotation interface shown to annotators
to annotate explanations.

The Question: The Answer:

The ring toss game at the carnival made 325 dollars
in the first 154 days and 114 dollars in the
remaining 57 days. How much did they make per day in
the remaining 57 days at the carnival?

def incorrect_solution():
return 114/(154+57)

Figure 7: The annotation interface shown to annotators
to annotate corrections.
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Does the explanation meet the criteria?
Contains avalid solution
(steven = 19)

Is complete

that Jake has 18 fewer peaches than Steven.

Is correct

Is relevant

Is interpretable

Next

You'e graded 1/22 explanations so far

The Explanation: Does the explanation meet the criteria?

What approach does the correct solution take:

The correct solution takes the total money made in
the last 57 days and divides it by the 57 days.

It also names the variables explicitly and expands
the problem across multiple lines.

Contains a valid solution @ Yes

Is complete @ Yes
® No

What approach does the incorrect solution take:

The incorrect solution takes the total money made in

the last 57 days and divides it by the number of

ducks .

Is corect @ Yes

Why is the incorrect solution incorrect:

You shouldn't be dividing the money made in the last
57 days by the total number of days.

You should be dividing the money made in the last 57
days by the 57 days.

Isrelevant @ Yes

® No

Isinterpretable @ Yes

Next

You've graded 1/20 explanations so far
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Abstract

Effective human learning depends on a wide se-
lection of educational materials that align with
the learner’s current understanding of the topic.
While the Internet has revolutionized human
learning or education, a substantial resource
accessibility barrier still exists. Namely, the
excess of online information can make it chal-
lenging to navigate and discover high-quality
learning materials in a given subject area. In
this paper, we propose an automatic pipeline
for building an educational resource discovery
system for new domains. The pipeline consists
of three main steps: resource searching, feature
extraction, and resource classification. We first
collect frequent queries from a set of seed doc-
uments, and search the web with these queries
to obtain candidate resources such as lecture
slides and introductory blog posts. Then, we
process these resources for BERT-based fea-
tures and meta-features. Next, we train a tree-
based classifier to decide whether they are suit-
able learning materials. The pipeline achieves
F1 scores of 0.94 and 0.82 when evaluated on
two similar but novel domains. Finally, we
demonstrate how this pipeline can benefit two
applications: prerequisite chain learning and
leading paragraph generation for surveys. We
also release a corpus of 39,728 manually la-
beled web resources and 659 queries from NLP,
Computer Vision (CV), and Statistics (STATS).

1 Introduction

People rely on the internet for various educational
activities, such as watching lectures, reading text-
books, articles, and encyclopedia pages. One may
wish to develop their knowledge in a familiar sub-
ject area or to learn something entirely new. Many
online tools exist that enable and promote indepen-
dent learning (Montalvo et al., 2018; Romero and
Ventura, 2017; Fabbri et al., 2018a; Li et al., 2019).
A subset of these platforms provide primary litera-
ture resources (e.g. publications), such as Google

*Corresponding author: irene.li@aya.yale.edu

Scholar! and Semantic Scholar?>. As an alterna-
tive to these advanced materials, other educational
platforms such as MOOC.org 3 deliver free online
courses. Also, unstructured searching on the inter-
net is a popular method to discover other useful
resources, such as blog posts, GitHub projects, tu-
torials, lecture slides and textbooks. Rather than
diving into the technical details, these secondary
literature resources provide a broad overview of
the given domain, which is more valuable for be-
ginners. Still, sifting through this material can
be challenging and time-consuming, even if the
learner is simply looking for a general and reliable
introduction into a new subject area.

Publicly accessible data repositories that focus
on gathering a fixed number of educational re-
sources exist currently, such as scientific papers
(Tang et al., 2008, 2010), online platforms like
AMiner (Sinha et al., 2015) and Semantic Scholar.
Some archives also compile secondary literature
materials. TutorialBank (Fabbri et al., 2018a) is
a manually-collected corpus with over 6,300 NLP
resources, as well as related fields in Artificial In-
telligence (Al), Machine Learning (ML) and so on.
LectureBank (Li et al., 2020) is also a manually-
collected corpus and contains 1,717 lecture slides.
MOOCCube (Yu et al., 2020) is a large-scale data
repository containing 700 MOOC (Massive Open
Online Courses), 100k concepts and 8 million stu-
dent behaviours with an external resource. How-
ever, in their initial synthesis, these existing cor-
pora either heavily relied on manual efforts that
restricted in certain domains, or on a large volume
of existing courses sourced from a certain platform.
Such solutions are not practically extensible into
new or evolving domains. Moreover, according
to (Fabbri et al., 2018a), some web data such as
blog posts, tutorials and educational web pages are

1https ://scholar.google.com/
https://www.semanticscholar.org/
*https://www.mooc.orq/
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Figure 1: Pipeline Overview. The pipeline contains three steps: query generation, feature extraction, and classifica-
tion & evaluation. We also show an application in this figure.

also suitable materials for learners. These rich web
data are ignored by existing educational platforms
such as google scholar and MOOCcube. In this pa-
per, we wish to ease the need for human annotators
by proposing a pipeline that automates resource
discovery to similar unseen domains through trans-
fer learning. Besides, such a pipeline deals with
multiple resource types to take advantage of web
data.

Our contributions can be summarized into three
parts. First, we present a self-sustaining pipeline
for educational resource discovery in close unseen
subject area or domain. We apply transfer learning
with a novel pre-training information retrieval (IR)
model, achieving competitive performances. We
show that this pipeline achieves 0.94 and 0.82 F1
scores for two arbitrary target domains on discov-
ering high-quality resources. Second, we demon-
strate an application that leverage resources discov-
ered by our pipeline, survey generation for leading
paragraph. Lastly, we release the core source code
of the pipeline, as well as the training and testing
datasets, comprised of 39,728 manually labelled
web resources and 659 search queries. *

2 Educational Resource Discovery
Pipeline

We propose the Educational Resource Discovery
(ERD) pipeline that aims at automatically recogniz-
ing high-quality educational resources. We model
this problem as a resource classification task. Given
a resource r, where r can be any source type such
as web page, PDF, we can obtain a list of features
by feature engineering; based on these features, r
is classified positive if it is a high-quality resource,
otherwise negative. We illustrate the ERD pipeline
in Figure 1. It consists of data collection, feature
extraction and resource classification.

*https://github.com/Irenezihuili/
Educational-Resource-Discovery
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2.1 Data Collection

2.1.1 Queries for search

In this step, we need to conduct a list of meaningful
and fine-grain search queries to start. These search
queries will then be applied to online search en-
gines for web resources. Queries can be borrowed
from external corpora or extracted from existing
seed documents (e.g., textbooks). We focus on
three domains: NLP (natural language processing),
CV (computer vision) and STATS (statistics). For
NLP queries, we utilize external topic lists pro-
vided by LectureBankCD (Li et al., 2021), in which
there are totally 322 NLP-based and 201 CV-based
topics from crowdsourcing. For STATS, we extract
a list of fine-grained terms from several seed doc-
uments, including several textbooks. These terms
contain frequent keywords and phrases that are ex-
tracted by TextRank (Mihalcea and Tarau, 2004), a
statistical method to keyword ranking. In total, we
end up with 322, 201 and 137 queries for NLP, CV
and STATS domain.

To craft our search engine queries, we leverage
advanced search conditions: filetype and site (web-
site). Specifically, we consider three file types:
PDF, PPTX/PPT, and HTML. Moreover, according
to the TutorialBank corpus (Fabbri et al., 2018b),
resources clustered by the components of their
URL possess highly correlated educational con-
tent. Thus, we prioritize restricting our queries to
websites that consistently provide high-quality re-
sources. We select the top sites from the manually-
created TutorialBank corpus and incorporate them
into our search queries, as exemplified in 1. We
also include the “.edu” top-level domain as a spe-
cial case for our search queries in order to capture
general educational resources. Finally, we combine
our query terms with the website and file-type con-
straints: e.g. “word embeddings filetype:pdf”. We
also augment the original query by generating a dis-
junction of its variations: e.g., “stochastic gradient


https://github.com/IreneZihuiLi/Educational-Resource-Discovery
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towardsdatascience.com datahacker.rs
medium.com hackernoon.com
www.analyticsvidhya.com skymind.ai

www.kdnuggets.com
machinelearningmastery.com
paperswithcode.com

maelfabien.github.io
rubikscode.net
research.googleblog.com

Table 1: Top sites found in the TutorialBank corpus
(Fabbri et al., 2018b).

descent” becomes “stochastic gradient descent OR
SGD”. Table 2 displays several sample queries.

Once the queries are generated, we leverage
three well-established online search engines: Duck-
DuckGo (https://duckduckgo.com/), Ya-
hoo (https://search.yahoo.com/) and
Bing (https://www.bing.com/) to obtain
our candidate resources. The top N URLs (where
N is determined from the domain, file type and
site type, varying from 20 to 100 to control the
total number of resources we want to collect) for a
given query are cached after checking their HTTP
response status and ensuring that a URL has not
already been collected as part of another query.
Moving forward, the documents pointed to by all
of these URLs were automatically downloaded and
parsed for their features. Certain features, such as
the number of authors were collected using heuris-
tics that accounted for most of the variability within
the diverse dataset. The ERD Pipeline’s parsers use
the pdfminer’ and grobid® libraries for PDF files,
Apache Tika’ for PPTX/PPT and beautifulsoup®
for HTML.

2.1.2 Annotation

After collecting all resources, the next step is to
assign a binary label to each resource based on its
quality. Our annotators consist of 7 graduate and
senior college students with a solid background in
NLP, CV, and STATS. A resource is annotated as
positive if it is a high-quality one. Guidelines for a
positive resource are:

* Informative and relevant: introducing basic
knowledge about a specific topic. For ex-
ample, tutorials, introductions, explanations,
guides.

* Papers and lecture slides: papers and lecture
notes about a topic in the correct domain.

Shttps
°https

://github.com/pdfminer/
://github.com/kermitt2/grobid
"nttps://tika.apache.org/
$https://crummy.com/software/
BeautifulSoup/
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NLP Sample Queries

“ morphological disambiguation ” filetype:pptx
“ word embeddings ” filetype:pdf

“ text classification tutorial ”

“ summarization nlp tutorial” site:edu

CV Sample Queries
“ computer graphics ” site:kdnuggets.com
“ texture classification ” filetype:pptx

STATS Sample Queries
“ conditional probability  site:kdnuggets.com
“ multinomial distribution introduction ” filetype:html

Table 2: Sample queries in the three domains.

Predict
Masked
Token

translation

BERT/SciBERT/Longformer

<MASK>

Document Tokens

from ]

Figure 2: QD-BERT MLM pretraining.

[ machine translation ][ <SEP> automatic

Topic/Title Tokens

* Other secondary literature articles: i.e., blog
posts with informative descriptions, defini-
tions and code blocks.

The annotation criteria for a poor resource are:

* Not informative: dataset/software/tool down-
load page without introductory descriptions,
such as a paper abstract page (not the paper
content), a download page with links.

* Irrelevant: not showing correct content, bro-
ken URLs, URLs with not enough or no text
(video or image only).

* No knowledge included: such as a course land-
ing page, a person’s personal website page.

* A list of resources/datasets: containing only
links to other pages.

Finally, to measure the inter-coder agreement
of the labels, we randomly picked 100 resources
and asked each annotator to provide labels indepen-
dently. Krippendorff’s alpha (Krippendorff, 2011)
on this sample evaluated to 0.8344, indicating a
high degree of consistency amongst all annotators.

We detail statistics about our collected dataset
in Table 2, providing the total counts by file type
and domain. From the three domains, we collected
39,728 valid resources using 659 distinct queries
and achieved a total positive rate of 69.05%.
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| NLP  CV STATS | Total
Query Num | 322 200 137 | 659
PPTX 1216 733 1463 | 3412
PDF 4961 3,782 1449 | 10,192
HTML 9368 9,302 7454 | 26,124
Total 15545 13817 10,366 | 39,728
Pos.Num 9,589 11,101 6,742 | 27,432
PosRate | 0.6169 0.8034 0.6501 | 0.6905

Table 3: Dataset statistics by domain and file type.
Pos.Num is the number of positive resources. Pos.Rate
is the fraction of resources that were labeled as positive.

2.2 Feature Extraction

To train a classifier to identify high-quality educa-
tional resources, we first focus on feature engineer-
ing. Specifically, we investigate the following three
groups of classification features and summarize
them in Table 4.

Group 1 Features Some of the meta-features of
a document that can characterize its quality are em-
bedded in its structure. The features encompassed
by Group 1 are high-level and coarse-grained, and
focus on aspects such as: the number of headings,
equations, outgoing links and authors in a given re-
source. Heuristically, some good tutorials may tend
to include more equations and paragraphs, with
many details included. We list all 8 such features
in Table 4, Group 1.

Group 2 Features These meta-features describe
the fine-grained but statistical details of the docu-
ment. The resource URL’s components, such as
the top-level domain name and subdomain name,
correlate resources from websites that deliver con-
sistent quality. The other Group 2 features are
centered around the characteristics of the free text.
For instance, NormalizedUniqueVocab (the size
of the vocabulary divided by the total number of
words) can estimate the vocabulary’s complexity
and PercentTypos (the percentage of words that are
incorrectly spelled) can approximate reliability. We
itemize such features in Table 4, Group 2.

Group 3 Features In addition to the above fea-
tures, we propose 9 features based on pretrained
language models. To achieve this, we first choose
three models”: BERT (Devlin et al., 2019), SciB-
ERT (Beltagy et al., 2019) and Longformer (Belt-
agy et al., 2020). BERT is a pretrained language
model that was pretrained on Wikipedia documents.
SciBERT is a BERT-based model trained on the sci-

*https://huggingface.co/transformers/
pretrained_models.html
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Feature Name

Explanation

Group 1

NumAuthor Number of authors

NumHeading Number of headings

NumFig Number of figures

NumEqu Number of equations

NumPara Number of paragraphs

NumSent Number of sentences

NumLink Number of outgoing links

BibLen Bibliography length

Group 2

Subdomain Subdomain of resource URL
SecondDomain Second-level domain of resource URL
TopDomain Top-level domain of resource URL

NumUrlSubdirs
NormalizedUnique Vocab

Number of URL subdirectories
Number of unique words

divided by total number of words
Mean number of occurrences of a word
Stdev of number of occurrences of a word

UniqueVocabMean
UniqueVocabStdev

WordLenMean Mean number of characters per word
WordLenStdev Stdev of number of characters per word
SentenceLenMean Mean number of words per sentence
SentenceLenStdev Stdev of number of words per sentence
PercentTypos Percentage of words that were misspelled
NumGithubLinks Number of links to GitHub

Group 3

bert BERT base model

scibert SciBERT base model

longformer Longformer base model

arXiv_bert BERT pre-trained on arXiv

arXiv_scibert
arXiv_longformer
TB_longformer
TB_bert
TB_scibert

SciBERT pre-trained on arXiv
Longformer pre-trained on arXiv

BERT pre-trained on TutorialBank
SciBERT pre-trained on TutorialBank
Longformer pre-trained on TutorialBank

Table 4: Chosen features: we select 3 groups consist of
meta features and deep learning-based features.

entific domain, making it suitable for our use case.
Longformer is a BERT-based model that handles
longer input sequences.

Moreover, we introduce a novel pre-training ap-
proach: QD-BERT MLM (Query-document BERT
Masked Language Modeling). A query could be
a single word, phrase or a paper title, indicating
the topic or main idea of the document. We pair
the query term with the corresponding document
as the input and follow the Masked Language Mod-
eling (MLM) method of BERT (randomly masking
15% tokens and letting the model predict them), as
shown in Figure 2. We apply two external corpora
for pre-training to ensure the data quality: Tutorial-
Bank (TB) !© and arXiv !'. The latest TutorialBank
has 15,584 topic-document pairs; and arXiv has
259,050 title-abstract pairs (computer science pa-
pers only). We enumerate all models in Table 4,
Group 3, naming dataset_modelname.

We propose an information retrieval-based scor-
ing function to combine features from deep models
with Group 1 and 2 features. This scoring function

Yhttp://aan.how/download/
"nttps://www.kaggle.com/
Cornell-University/arxiv
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NLP—CV NLP—STATS
Features F1 Precision Recall F1 Precision Recall
Group 1 0.7238  0.5802  0.9617 0.6508  0.5405 0.8177
Group 1 +2 0.8579  0.7772  0.9571 0.7990  0.8141 0.7845
Group 3, BERT Only* 0.7764  0.7522  0.8497 0.7923  0.7903  0.7944
Group 1 +2+3 0.9402 09849  0.8994 0.8225 09965  0.7002

Table 5: Classification Results in two target domains: CV and STATS. For Group 3, BERT Only*, we report the

best model: CV (scibert), STATS (TB_scibert).

calculates a score of each resource, showing the rel-
evancy of the resource to all the searching queries.
Relevancy is one of the most indicators that the re-
source is annotated as positive. The score is higher
if it is more relevant to the queries. In Section 2.1.1,
we apply a list of queries (¢ € Q) to download
resources, we compute a cosine-similarity based
ranking score score, for resource r:

score, = Z cosine (Vy, V;.)
q€Q

where V;, and V,. are BERT-based model embed-
dings for the query term and resource respectively.
We compute scores on each pre-trained BERT mod-
els of each resource.

2.3 Resource Classification

Since there are various feature types, we conduct
prepossessing before applying the classifiers. Nu-
merical values are binned into groups, and cate-
gorical features are converted into integer codes.
We evaluate four traditional classifiers: Random
Forest (RF), Decision Tree (DT), Support Vector
Machine (SVM) and Logistic Regression (LR). We
find that RF performs the best and has a slight edge
over DT, but SVM and LR significantly lag behind.
Thus, we report the Random Forest’s performance,
summarized in Table 5. Specifically, we include

precision, recall and F1 scores on different feature

groups: Group 1, Group 1+2, and Group 1+2+3.
The last setting achieves the best performance. Ad-
ditionally, since it is also possible to solely apply

BERT models (Group 3) for the classification task,
we include a special setting: Group 3, BERT only.
While BERT’s results in isolation are good, Group

1+2+3 still remains the winner.

In general, performance on the CV domain is
better than on STATS. This is expected given that
the corpus distance between NLP and CV is smaller
than the one between NLP and STATS. We give
detailed data analysis in the next section.
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Figure 3: Top 20 features on two target domains.

3 Data Analysis

To better understand the collected data and our
classifier’s performance, we conduct a study on the
features and corpus differences between the three
experimental domains.

Feature Importance Score We take the best-
performed model of NLP—CV domain (Group
1+2+3), and take the Gini Index calculated by Deci-
sion Trees as the feature importance score. Overall,
we extract 8746 features in CV and 8525 features
of STATS after binning numerical values and en-
coding categorical features. In Figure 3, we list the
top 20 features of CV and STATS. Some Group 1+2
features rank in the top 5, since they are main indi-
cators that the resource is informative (i.e., more
heading numbers, longer contents). Additionally,
Group 3 features (starting with BERTScore) also
play an important role. In fact, all 9 BERT-based
feature scores rank top 20, suggesting that our scor-
ing function that adds these BERT-based semantic
features into the pipeline is very helpful when do-
ing classification for resource discovery.

Corpus Differences Our pipeline performs bet-
ter on CV topics, which can be attributed to cor-



Domain Top 10 Sites

NLP www.cs.cmu.edu , web.stanford.edu , www.cs.toronto.edu , www.paperswithcode.com ,
maelfabien.github.io , | www.academia.edu , courses.cs.washington.edu , nlp.stanford.edu, 'ocw.mit.edu ,
www.cs.cornell.edu

Cv www.kdnuggets.com, maelfabien.github.io , www.paperswithcode.com , www.academia.edu ,
www.cs.toronto.edu , www.cs.cmu.edu , web.stanford.edu , courses.cs.washington.edu, cseweb.ucsd.edu,
www.cs.cornell.edu

STATS  www.kdnuggets.com, maelfabien.github.io , www.paperswithcode.com , web.stanford.edu , ocw.mit.edu ,

online.stat.psu.edu, www.hackernoon.com, www.sjsu.edu, research.googleblog.com,www.cpp.edu

Table 6: Comparison of the top 10 sites.

means overlapped in both CV and STATS domain; Purple means
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Figure 4: Percentage of overlapping n-grams.

pus differences relative to NLP. In Figure 4, we
plot the percentage of overlapping n-grams of the
{NLP, CV} and {NLP, STATS} domain pairs. This
shows that NLP and CV have a larger overlap than
{NLP, STATS} with respect to all of the n-grams
(n € {1,2,3,4}). From this, we uphold that the
classifiers trained on semantic features based on
BERT models are valuable for bridging more dis-
tant domains with transfer learning.

To further contrast our findings, we enumerate
the top 10 URLs in Table 6. Although the web-
sites are ranked in different orders, there are still
common URLSs across the domains (highlighted in
the table). Once again, CV shares a larger overlap
with NLP in comparison to STATS. Along with
the feature importance score, this cross-domain
consistency further illustrates that the URL meta-
features will benefit our model’s out-of-domain
classification. We show more feature statistics in
the Appendix.

Comparison With Similar Datasets We com-
pare a number of existing NLP educational datasets
in Table 7, emphasizing the resource type, human
effort for annotations, and corpus scale. Note that
in this table, we only concentrate on human annota-
tion efforts for free-text resources. This is because
these free-text resources are the primary goal of the
ERD Pipeline, as opposed to other tasks (e.g. learn-
ing concept relations, concept mining). We can see
that MOOCcube (Yu et al., 2020) has a massive
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quantities of a single resource type (papers). They
obtained the metadata from a third-party platform,
AMiner, without a full round of human annotations.
TutorialBank (Fabbri et al., 2018b) has a larger
number of resources than LectureBank (Li et al.,
2020), and it consists of diverse resource types. Our
pipeline is very similar to TutorialBank in terms of
resource type, but ours extends to more resources
and subject areas, enabling us to research transfer
learning across domains.

4 Application: Survey Generation for
Lead Paragraphs

In this section, we demonstrate an interesting appli-
cation that applies the resources discovered using
our ERD Pipeline, Leading Paragraph Generation
for Surveys.

Novel concepts are being introduced and evolv-
ing at a rate that creates high-quality surveys for
web resources, such as Wikipedia pages, chal-
lenging. Moreover, such existing surveys like
Wikipedia still needs human efforts on collecting
relevant resources and writing accurate content on
a given topic. Researchers have been investigat-
ing automatic ways to generate surveys using ma-
chine learning and deep learning methods. Survey
generation is a way to generate concise introduc-
tory content for a query topic (Zhao et al., 2021).
While most of the existing work focuses on uti-
lizing Wikipedia to achieve this (Liu et al., 2018),
little has been done for the web content. Since
our ERD pipeline provides sufficient web data, we
propose a two-stage approach for generating the
lead paragraph that applies these web data selected
from the ERD pipeline.



Name Resource Type (with texts) Domain Number Annotation Size
TutorialBank  Lecture sides, papers, blog posts NLP only Manually 6,300
LectureBank Lecture sides only NLP only Manually 1,717
MOOCcube Papers only Multiple Scrape from third-party 679,790
ERD (ours) Lecture sides, papers, blog posts Multiple Manually 39,728

Table 7: Comparison with similar datasets.

ERD pipeline
Positive-labeled

Resources

Generated Survey
Leading Paragraph:

“In computer science,
knowledge graphs are
a type of graphical
representation of
information about a

Step 2:
Abstractive
—» Summarization ———
(HierSumm,
BART)

Step 1:
Content

Selection system. Knowledge

graphs are used in
T computer science to
describe...”
Query Topic
“knowledge graphs”

Figure 5: Two-stage Survey Generation Method.

4.1 Two stage method

We illustrate the two stage method in Figure 5.
Given a query topic and high-quality web resources
selected by ERD pipeline, we wish to generate the
leading introductory paragraph for the query topic.
This approach consists of content selection (step
1) and abstractive summarization (step 2). Content
selection is the process of selecting the most rele-
vant materials (including documents or sentences)
according to the given query. Abstractive summa-
rization generates the accurate lead paragraph from
the selected materials.

Content Selection ERD pipeline is supposed
to identify massive resources with broad coverage
of the topics, so the first step is to select related
content with the query topic.

While there is no suitable pretrained data for this
task, and we do not collect survey data for training,
we utilize the WikiSum dataset (Liu et al., 2018).

Methods L= L=10 L=20 L=40
LSTM-Rank 39.38 46.74 53.84 60.42
Semantic Search 34.87 48.60 61.87 74.54
RoBERTa-Rank 64.12 7249 79.17 84.28

(a) ROUGE-L (Lin, 2004) Recall scores for WikiSum content

selection, varying the number of paragraphs returned.

Methods R-1 R-2 R-L
HierSumm (Liu and Lapata, 2019)  41.53  26.52 35.76
BART (Lewis et al., 2019) 46.61 26.82 43.25

(b) ROUGE scores for intro generation.

Table 8: Two-stage method evaluation using WikiSum.
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WikiSum contains 1.5 million Wikipedia pages,
their references and their associated Google Search
results. WikiSum includes many well-established
topics and comprehensive reference documents,
making it suitable for survey generation. We first
evaluate content selection models using WikiSum.
We experiment with three approaches in this step.
Liu and Lapata (2019) undertake query-based con-
tent selection as a regression problem of predict-
ing the ROUGE-2 recall of a given paragraph-topic
pair (LSTM-Rank). Reimers and Gurevych (2019)
fine-tune BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019) to produce fixed-length vectors
which can be compared using cosine similarity.
We embed the topic of each Wikipedia page and
candidate paragraph using this method, and select
the paragraphs with the closest vectors to the ti-
tle (Semantic Search). Additionally, we train
RoBERTa in a similar manner as (Liu and Lap-
ata, 2019). Then, we compare the query topic
and paragraphs as sentence pairs and use the re-
sultant relevance scores to for the paragraph rank-
ing (ROBERTa—-Rank). As shown in Table 8a,
RoBERTa-Rank is the highest-scoring content se-
lector, so we employ it for the abstractive summa-
rization’s input.

Abstractive Summarization This step is to gen-
erate summarization from the content selected pre-
viously. As a sequence-to-sequence task, there are
many existing pretrained models to use. We experi-
ment with BART (Lewis et al., 2019), a pre-trained
model for text generation, as well as HierSumm, a
hierarchical model from Liu and Lapata (2019). We
show the summarization results on the WikiSum
data in Table 8b, and observe that BART achieves
the higher performance.

Evaluation NLP CV  STATS
Avg. Readability 345 290 2.75
Avg. Relevance 2.80 1.85 1.50

Avg. Non-redundancy 245 2.15 1.60

Table 9: Human Evaluation



NLP: knowledge graphs

In computer science, knowledge graphs are a type of graphical representation of information about a system. Knowl-
edge graphs are used in computer science to describe the structure of a system, such as a graph of knowledge about a

particular system, ... or a list of items that can be used to describe a system ’s structure. For example, a knowledge
graph may contain information about an object ’s shape, its size, its shape relative to other objects, its orientation, and
its orientation relative to a point in space, or its position relative to another point in time, or any combination of these
things. Knowledge Graphs can also be used as a way of describing the structure and structure of systems, such that a

system can be described by a set of knowledge graphs that describe its structure and its properties.

CV: image retrieval

In computer science, a Convolutional neural network is a type of neural network used in image analysis and image
synthesis. It is a computer program that uses a neural network to learn from a large number of images, and can be used
to predict the appearance of a given image in real-world situations, such as the shape of a surface, or the color of an
object in a 3D environment such as an image of a person’s face. It can also be used for image synthesis and image
analysis, as well as image processing and image processing for computer vision and image recognition. It has been
used in a number of applications such as computer vision, image processing, image recognition, and computer vision

for image recognition and image rendering.

STATS: normal distributions

In physics, normal distributions are a family of mathematical models that describe the distribution of normal
distributions. They are used in the fields of statistics, physics , and computer science, and have been used in
a wide variety of applications, including computer vision, image analysis, computer graphics, computer vision,
computer graphics processing units (CPGs), as well as in the field of computer vision. They have also been used to
study the visual appearance of real-world surfaces, such as the Phong Reflection Model, the Oren-Nayar model, the
Koenderink et al. representation, and the Shading of the Sphere Model, and in the study of light sources and light
sources in OpenGL and OpenGL-based graphics renderers.

Table 10: Examples of generated leading paragraphs.

4.2

So far we have shown that applying RoBERTa-
Rank and BART as a two-step method gives promis-
ing results evaluated on the WikiSum dataset. We
connect our pipeline with this method to gener-
ate the leading paragraph. We choose 10 queries
randomly as survey topics in each domain, for ex-
ample, “sentiment analysis ”in NLP. A full query
topic list is in the Appendix. Since we do not have
ground truth, we conduct human evaluation and
case studies.

We evaluate the model outputs on a 1-5 Likert
scale based on the following qualities:

Human Evaluation and Case Studies

* Readability: attains a maximum score of 5 if
the output is readable with a high degree of
fluency and coherency.

* Relevancy: attains a maximum score of 5 if
the output is perfectly relevant to the current
topic with no hallucinations.

* Non-redundancy: attains a maximum score
of 5 if the output has no repeating
phrases/concepts.

We report average scores among 2 human judges
of all topics by domain, shown in Table 9. The
scores of NLP are the highest for all qualities, and
STATS performed most poorly. This discrepancy
may be caused by data collection bias, as more
NLP resources were included.
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We randomly pick one case study from each
domain in Table 10. The model is able to generate
leading paragraphs in a similar Wikipedia article
style by giving a definition of a certain concept,
following by descriptions of possible applications.
Overall, while these surveys contains some facts,
the quality can still be improved. For instance,
the STATS paragraph exhibits some redundancy
(e.g., “computer graphics”,“computer vision”). As
an initial experiment, we have demonstrated the
opportunities of extending our ERD Pipeline to
produce survey paragraphs. In the future, we aim to
enhance the generated lead paragraphs and extend
the model for generating complete surveys.

5 Conclusion

In this paper, we proposed a pipeline for automatic
knowledge discovery in novel domains. We applied
transfer learning with a novel MLM pre-training
method and achieved competitive classification per-
formances. Moreover, we demonstrated two appli-
cations that take advantage of resource discovered
by our pipeline. Finally, we released our source
code and the datasets that we collected, including
the 39,728 manually labelled web resources and
659 search queries. We plan to make this pipeline
an online live educational tool for the public.
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A Chosen topics for Human Evaluation in
Survey Generation

Table 11 shows the randomly selected topics for
survey generation, 10 from each domain.

NLP

adam optimizer

Istm model

dropout neural networks

recursive neural network
convolutional neural network
automatic summarization
sentiment analysis

attention mechanism deep learning
Pre-trained Language Models NLP
knowledge graphs

Ccv

transfer learning
convolutional neural network
image retrieval

image classification
feature learning

seq2seq

transformers

visual question answering
conditional probability

k means

STATS

linear regression
hypothesis testing
conditional probability
multinomial distribution
probability density
density estimation
normal distributions
bernoulli distribution
standard deviation
z-score

Table 11: Topics selected for human evaluation.
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B More Sample Queries

We list more sample queries in Table 12, such
queries are applied in the Data Collection step of
the proposed pipeline.

NLP Sample Queries

“markov decision processes" site:.edu filetype:.pdf
“sentiment analysis" site:.edu filetype:.pptx
“unlexicalized parsing" site:kdnuggets.com filetype:.html
“semantic parsing" site:.edu filetype:.pdf

“information retrieval" site:.edu filetype:.pptx

“monte carlo methods" site:rubikscode.net filetype:.html
“natural language processing intro" site:.edu filetype:.pdf
“sequence to sequence" site:.edu filetype:.pptx

“naive bayes" site:paperswithcode.com filetype:.html
“latent dirichlet allocation" site:.edu filetype:.pdf

CV Sample Queries

“epipolar geometry" site:.edu filetype:.pptx
“particle filters" site:hackernoon.com filetype:.html
“image registration" site:.edu filetype:.pdf
“reflectance model" site:.edu filetype:.pptx
“shading analysis" site:skymind.ai filetype:.html
“imaging geometry and physics" site:.edu filetype:.pdf
“texture classification" site:.edu filetype:.pptx
“gibbs sampling" site:kdnuggets.com filetype:.html
“image thresholding" site:.edu filetype:.pdf
“region adjacency graphs" site:.edu filetype:.pptx

STATS Sample Queries

“linear regression" site:rubikscode.net filetype:.html
“hypothesis testing" site:.edu filetype:.pdf
“heteroscedasticity" site:.edu filetype:.pptx

“random event" site:paperswithcode.com filetype:.html
“maximum liklihood" site:.edu filetype:.pdf
“granger causality" site:.edu filetype:.pptx
“probability" site:hackernoon.com filetype:.html
“random sampling" site:.edu filetype:.pdf
“correlation coefficient" site:.edu filetype:.pptx
“chi-squared statistic" site:skymind.ai filetype:.html

Table 12: More sample queries used in the three selected
domains, varying site and file type.

C BERT models for Group 3 features

The three main deep features were extracted using
the following pre-trained models:

BERT-base
https://huggingface.co/
bert-base-uncased

SciBERT
https://huggingface.co/allenai/
scibert_scivocab_uncased.
Longformer
https://huggingface.co/allenai/
longformer—-base—-4096.


https://doi.org/10.18653/v1/2020.acl-main.285
https://doi.org/10.18653/v1/2020.acl-main.285
https://doi.org/10.1016/j.csl.2020.101166
https://doi.org/10.1016/j.csl.2020.101166
https://doi.org/10.1016/j.csl.2020.101166
https://huggingface.co/bert-base-uncased
https://huggingface.co/bert-base-uncased
https://huggingface.co/allenai/scibert_scivocab_uncased
https://huggingface.co/allenai/scibert_scivocab_uncased
https://huggingface.co/allenai/longformer-base-4096
https://huggingface.co/allenai/longformer-base-4096

D More Data Statistics

In Table 13, we show token-level and sentence-
level statistics of our collected data.

NLP CV  STATS

Token Number/per sentence
Mean 18.28 26.37 23.28
Median 12 19 18
Max 2,302 458,363 20,066

Sentence Number
Mean 161.60 122.49 107.32
Median 55 46 52
Max 5,929 21,301 52,793

Table 13: Free text statistics by domain.

E Meta-Feature Distributions

In the following pages, we show the histograms
of the 18 quantitative meta-features collected for
each data point. Recall from Table 4 that these
features were segregated into two groups. Group
1 features are higher-level and generally pertain to
the document layout. Group 2 features focus on
more specific aspects of the resource’s URL and
free text.
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Abstract

Single Choice exercises constitute a cen-
tral exercise type for language learning in a
learner’s progression from mere implicit expo-
sure through input enhancement to productive
language use in open exercises. Distractors that
support learning in the individual zone of prox-
imal development should not be derived from
static analyses of learner corpora, but rely on
dynamic learning analytics based on half-open
exercises. We demonstrate how a system’s er-
ror diagnosis module can be re-used for auto-
matic and dynamic generation and adaptation
of distractors, as well as to inform exercise
generation in terms of relevant learning goals
and reasonable chunking in Jumbled Sentences
exercises.

1 Introduction

Supporting language learners to progress in their
zone of proximal development requires exercises of
different complexities (Shabani et al., 2010). While
input enhancement for implicit exposure to linguis-
tic constructions can foster receptive skills at the
lower end of the complexity range (Meurers et al.,
2010), open exercises that elicit production of lin-
guistic constructions and the entire sentence con-
text constitute the other extreme (Becker and Roos,
2016). In order to advance from one to the other,
learners need to acquire the constructions relevant
for language production in a controlled way. To
this purpose, half-open exercises require learners to
produce only the target form whereas closed exer-
cise types provide a range of answer alternatives to
choose from (Spada and Tomita, 2010). The closed-
type Single Choice (SC) exercises require special
attention as they expose learners to incorrect lin-
guistic material in the form of distractor options.
While distractors should cover developmental mis-
conceptions in order to be sufficiently challenging
and thus relevant to learning, they should not ex-
pose learners to any misconceptions they would not
have come up with on their own (Yamada, 2019).

Detmar Meurers
Universitit Tiibingen / Germany
detmar.meurers@
uni-tuebingen.de

Given these considerations, it is not surprising
that distractor generation is seen as the most chal-
lenging aspect of generating SC exercises (Mitkov
et al., 2006). In order to determine pedagogically
valid and plausible distractors, human judgement
is often deemed best (Susanti et al., 2018), yet
even manually created distractors do often not meet
these requirements (Haladyna and Downing, 1993;
Patil et al., 2016). In order to automate distrac-
tor generation and at the same time increase plau-
sibility and validity, data-driven approaches base
distractors on common misconceptions of learn-
ers (Lee et al., 2016). This in addition allows a
more learner-centered adaptation of distractors by
dynamically selecting those distractors for each
learner from a pool of options that target their indi-
vidual misconceptions.

However, abstracting learner errors into patterns
that facilitate generating distractors for arbitrary
target answers is not a trivial task. On the other
hand, many Intelligent Language Tutoring Systems
(ILTS) incorporate error diagnosis mechanisms.
Approaches anticipating the most common correct
and incorrect learner answers, henceforth referred
to as answer hypotheses, and matching them to
error diagnoses (Meurers, 2012), are particularly
interesting for distractor generation. An example
that successfully pursues this approach constitutes
the ILTS FeedBook (Rudzewitz et al., 2018). The
process shows strong similarities to distractor gen-
eration: The most frequent learner errors consti-
tute the most plausible distractors whereas alterna-
tive, correct answers represent unreliable distrac-
tors that need to be avoided. Systems generating
answer hypotheses for error diagnoses therefore in-
herently have the means to automatically generate
distractors. This is especially valuable if SC exer-
cises are used for remedial practice as it opens the
possibility to directly associate SC exercises with
learner errors and select exercises that best target
the learner’s misconceptions. The parallels of error
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analysis based on answer hypotheses and distractor
generation are striking, yet these two subfields of
Natural Language Processing (NLP) have never
been approached in tandem.

Although previous approaches to exercise gen-
eration have used learner errors solely for distrac-
tor generation, they can similarly inform chunk-
ing of Jumbled Sentences for word order practice,
and determination of required exercise material.
Grammatical constructions that are not challenging
for learners do not need excessive practice. On
the other hand, constructions where learners make
many errors should be practiced in a variety of exer-
cises focusing on remedying these misconceptions.

In order to fill the gap, we show the feasibility of
using a system’s error diagnosis mechanism for dis-
tractor generation, as well as for sentence chunking
and learning goal definition, at the example of real
learner data collected in the Interact4School (I4S)
study (Parrisius et al., 2022a,b).

The rest of the paper is structured as follows:
Section 2 presents related work on distractor gen-
eration. After outlining the research questions and
the approach to answer them in section 3, section 4
introduces the data on which the approach was pi-
loted. Section 5 describes the pilot analyses and
presents their results before section 6 concludes
with a summary.

2 Related work

Distractor generation usually consists of candidate
generation and candidate filtering and/or ranking,
although they are sometimes executed in a single
step. Many approaches combine a number of dif-
ferent filtering and re-ranking approaches.

For question answering and vocabulary-focused
gap exercises, approaches differ in the source from
which the pool of distractor candidates is com-
piled, as well as in the filtering and ranking strate-
gies. The candidates are either extracted from un-
structured data such as text corpora (Quan et al.,
2018; Gates, 2011), from structured data such as
databases (Karamanis et al., 2006; Smith et al.,
2009) or word lists (Coniam, 1997; Shei, 2001), or
else generated based on machine learning (Liang
et al., 2017; Sakaguchi et al., 2013) or on trans-
formation rules (Zitko et al., 2009). The candi-
date pool then comprises either a subset (Sumita
et al., 2005; Stasaski and Hearst, 2017) or all en-
tries (Smith et al., 2010; Pérez and Cuadros, 2017)
of the resource, or transformations thereof (Mar-
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itxalar et al., 2011; Quan et al., 2018) or of the
target answer (Zesch and Melamud, 2014). Filter-
ing and ranking depend on the intended distractor
type such as ungrammatical, nonsensical and plau-
sible distractors (Mostow and Jang, 2012), which
determines for example the usefulness of grammati-
cality checks (Pino et al., 2008; Moser et al., 2012).
For plausible distractors, the desired similarity of
the distractors with the target answer constitutes
an additional factor. This is on the one hand influ-
enced by the task setup as for example synonyms
may be context-inappropriate and therefore use-
ful distractors for contextualized exercises (Knoop
and Wilske, 2013), yet would constitute unreliable
distractors if they can correctly replace the target
answer (Hill and Simha, 2016). In addition, since
exercise difficulty increases with distractor plausi-
bility, target similarity can be adjusted according
to the learner’s proficiency (Alsubait et al., 2015;
Chen et al., 2015; Correia et al., 2012). Similarity
can target the surface form (Jiang and Lee, 2017),
linguistic complexity (Lee and Seneff, 2007; Su-
santi et al., 2018), phonetics (Mitkov et al., 2009),
morphology (Goto et al., 2010), syntax (Guo et al.,
2016), or semantics (Susanti et al., 2015) and be
based on NLP tools including part-of-speech tag-
gers (Liu et al., 2005), latent semantic analysis
(Aldabe and Maritxalar, 2014) and word embed-
ding models (Kumar et al., 2015; Yeung et al.,
2019), on external resources such as ontologies
(Papasalouros et al., 2008), WordNet (Mitkov et al.,
2006; Brown et al., 2005) or FrameNet (Pilan and
Volodina, 2014), or else on statistical methods in-
cluding classification (Welbl et al., 2017; Gao et al.,
2020), regression (Liu et al., 2017) and deep learn-
ing (Liang et al., 2018). If the final candidate selec-
tion is not based on the ranking, it may be left to the
user (Nikolova, 2009), or done randomly (Araki
et al., 2016; Gutl et al., 2011).

While automatic distractor generation has been
widely explored for vocabulary exercises, distrac-
tors for grammar exercises have received less atten-
tion. With closed class grammatical constructions
such as prepositions, many of the approaches used
for vocabulary distractors are applicable. However,
this greatly underrates the importance of linking
distractors to the pedagogical learning goal as good
distractors characterize the space of options that a
learner needs to weigh against each other. Since
the focus of form-based grammar exercises is not
on semantics but on form, they usually rely on



ungrammatical distractors (Volodina et al., 2014).
Goto et al. (2010) illustrate that for closed class tar-
get answers, the initial candidate pool consists of
all types belonging to the class, whereas for open
class target answers, transformations may produce
suitable distractors. For the closed class of prepo-
sitions, Lee et al. (2016) start with the defined set
of prepositions as candidates. For ranking, they
consider co-occurrence of the candidates with ei-
ther the prepositional object or the head, and their
frequency as annotated errors or learner-corrected
tokens in a learner corpus. Suitable for open class
types, Chen et al. (2006) use distractor generation
rules for a defined set of construct patterns which
introduce modifications of the target answer such
as morphological or syntactic variants. Aldabe et al.
(2007) present an approach to generate morpholog-
ical transformations of the target answer as distrac-
tor candidates and filter out those whose morpho-
syntactic pattern can be found in a corpus. For
verb exercises, Aldabe et al. (2009) filter the verbs
from the Academic Word List by transitiveness,
tense and person, and rank them according to se-
mantic similarity and distributional data. Heck and
Meurers (2022) apply NLP- as well as rule-based
transformations to generate well- and ill-formed
variations of the target answer.

Lee et al. (2016) found distractor generation
based on learner errors to yield the most plausi-
ble distractors. While their approach is closest
to what we suggest, it relies on a manually anno-
tated corpus. The resulting, statically determined
distractors may be sufficiently representative for
the learner population that provided the error cor-
pus, yet they are likely to be unsuitable when more
widely applied and do not allow to adapt to an in-
dividual learner’s abilities. We therefore illustrate
how automatic annotations obtained from a sys-
tem’s error diagnosis mechanism can effectively be
used to generate and dynamically select valid and
plausible distractors.

3 Approach

We evaluated a dataset of learner answers to form-
based grammar exercises with the aim of answering
the following research questions:

RQ.1 Can the creation of learning goals, distrac-
tors and JS chunks be automated through
learning analytics?

RQ.2 Does human perception of relevant miscon-
ceptions align with relevant misconceptions
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derived from learning analytics?

RQ.3 Do errors made in half-open exercises con-
stitute plausible distractors of closed exer-
cises?

In order to answer RQ.1, in the following we
indicate which steps of the evaluations could not
be based on automated processing of the data but
instead required manual labour. In addition, we
determined the ability of the system’s error diagno-
sis module to identify relevant errors automatically.
This on the one hand outlines the status quo of pos-
sible automization and on the other hand indicates
future directions for extending the module in order
to support the envisioned learning analytics based
adaptivity.

In order to answer RQ.2, we first identified the
most frequent errors made in half-open exercises.
To this end, we determined misconceptions of in-
terest by freely annotating the entire dataset once
without any reference set of potential labels. Of
the thus compiled labels, those specific to ques-
tions in the simple past were included in the final
label set. In order to develop an annotated learner
corpus from the learner answers, we relied on two
sources: (a) automatic annotations provided by the
system’s error diagnosis module, and (b) manual
annotations. The automatic annotations provide the
single most relevant error for each learner answer.
They were refined into more fine-grained labels if
simple string matching was sufficient and mapped
to the label set. We used these annotations when-
ever available (n = 1, 778) and manually annotated
the remaining learner answers (Nanswers = 3, 098,
Niabels = 6,576) if the system could not diag-
nose the nature of the error. Five annotators with
backgrounds in computational linguistics annotated
the learner answers independently with an uncon-
strained number of labels. Inter-Annotator Agree-
ment (IAA) for the multi-label annotations of all
annotators was calculated as Krippendorff’s alpha
at a = .2075. For the evaluations, the union set of
manual and automatic annotations was used in or-
der to not miss any potential errors. Although this
might introduce some noise, it serves the purpose
of identifying distractor candidates best.

In a second step, we contrasted the learner errors
against misconceptions judged relevant by human
exercise creators. To this purpose, we analyzed the
available exercises, distractors and JS chunks of
with respect to the errors for which they provide
opportunities. We annotated the exercises with the



same labels used for learner error annotations. A
label was assigned if it is in principle possible to
make the associated error in the exercise.

Errors made in half-open exercises can only in-
form distractor generation if learners tend to choose
the associated distractors in SC exercises. Simi-
larly, separating constituents into individual chunks
only supports learning if learners fail to put these
chunks into the correct order in JS exercises. In or-
der to answer RQ.3, we therefore analyzed whether
the identified most frequent errors were also made
in SC and JS exercises if the exercises provided
opportunities to make them.

4 Data

The evaluations are based on data obtained in the
I4S project. The study collected data from 7th
grade learners of English as a second language in
German secondary schools who worked with the
FeedBook over the course of a school year. The
ILTS offers practice exercises in a task based set-
ting with intelligent feedback provided to the learn-
ers as they work on the exercises. The subset of the
data used for the pilot evaluations consists of the
exercises on questions in the simple past.

The resulting dataset is based on 132 exercise
items of the four exercise types illustrated in Fig-

Inf (58)
Aux + Inf (55)

main verb fronting (38)
subject/object confusion (22) ‘
missing subject (36)

incorrect agreement (425)

be (PPart) (108)

be (Inf) (79)

do (SP) + be (Inf) (24)
do (SP) (24)

do (Inf) (23)

do (SP) + be (SP) (21)
do (SP) + be (PPart) (7)
do (SP) + be (Pres) (5)
do (Inf) + be (Pres) (4)
do (Inf) + be (SP) (3)

be (SP) + be (PPart) (2)
have (Inf) + be (PPart) (1) J
incorrect question word (625)

missing question word (118)

be (Inf) + do (Inf) (4)
modal (10)
do + do (11)
do + have (19)
be (27)
have (28)

ures 8—11 of Appendix A: 27 Jumbled Sentences
(JS) whose chunks learners have to put into the
correct order; 27 SC items for which learners need
to select the correct option from the dropdown; 58
Fill-in-the-Blanks (FiB) items with input fields into
which learners must write the target form; and 20
Short Answer (SA) items which require learners to
write a sentence in response to a prompt. 10 of the
FiB items present all correct forms to insert into the
blanks as bags of words in the exercise instructions
instead of giving lemmas in parentheses behind the
blanks. As this renders them more similar to SC
exercises, we treat them as such. FiB and SA exer-
cises constitute half-open exercise types while SC
and JS exercises are closed types. A total of 4,836
incorrect learner answers to an actionable element
of the exercises was collected from 199 learners
who submitted at least 1 of the exercises. An ac-
tionable element is defined as the blank of a FiB or
SC exercise, a chunk of a JS exercise, or an answer
to a SA exercise. All submissions were considered
so that there may be multiple answers per learner
and actionable element if a learner re-submitted a
revised answer.

B auxiliary (304)

B main verb (1668)
question word (743)

B questions with 'be' (726)

Bl entire verb (36)

I subject questions (113)
word order (60)

missing aux (205)
PresPart (8)
Pres (66)

missing main verb (218)

incorrect formation (532)

Past (844)

Figure 1: Frequencies of error types



5 Evaluation

While the focus of the analyses is on distractor gen-
eration, we also evaluated the feasibility of using
the system’s error diagnosis module to determine
relevant learning goals and generate chunks of JS
exercises.

5.1 Learning goal selection

Learning goals comprise pedagogically motivated
groupings of learner errors. We therefore manually
identified linguistically and pedagogically related
groups of error labels.

The resulting seven groups of errors that constitute
important learning goals are illustrated in Figure 1:
Auxiliary errors, main verb errors, errors targeting
the entire verb, question word errors, word order
errors, errors in questions with ’be’, and errors in
subject questions. The latter two constitute interest-
ing special cases since question formation rules for
them differ from the general rule. Their relevance
as separate learning goals is strikingly emphasized
when normalizing the error frequencies by the op-
portunities to make the respective error, as illus-
trated in Figure 2. Exercise generation should thus
ensure to generate exercises targeting these seven
learning goals for questions in the simple past.

auxiliary
main verb
question word

word order

subject questions

entire verb

questions with 'be’

Figure 2: Normalized frequencies of error types

Focusing on RQ.1, we verified how well the
system’s existing error diagnoses reflect the labels
identified as relevant to exercises on questions in
the simple past. To this purpose, we determined
the overlap between the labels used in manual and
in automatic annotations. In addition, we manually
annotated a subset (n = 491) of the automatically
annotated learner errors and calculated multi-label
IAA between the automatic and the joint manual
annotations.

The automatic annotations cover 34 of the 63 labels
found relevant for exercises on questions in the sim-
ple past. Although this leaves substantial potential
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for extensions of the error diagnosis module, it also
provides a solid starting point for further analyses.
Automatic annotations include only a single label
per error, yet IAA with the manual annotations was
even slightly higher than that for the human annota-
tors at a = .2175. The error diagnosis module can
therefore be used for purposes of automatic exer-
cise generation, although both applications would
benefit from extending the coverage of diagnosed
learner errors.

In order to address RQ.2, we examined the exer-

cises in the system. They evidently provide prac-
tice opportunities for all identified misconceptions
as the errors were observed in the ILTS’ learner
records. Yet the numbers of opportunities might
differ from one misconception and exercise type to
the other. In order to evaluate the available exer-
cises’ coverage of the identified learning goals, we
determined the exercise annotations’ coverage of
the error labels.
The analysis reveals that not all exercise types offer
practice for all misconceptions. Figure 3 illustrates
that not all learning goals relevant according to the
learner records can currently be practiced both with
closed and half-open exercises. Thus, there is no
perfect overlap between learning goals introduced
by human exercise creators and those identified
through learning analytics.

Il Closed exercises

1000 1 HEEl Half-open exercises

800

600

400

n occurrences

200

aux.

main quest.
verb

subj. quest. word entire
with quest. word order verb
be'

Figure 3: Error frequencies per exercise type

5.2 Distractor generation

While feedback generation aims to cover as many
learner errors as possible, distractor generation
needs to focus on the most frequent learner errors.
This requires to filter the output of the answer
hypotheses generated for feedback provision.
Tversky (1964) found 3-option SC exercises to be



the most reliable. We therefore aimed to determine
the two most frequent errors made in half-open
exercises as distractors for SC exercises. Since
not all error types can be made in all exercises,
we normalized the occurrences of misconceptions
by the number of exercise items that provided
opportunities to make the error.

Figures 4-6 present normalized error frequen-
cies per exercise type, indicating (through coloured
dots next to the frequency bars) whether the system
provides exercises with opportunities to make the
error.

do + do
do + have
be (InfR +
do (Inf)
have

be

modal

omission

2
occurrences per opportunity

3 4 5 6

Figure 4: Frequencies of errors targeting the auxiliary

The most frequent error with respect to auxiliaries
made by learners (see Figure 4) consists in leaving
it out (e.g., Example 1a). Of the remaining errors
observed in half-open exercises, using be (e.g., Ex-
ample 1b) or have (e.g., Example 1c) instead of
the auxiliary do are most frequent. Combinations
of multiple auxiliaries (e.g., Example 1d) are also
observed, but only in occasional submissions of
half-open exercises.

(1) What did Mr. Connor bake?

*What baked Mr. Connor?

*What was Mr. Connor bake?
*What had bake Mr. Connor?
*What does Mr. Connor have bake?

a

b.
c.
d.

incorrect
formation

PresPart{ :
Pres
Past

omission

10

20 30 40 50
occurrences per opportunity

60

Figure 5: Frequencies of errors targeting the main verb

With respect to the main verb (see Figure 5), the
most frequent learner error consists in using the
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simple past or past participle form instead of the in-
finitive (e.g., Example 2a). Omitting the main verb
altogether (e.g., Example 2b), using simple present
— identifiable through the third person singular ’s’
— (e.g., Example 2c), or incorrectly forming the
main verb (e.g., Example 2d) were also observed
rather frequently in learner answers. The latter er-
ror constitutes a special case in that it occurs only
in combination with other misconceptions. Since
infinitives do not transform the verb, learners al-
ways give the correct form if they intend to provide
the verb in this mood. Other misconceptions appear
only occasionally in learner answers.

(2) Did you enjoy them?
a. *Did you enjoyed them?
b. *Did you them?
c¢. *Did you enjoys them?
d. *Did you enjoyd them?

Only a single misconception, omitting the subject,
is relevant to the learning goal practicing the entire
verb. This error can be found with FiB as well
as SA exercises, which constitute the two exercise
types providing opportunities for the error.

have (Inf) + be (PPart)*
do (SP) + be (PPart)
do (SP) + be (Inf)
do (SP) + be (SP)
do (SP) + be (Pres) i «
do (Inf) + be (Pres){l*
do (Inf) + be (SP)4l *
be (SP) + be (PPart){ -
do (SP)

do (Inf)

be (PPart)

be (Inf)

incorrect agreement

20
occurrences per opportunity

40 60

Figure 6: Frequencies of errors in questions with "be’

The most frequent error concerning questions with
’be’ (see Figure 6) by far constitutes incorrect
agreement with the person of the subject (e.g.,
Example 3a). With FiB exercises, additional do-
support (did be, e.g., Example 3b), did was/were
(e.g., Example 3c¢), did (e.g., Example 3d), and do
(e.g., Example 3e) are also frequent and should
therefore be considered for distractor generation.

(3) Were you scared?

a. *Was you scared?
b. *Did you be scared?



c. *Did you was scared?
d. *Did you scared?
e. *Do you scared?

As there are no half-open exercises available for
subject questions, it is not possible to determine
from the data what kind of errors learners would
produce on their own. Observed misconceptions
are therefore restricted to those offered by the SC
distractors. They consist in using only the infinitive
of the main verb (e.g., Example 4a) or else the
infinitive with do-support (e.g., Example 4b).

(4) Who persuaded you to come to the party?

a. *Who persuade you to come to the party?
b. *Who did persuade you to come to the party?

Exercises on question words constitute a special
case in that misconceptions are specific to the tar-
get question word. The bar chart in Figure 7 illus-
trates that although almost all question word con-
fusions are present in the dataset, there are clearly
discernable, predominant misconceptions in the
use of question words. These are, however, not bi-
directional. While where is often incorrectly sub-
stituted by what or when in the normalized dataset,
the most frequently used question words instead of
what are how and which, and omitting the question
word altogether or using where is the most frequent
error with when. Instead of why, learners most of-
ten used how or who, whereas the most frequent
question word instead of how is what or sometimes
why in the dataset.

learner answers
how W none
when which
why where
what who

20+
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10

n occurrences

what where

when

how why

target answer
Figure 7: Frequencies of question word confusions
Turning to RQ.3, we analyzed whether the iden-

tified most frequent errors of half-open exercises
appear in SC exercises as well if according distrac-
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tors are available.

The system’s distractors do not cover the most fre-
quent errors for all learning goals. With respect
to the main verb, they support three of the most
frequent misconceptions identified in half-open ex-
ercises: using a past form, simple present, or an
incorrectly formed variant of the main verb. These
distractors are selected frequently by learners in SC
exercises. Concerning questions with "be’, SC ex-
ercises offer distractors targeting the most frequent
misconception. These distractors are also selected
frequently by learners. This indicates that errors
observed in half-open exercises constitute plausi-
ble distractors for SC exercises, although available
distractor coverage is too scarce to confirm general
validity of this assumption.

With respect to RQ.1, we determined whether
the automatic annotations support the labels of the
two most frequent errors in half-open exercises.
Looking at the individual learning goals, the most
frequent misconceptions with auxiliaries — omis-
sion and the use of be — are both supported by the
automatic annotations so that the error diagnosis
module is already able to generate such distractors.
The automatic annotations do not yet cover any of
the misconceptions concerning the main verb, the
entire verb, or questions with *be’. They do, how-
ever, support all labels for question word errors,
thus providing the means to automatically generate
according distractors.

Focusing on RQ.2, we compared the distractors

introduced by human exercise creators with the
most frequent errors in the learner records.
For auxiliaries, available distractors cover only
the use of do + have out of the identified miscon-
ceptions. Although this distractor was selected
very frequently in SC exercises, the error appears
only occasionally in half-open exercises. The most
frequent error with respect to this learning goal,
leaving it out, is not covered by any of the SC
distractors in the system. This makes sense con-
sidering that according SC exercises focusing only
on the auxiliary would require an empty distractor.
This exercise type thus does not lend itself well for
practice of omission errors. However, the system’s
SC exercises do not cover any of the remaining
observed misconceptions either.

The distractors cover three of the most frequent
misconceptions identified in half-open exercises
practicing the main verb: using a past form, sim-
ple present, or incorrectly formed variant of the



main verb. Only omitting the main verb altogether,
which was also observed rather frequently, is not
covered for the above mentioned reason.

The system does not provide any SC exercises to
practice the entire verb.

Concerning questions with ’be’, SC exercises offer
distractors targeting the most frequent misconcep-
tion, incorrect agreement, as well as the use of the
past participle (been, e.g., Example 5a), and of the
infinitive of be (e.g., Example 5b) instead of its
simple past form. However, the latter two are not
among the most frequent learner errors.

(5) Were you scared?

a. *Been you scared?
b. *Be you scared?

In general, while the distractors do not cover all
misconceptions found in the learner submissions,
coverage of the identified most frequent errors is
high. Only those targeting word order, which is
better practiced with JS exercises, and omission er-
rors are not covered by the distractors. Concerning
their pedagogical validity, solely misconceptions
that are only covered by SC but not half-open exer-
cises, i.e., those of subject questions, do not appear
at all with half-open exercises. The same holds
for co-occurrences of labels, indicating that the
available distractors only integrate combinations
of misconceptions that learners also tend to make
jointly in production exercises. The manually cre-
ated distractors therefore seem to be pedagogically
valid since the system does not expose learners to
misconceptions they would not develop of their
own accord. However, in addition to the miscon-
ceptions covered by the error labels, the distractors
encompass errors that have not been identified as
pedagogically relevant in the manual annotation
and selection process. Although both distractor cre-
ation and learning goal identification constituted
manual processes, they thus put different foci on
targeted misconceptions. This might indicate that
exercise creators do not intuitively choose distrac-
tors that are relevant to the learning goal.

In order to compare manually created distractors
to those informed by learning analytics in terms of
plausibility, we followed Haladyna and Downing
(1993)’s approach which states that at least 5% of
all incorrect answers to the question need to corre-
spond to a distractor in order for it to be plausible.
We calculated the ratio of n times a distractor was
selected over m times any of the item’s incorrect
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options was selected. Distractors obtaining a ratio
lower than .05 are thus considered implausible. The
evaluation shows that all distractors were selected
at least once, although with differing frequencies.
Only two instances of distractors were beneath the
5% threshold. While the incorrect form forgat may
indeed be implausible, there is no clear indication
as to why the form been was selected so rarely in
the distractor group be - was - been, which appears
in the same constellation in various other (preced-
ing and succeeding) items, where this distractor
was selected more frequently.

5.3 Sentence chunking

Jumbled Sentences are a natural choice of exercise
type for controlled practice of word order. In order
to constitute useful practice material, the chunks
should fulfill two criteria: (a) They should be small
enough to separate the challenging constituents that
learners may struggle to assemble in the correct or-
der. (b) On the other hand, the chunks should only
be as small as necessary so as not to distract from
the learning goal. We therefore analyzed word or-
der errors with the goal of identifying constituents
that should be extracted into individual chunks.
The errors particular to questions in the simple
past and targeting word order concern fronting of
the main verb before the subject (e.g., Example 6a),
as well as interchanging the subject and the ob-
ject of the sentence (e.g., Example 6b). Relevant
chunks for JS exercises therefore comprise a chunk
for the main verb, for the subject, and for the object.

(6) Did Mr. Jones see a doctor?

a. *Did see Mr. Jones a doctor?
b. *Did a doctor see Mr. Jones?

With respect to RQ. 1, the automatic annotations do
not further distinguish between word order errors.
Thus, the current error diagnosis cannot determine
the most appropriate chunking for a learner.
Addressing RQ.2, we analyzed the JS exercises
in the system. For the first criterion concerning
sentence chunking, we determined whether the ex-
ercises provide opportunities to make the word or-
der errors observed in half-open exercises. In the
exercises, 10 out of the 27 items merge the main
verb with the succeeding token, thus not support-
ing main verb fronting errors. Only 11 items have
individual chunks for the subject and the object,
while the remaining 16 items have either no object
or merge it with the preceding preposition or suc-



ceeding main verb.

For the second criterion, we determined the number
of remaining chunks not corresponding to a con-
stituent involved in any of the errors. To this end,
we subtracted the general number of word order
relevant constituents from the number of the exer-
cise item’s chunks. Allowing for some preceding
and succeeding co-text, we defined results greater
than two as indicative of excessive chunking. The
sentences in the system are split into a mean of
5.33 chunks (¢ = .88) so that according to the
criterion of n(= 3) relevant chunks +2, the overall
number of chunks is only sightly higher than the op-
timal number. Considering that most exercise items
merge some of the relevant chunks with preceding
or succeeding tokens or do not incorporate them at
all, however, the exercises do contain substantial
excessive chunking.

Regarding RQ.3, the learner error data reveals
that while JS exercises offer potential for all ob-
served relevant word order errors, none of the learn-
ers made any main verb fronting errors in these
exercises, indicating that this is only an issue in
more open exercises. Subject/object confusion, on
the other hand, was only observed with JS and FiB,
but not with SA exercises, although all three exer-
cise types offer opportunities for this error. Since
it is of a more semantic nature, this could suggest
that learners do not put much effort into semanti-
cally parsing sentences in less open-ended exercise
types, rendering subject/object errors careless mis-
takes rather than misconceptions. Thus, neither
subject/object confusion nor main verb fronting
seem to be relevant for JS exercises. This might
suggest that JS exercises are not relevant for prac-
ticing question formation and that word order is-
sues arise mostly in combination with formation
issues so that learners cannot practice these issues
with form-controlling JS exercises. On the other
hand, the fact that learners only make the errors in
exercises where they have to focus on multiple lin-
guistic aspects at once could also indicate that they
lack proceduralization which would allow them to
overcome processing overload. In this case, JS ex-
ercises could provide opportunities to practice each
aspect in isolation.

6 Conclusion

We outlined a data-driven approach to determine
relevant learning goals, distractors and sentence
chunking for the generation of form-based gram-
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mar exercises.

Addressing our first research question, we
demonstrated the feasibility of using a system’s er-
ror diagnosis mechanism to automatically annotate
learner errors made in half-open exercises in order
to dynamically adapt distractors to a learner’s mis-
conceptions. Although not all of the most frequent
errors are automatically annotated in the piloted
system, it is possible to extend the error diagnosis
module to generate all relevant answer hypotheses.
Distractor generation and error diagnosis can work
hand in hand to this end. We also highlight the rele-
vance of human involvement in the selection of ped-
agogically valid misconceptions. Pre-filtering of
distractor templates should be manual and pedagog-
ically motivated, while ranking of the candidates is
best informed by learning analytics. The presented
evaluations of most frequent learner errors based
on the entire learner corpus serve as exemplary
application to an adaptation module, and at the
same time may be used as initial settings while the
system still lacks learner records for individually
adapted exercise configurations.

With respect to the second research question, we
found that while there is substantial overlap be-
tween human intuition and learning analytics based
exercise generation, they also differ in the focus
they put on different misconceptions. Since this
focus is inconsistent in human output depending
on the specific task at hand, human exercise cre-
ators might benefit from explicitly specifying the
learning goal in a first step. Our evaluations sug-
gest that highest pedagogic validity of exercises
can be achieved by relying on human effort to de-
fine learning goals, and on learning analytics based,
automatic processing for exercise generation.

The third research question cannot be answered
conclusively since the exercises do not cover all
potential misconceptions for all exercise types.
Where no learner data from half-open exercises
is available, no conclusions can be drawn about
the pedagogical validity of learner errors as distrac-
tors. This constitutes a limitation of the presented
evaluations. Future work will therefore need to
determine whether the errors that learners make in
half-open exercises are also good distractors for
SC exercises or whether learners instantly perceive
them as incorrect when contrasted against the cor-
rect option. It is also yet unclear to what extent the
most frequent misconceptions differ between and
within learners over extended periods of time.
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A Exercise types

Please drag the sentence parts into the correct order to form a question in the simple past.

=k

Figure 8: Jumbled Sentences

Please select the correct option to form a question in the simple past.
When did he v (come) home?
came

come
comed

Figure 9: Single Choice

Please fill the gap with the form of the verb to form a question in the simple past.

When did he come) home?

Figure 10: Fill-in-the-Blanks

Please give a question in the simple past asking about the masked part of the sentence

Figure 11: Short Answer

56


https://doi.org/10.1016/j.eswa.2008.10.028
https://doi.org/10.1016/j.eswa.2008.10.028
https://doi.org/10.1016/j.eswa.2008.10.028

Reviewriter: AI-Generated Instructions For Peer Review Writing

Xiaotian Su!, Thiemo Wambsganss!, Roman Rietsche 2,
Seyed Parsa Neshaei!, Tanja Kiiser!
I'EPFL, Lausanne, Switzerland
{xiaotian.su, thiemo.wambsganss, seyed.neshaei, tanja.kaeser}@epfl.ch
2 Universtiy of St.Gallen, St.Gallen, Switzerland

roman.rietsche@hsg.ch

Abstract

Large Language Models (LLMs) offer novel
opportunities for educational applications that
have the potential to transform traditional learn-
ing for students. Despite Al-enhanced appli-
cations having the potential to provide person-
alized learning experiences, more studies are
needed on the design of generative Al systems
and evidence for using them in real educational
settings. In this paper, we design, implement
and evaluate Reviewriter, a novel tool to pro-
vide students with Al-generated instructions
for writing peer reviews in German. Our study
identifies three key aspects: a) we provide in-
sights into student needs when writing peer
reviews with generative models which we then
use to develop a novel system to provide adap-
tive instructions b) we fine-tune three German
language models on a selected corpus of 11,925
student-written peer review texts in German
and choose German-GPT?2 based on quantita-
tive measures and human evaluation, and ¢) we
evaluate our tool with fourteen students, reveal-
ing positive technology acceptance based on
quantitative measures. Additionally, the quali-
tative feedback presents the benefits and limita-
tions of generative Al in peer review writing.

1 Introduction

Peer reviewing is a process by which learners pro-
vide formative feedback to each other on an individ-
ual task based on assessment criteria (Sadler and
Good, 2006; Rietsche and Sollner, 2019). Research
has found theoretical and empirical evidence for
the positive effects of peer reviews on critical think-
ing skills (Lin et al., 2021; Ibarra-Sdiz et al., 2020),
communication skills (Lai, 2016), and learning mo-
tivations (Hsia et al., 2016). The prevailing practice
of peer review in tertiary education is evident in the
eruption of massive open online courses (MOOCs)
(Li et al., 2016). In these large-scale learning sce-
narios, peer review is particularly important since
it is challenging for teachers to give effective one-
by-one feedback due to immersive workload and

shortage of time (Er et al., 2021). However, accord-
ing to Oliver (1982), a challenge that plagues many
student writers, including those having satisfactory
grammar and spelling skills, is writer’s block. It
was defined by Rose (1980) as "that frustrating,
self-defeating inability to generate the next line,
the right phrase, the sentence that will release the
flow of words again." A collaborator who provides
instructions and points out new directions might
help alleviate writer’s block (Clark et al., 2018) and
the combination of a writer’s own ideas with sug-
gested ideas is a form of psychological creativity
(Boden et al., 2004). Novel LLMs have the po-
tential to address the challenge of writer’s block
by generating suggestions for the next lines, right
phrases, or sentences, thereby facilitating the flow
of ideas (Gero et al., 2022), and helping students
compose responses more efficiently (van Dis et al.,
2023; Gao and Jiang, 2021). There are LLM-based
collaborative writing tools to provide support for
various writing tasks, including story writing (Yang
et al., 2022), science writing (Gero et al., 2022),
and screenwriting (Mirowski et al., 2022). How-
ever, few have investigated the utilization of gener-
ative Al for peer review writing tasks. Therefore,
in this paper, we build and evaluate Reviewriter
which can provide Al-generated instructions tai-
lored to students’ needs while writing peer reviews.
It suggests possible directions based on students’
input to inspire divergent outcomes while still leav-
ing learners in control of the final text.

To investigate how to provide students with help
to overcome writer’s block in peer review writ-
ing, we conduct a literature review to gather in-
sights for a peer review support system. We sum-
marize five user requirements from interviews with
twelve graduate students. Based on those, we de-
velop seven design principles for providing Al-
generated instructions in peer review tasks. Next,
we search peer review corpora satisfying certain
criteria and pre-process 11,925 student-written peer
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Figure 1: Overview of our methodology: We first gather system needs and requirements from literature and
student interviews. Then we derive seven design principles with pedagogical considerations for a tool to provide
Al-generated instructions for peer review writing tasks. Next, we fine-tuned three language models based on a
selected corpus (Wambsganss et al., 2022b). Then, we instantiate the design in Reviewriter and evaluate it with
fourteen students to assess its performance and gather quantitative as well as qualitative feedback.

review texts in German (Wambsganss et al., 2022b).
We use it to fine-tune three language models to pro-
vide students with informative instructions. The
best results according to training loss and human
evaluation of fluency and correctness are achieved
by German GPT-2. Then, we implement the design
principles into the system to provide Al-generated
instructions for peer review writing. Finally, in a
mixed-method study with our full-working proto-
type, we evaluate the performance of the tool in
a real-world learning exercise with fourteen stu-
dents, and four of them also participated in the
design interview. We assess the technology ac-
ceptance and level of enjoyment of the tool using
well-defined constructs from Venkatesh and Bala
(2008); Venkatesh et al. (2003) and also collect
qualitative feedback from students.

Our research makes three contributions to the
innovative use of NLP in education. Firstly, we
provide insights and practical design considera-
tions for incorporating Al-generated instructions in
peer review writing tasks to overcome the known
challenge of writer’s block (Oliver, 1982). Sec-
ondly, we present and compare three open-source
language models fine-tuned on a selected corpus of
11,925 student-written peer review texts in German.
Lastly, we build Reviewriter, which implements
seven functionalities with pedagogical design con-
siderations and evaluates it on fourteen students
from tertiary education. Our findings suggest that
the tool providing Al-generated instructions in stu-
dents’ peer writing tasks leads to high ease of use
and a high intention to use for students in their re-
view writing process. Moreover, in the qualitative
feedback, we find that the model has the poten-
tial to provide novel ideas for students to continue
in depth. However, like other LLMs, it suffers
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from hallucination (Maynez et al., 2020) by pro-
ducing factually incorrect and nonsensical answers,
this invites further research to overcome and mit-
igate artificial hallucination. With Reviewriter,
we present an interface with design rationales and
an evaluated tool that other researchers can build
upon to explore the effects of LLMs and the ben-
efits and limitations of generative Al for writing
peer reviews and building educational applications.

2 Related work

2.1 Student peer reviewing

There has always been significant interest in the
study of peer reviews in the NLP community. Jia
et al. (2022) introduced an approach called incre-
mental zero-shot learning (IZSL) to address the
issue of insufficient historical data for peer reviews.
Wambsganss et al. (2022a) used empathy detec-
tion algorithms from NLP to analyze the given text
and provide adaptive feedback in students’ peer
writing process. Moreover, several works have in-
vestigated how to embed classification models to
support students in peer review writing. For ex-
ample, researchers have explored the use of these
models to develop argumentation skills (Wambs-
ganss et al., 2020), support cognitive and emotional
empathy writing (Wambsganss et al., 2021), and
assess the specificity of written peer feedback (Ri-
etsche et al., 2022). While NLP models, partic-
ularly LLMs, have the potential to deliver adap-
tive learning content (Adiguzel et al., 2023; Qadir,
2022), little research has focused on how to lever-
age their ability to provide tailored instructions for
students during peer review writing (Darvishi et al.,
2022). van Dis et al. (2023) mentioned benefits pro-
vided by generative Al for completing peer review
tasks quickly. Experimental results from Gao and



Jiang (2021) showed that the effectiveness of gen-
erated suggestions, regardless of their performance
quality, has consistently helped humans compose
responses more efficiently when providing sugges-
tions. In addition, Gero et al. (2022) demonstrated
that students find it faster and easier to draw on
language from generated texts than to write a sen-
tence from scratch, even when given well-known
information. Therefore, we propose a novel peer re-
view writing tool Reviewriter, by leveraging the
power of generative models, it can provide students
with adaptive instructions to help them overcome
writer’s block in peer review writing.

2.2 NLP for writing support

With the massive success of ChatGPT, NLP is
rapidly evolving as a key tool in writing support.
On one hand, there is widespread adoption of gener-
ative Al in practice. Commercial writing assistants
like Monica !, a ChatGPT-powered extension, can
support copywriting. And specialized applications
like Jenni AI 2, Jasper Al * and Notion AI # can
support creative writing. They are not only able
to complete sentences but also generate the whole
blog post and many other types of content includ-
ing essays, emails, stories, and speeches based on
users’ input. On the other hand, many studies have
focused on the use of language models for writ-
ing support in tertiary education. For instance, re-
searchers have explored the use of these models for
academic writing (Gero et al., 2022), fiction writing
(Yang et al., 2022), and text summarization (Dang
et al., 2022). Despite the widespread adoption of
NLP in writing instruction, many models, including
ChatGPT, remain general-purpose tools that have
not been fine-tuned for specific tasks (Chen et al.,
2023) or designed for particular educational set-
tings (Kuhail et al., 2023). Embedding the Al tech-
niques in a student-centered design is a complex
task with several socio-technical challenges (Xu
et al., 2021), including data collection (Zawacki-
Richter et al., 2019), potential bias (Adiguzel et al.,
2023) or discrimination (Pedréf et al., 2019) in
the data, inadequate dataset training (Kuhail et al.,
2023), incorporating the models, lack of student
involvement in the design process (Verleger and
Pembridge, 2018), lacking feedback on the gener-
ative system (Kuhail et al., 2023), and evaluating

"https://monica.im/
Zhttps://jenni.ai/
3https://www.jasper.ai
*“https://www.notion.so/product/ai
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student perceptions (Xu et al., 2021). The present
work provides insights into how to embed gener-
ative Al into peer review writing by establishing
student-centered design with pedagogical consid-
erations. We carefully select an unbiased corpus
with a sufficient amount of peer review text to fine-
tune language models. Furthermore, we evaluate
student perceptions quantitatively and collect qual-
itative feedback on the generative Al system.

3 Generative modeling to provide
students adaptive instructions

3.1 The peer review dataset

To make sure our system is skilled in providing
adaptive instructions for writing peer reviews and
to improve accuracy and efficiency for human-Al
interaction (Lee et al., 2022b), we decide to fine-
tune language models with a peer review dataset.
We start by searching the literature for a corpus that
fulfilled the following criteria: a) it contains a large
amount of student-written text in one particular do-
main (e.g., business model feedback) (Kuhail et al.,
2023), b) it consists of a sufficient size to represent
different nuances of characteristics in a balanced
fashion (e.g. specificity, helpfulness) (Rietsche
et al., 2022), and c) it does not possess a signifi-
cant bias (e.g. gender, racial or social discrimina-
tion) (Adiguzel et al., 2023). The business model
peer review corpus published in Wambsganss et al.
(2022b) fulfilled all these requirements. The cor-
pus consists of 11,925 peer reviews collected at a
university in the German-speaking area of Europe.
They were written by first-year master’s students
in a business department course. The student pop-
ulation has an average age of 24.6 years old with
a standard deviation of 1.7 years. Students wrote
approximately 9 peer reviews per course with an
average length of 220 words. Furthermore, Wamb-
sganss et al. (2022b) showed that this collected
corpus does not reveal many biases in nine WEAT
co-occurrence analyses or in the GloVe embed-
dings. This corpus provides us with a sufficient
amount of unbiased peer review texts to fine-tune
language models for adaptive instructions in the
domain of business peer reviews.

3.2 Data pre-processing

To ensure the model could generate high-quality
instructional text, we select reviews written from
2016 to 2021 with a rated helpfulness score greater
than five on a 1 - 7 Likert Scale (1: low, 4: neutral,
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Figure 2: Architecture of Reviewriter to provide Al-generated instructions for students to write peer reviews.
First, students enter initial input, which is then used by the German GPT-2 model to generate instructions. The
students evaluate the generated content and decide whether to regenerate it. Following this, students are free to edit
the instructions. Finally, both the generated text and the student’s text are utilized as inputs for the next generation.

7: high). We start by removing HTML tags, irrele-
vant information like PDF file names and specific
information like URLSs, keywords (revealing the
identity of students), and questions asked to write
reviews which some students copied to their review
text (Appendix A.1). We also expand abbreviations
as shown in Appendix A.2. Then, we shuffle and
divide cleaned data into train and test datasets with
proportions of 0.8 and 0.2 for fine-tuning and eval-
uating the language model. Lastly, all sentences
are tokenized with model-specific tokenizers.

3.3 The generative models

Transformer-based language models, such as BERT
(Devlin et al., 2019) and GPT-2 (Radford et al.,
2019), using the pre-training and fine-tuning
paradigm, have revolutionized NLP and achieved
state-of-the-art records on various tasks. These
models are first pre-trained in a self-supervised
fashion on a large corpus and fine-tuned for spe-
cific downstream tasks (Wang et al., 2018). In
our case, to provide Al-generated instructions for
German peer review writing, we use pre-trained
causal language models on the HuggingFace plat-
form (Wolf et al., 2020) for German text gener-
ation. We choose them because there is no us-
age limitation and by utilizing open-source tech-
nology, we contribute to LLM transparency (van
Dis et al., 2023; Adiguzel et al., 2023), allow-
ing other researchers to easily replicate our find-
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ings or build upon them. Therefore, we selected
two German GPT-2 models (dbmdz/german-gpt2
> and benjamin/gerpt2-large ©) and one mul-
tilingual model BLOOM (Scao et al., 2022)
(bigscience/bloom-560m /). We did not use
GPT3 for fine-tuning since it was not open-source
available at the time of our research. For all of
them, we fine-tune the pre-trained models follow-
ing the default hyperparameter settings (Appendix
A.3) with block size 128, and 500 warm-up steps.

We compare training loss and used human eval-
uation to select the best model. Note that GerPT2-
large already performs well (Appendix A.4 for sam-
ple generated text) after ten epochs of training, even
with higher training loss compared to the other two
models (Table 1). However, it suffers a long in-
ference time (a student needs to wait around 10
seconds to get instructions given 40 words) com-
pared to the other two models (5 seconds with the
same input). Therefore, we decide to further eval-
uvate German GPT-2 and BLOOM. We conduct a
human evaluation of the quality of the generated
response. Specifically, we sample ten instructions
generated by each model and present them to two
German researchers to evaluate their fluency and
correctness. From the evaluation of both parties,
German GPT-2 yields more coherent results than

Shttps://huggingface.co/dbmdz/german-gpt2
®https://huggingface.co/bigscience/bloom-560m
"https://huggingface.co/benjamin/gerpt2-large



the BLOOM model and there are more meaningless
sentences from the response generated by BLOOM
than by German GPT-2. Therefore, we decide to
use the German GPT-2 model as the base for the
tool with a default temperature of 1.0 for generating
the next token.

Size Training | Training
PLM # Param. loss epochs
German GPT-2 124 0.0418 30
BLOOM 560M 0.0560 30
GerPT2-large 774M 2.8183 10

Table 1: Comparison of the number of parameters for
three transformer-based pretrained language models
(PLMs) and their training and evaluation loss.

3.4 The generative system

To design a system providing Al-generated instruc-
tions for peer review writing, we first draw on
insights from relevant literature. Following the
methodology of Cooper (1988), we analyze human-
Al interaction (Shen and Wu, 2023; Chan et al.,
2023; Lee et al., 2022b) and NLP-supported peer re-
view systems (Alqassab et al., 2023; Darvishi et al.,
2022). Then, to gather insights into the needs of
writing peer reviews with Al-generated instructions
for tertiary education, we conduct semi-structured
interviews with twelve graduate students. We reach
out to a group of computer science students who
previously registered in a business class and have
experience writing peer reviews on business mod-
els, and to students in our university for general
recruitment. The participants have a diverse back-
ground in computer science, business, or psychol-
ogy, and a mean age of 24.50 years (SD = 2.02),
including two females and ten males (represent-
ing the distribution of computer science students
at our school). Half of them had experience writ-
ing peer reviews, while the others did not. Each
interview lasts around 30 to 50 minutes. We use
the expert qualitative interview method outlined in
Brinkmann (2013) and Gliser and Laudel (2009)
to gain an initial understanding of students’ needs
for receiving adaptive instructions in peer review
writing. We ask topics about prior experience with
technology-based writing systems, perceptions of
existing writing systems (e.g., Grammarly), diffi-
culties in writing peer reviews, and desired func-
tionalities for a system to support peer review writ-
ing. We transcribe the interviews and identify five
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clusters of requirements following Cohn (2004).
We find that 75% of the students would like to in-
teract with a clean and straightforward interface
(user requirement - UR I). Two-thirds of intervie-
wees asked for intuitive guidance on how to interact
with the tool (UR 2). And 41.7% of them said that
they would like to see more than one instruction
to choose from (UR 3). One-third of the students
stated that they prefer to view a complete piece
of instruction rather than words or phrases to for-
mulate a concrete idea (UR 4). Lastly, two-thirds
of them indicated that they would like to see the
number of words they have entered to have better
control over the structure of the review (UR 5).

Design Principle

DP1) | Provide a web-based application with a
responsive clean and intuitive interface
to allow students to use the tool with ease

and stay motivated to write.

DP2) | Provide clear and detailed guidance to
ensure that students understand how to
use the tool and can take full advantage

of the features offered.

DP3) | Provide an intuitive keyboard control to
make it easy for students to manipulate

the Al-generated instructions.

DP4) | Provide a simple text area for students
to write, edit the peer review, and view

multiple inline instructions.

Present instructions in an inline format in
the text area to help students quickly pick
up ideas while allowing them to stay in
the context of writing to reduce cognitive
burden.

DP5)

DP6) | Provide a complete argument for each
instruction to assist students in construct-

ing comprehensive reviews.

DP7) | Present a summary of statistics on the
text to guide students on how many

words they have written.

Table 2: Derived design principles on how to provide Al-
generated instructions for students to write peer reviews.

With insights derived from the literature review
and requirements from student interviews (similar
to Rietsche et al. (2018)), we develop seven de-
sign principles (Table 2) and further map them
to seven functionalities (Figure 3 FI - F7) in
Reviewriter, a responsive web application to pro-
vide Al-generated instructions for peer review writ-
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In this assignment, you need to write a peer review of at least 300 words about a
business model. In doing so, you should try to include the strengths and weaknesses
of the business model as well as your own suggestions and ideas for improvement.

Press the Tab to accept the suggestion, the Esc key to reject it.
Press the up and down arrow keys to switch between suggestions.

Zunachst kann ich sagen, dass deine erste Aufgabe gut geldst wurde. Du hast die
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Figure 3: A screenshot of Reviewriter and its main functionalities (F/ - F7) derived from system requirements
and design principles. The system provides a clean interface (F7). By clicking the question mark, students get
detailed guidance on the peer review writing task and the usage of the tool (¥2). A simple text area supports all
typical interactions, such as typing, selecting, editing, and deleting text, and caret movement via keys and mouse
(F4). In the input area, the sentences in black are the actual text, we display the Al-generated instruction in an inline
format in gray (F5). The model generates next-sentence predictions to give students a complete view of the idea
(F6). We provide three instructions each time, and students may use the Tab key to accept, the Esc key to reject, and
the Up and Down arrow keys to toggle through different instructions (F3). The total number of words is displayed
below the text area to inform students of their writing progress (F7).

ing. The design is student-centered and has two
main components: a neat interface with key com-
mands for text editing (Figure 3) and a generative
language model in the backend 3.3. To foster the in-
dependent thinking of students and discourage over-
reliance on technology (Adiguzel et al., 2023), we
organize a workshop with two senior researchers
to deliberate on the optimal timing for presenting
the generated instructions. Combined with stud-
ies Buschek et al. (2021); Bhat et al. (2021), we
decide to present instructions until students have
entered a minimum number of words and put a
certain amount of delay before showing instruc-
tions to minimize potential disruptions caused by
irrelevant information from model hallucination
(Maynez et al., 2020). Figure 2 presents the sys-
tem architecture. The student starts with writing
the beginning of the review. The system will dis-
play instructions until students enter at least 25
words. After this threshold, when the student gets
stalled, by pressing the spacebar, they will trigger
the model in the backend to generate instructions.
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After the keypress, there is a delay of eight sec-
onds before they receive instructions. To preserve
the context while avoiding too much overhead for
querying the mode, we pass the last twenty words
from the input to the model. According to UR 4,
and supported by Calderwood et al. (2020), overly
brief suggestions are often unhelpful. To ensure
clarity and concision, we limit each instruction to a
maximum of 60 tokens, which is approximately 45
words ®. In their experiment with one, three, and
six instructions, Buschek et al. (2021) discovered
that multiple instructions can facilitate the identifi-
cation of useful phrases and boost their acceptance
rate. We decide to present three instructions each
time considering the cost-benefit tradeoffs for ef-
ficiency (e.g. reading time vs diversified content).
The student controls the final output by checking
multiple instructions and deciding whether to ac-
cept or reject them. They are free to add, delete,
and replace the generated content.

8https://help.openai.com/en/articles/4936856-what-are-
tokens-and-how-to-count-them
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Figure 4: Overview of the study procedure. Students begin with five pre-test questions and two introduction videos.
Then, they engage in a 30-minute review writing task. Afterward, they are asked to complete a questionnaire, which
is followed by an interview with a set of open-ended questions.

4 Evaluation of Reviewriter

4.1 Experimental setup

To assess our prototype, we conduct a mixed-
method study with fourteen students from a pub-
lic university in Europe. We reached out to stu-
dents who have participated in our previous design
interview and also recruited students on campus.
Fourteen students—eleven males and three females—
participated in the evaluation. Three of them were
undergraduate students and the rest were gradu-
ate students. Four graduate students also partici-
pated in our previous design interview. They were
all native German speakers and expressed interest
in getting Al-generated instructions when writing
peer reviews. They have diverse backgrounds, in-
cluding computer science, robotics, and business
with a mean age of 25.33 years (SD = 3.60). The
evaluation is conducted either face-to-face or re-
motely with a conference tool. Each student screen
records their writing process, the interviews are
also recorded and transcribed by a researcher.

1. Pre-test (10 minutes): The experiment starts
with a pre-survey that has five questions (Ap-
pendix B.1) followed by two videos. The first
four questions measure the learners’ level of
innovation in the field of information tech-
nology, following Agarwal and Karahanna
(2000). They need to rate their agreement
with a statement on a Likert scale ranging
from 1 (totally disagree) to 7 (totally agree),
with 4 being neutral (Likert, 1932). Following
the pre-survey, we present two videos. The
first video introduces a business model for
a platform that connects ski instructors with
learners, and the second video provides guid-
ance on how to use Reviewriter.
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2. Peer review writing (30 minutes): In this
phase, students are asked to write a review for
a peer’s business model. Specifically, they are
asked to elaborate on strengths, weaknesses,
and suggestions for improvement of the given
business model. We instruct students not to
use search engines and spend a minimum of
15 minutes on the task. A countdown indicates
the remaining time.

. Questionnaire and interview (10+10 minutes):
In the post-survey, we ask 29 questions (Ap-
pendix B.2) to measure perceived ease of use,
perceived ease of interaction, perceived level
of enjoyment, perceived level of excitement
and perceived usefulness, following the tech-
nology acceptance model of Venkatesh and
Bala (2008) and Venkatesh et al. (2003). All
constructs are measured with a 1- to 7-point
Likert scale. Moreover, we ask several qual-
itative questions to further examine students’
attitudes toward Al-generated instructions and
capture the demographics.

4.2 Quantitative analysis and qualitative
feedback

To measure student perceptions of Al-generated
instructions for peer review writing, we calculate
the following constructs on a 1- to 7-point Lik-
ert scale (Table 3): perceived ease of use (M; =
6.07,SD; = 0.83), perceived ease of interaction
(My = 5.50, SDy = 1.22), perceived level of ex-
citement (M3 5.64,SDs 1.15), perceived
level of enjoyment (M, = 5.43, 5D, = 1.16), and
perceived usefulness (M5 = 4.64,SD5 = 1.34).
The results show that the participants rate posi-
tively using Reviewriter to receive adaptive in-
structions. Moreover, the mean values of the tool
are also very promising when comparing the results



Statistics Perceived Perceived ease | Perceived level | Perceived level | Perceived
ease of use | of interaction | of excitement | of enjoyment | usefulness
Mean 6.07 5.50 5.64 5.43 4.64
Std. 0.83 1.22 1.15 1.16 1.34
Normalized | , . 0.79 0.81 0.78 0.66
mean

Table 3: Descriptive statistics from quantitative measure in the evaluation of Reviewriter (N=14). The measure of
technology acceptance on a 1 - 7 Likert Scale (1: low, 4: neutral, 7: high).

to the average of the scale. All results are better
than the neutral value of four. This fosters motiva-
tion and engagement to use the learning application.
Malik et al. (2021) found that perceived ease of
use (M7 = 6.07) and usefulness (M5 = 4.64)
positively influence student adoption intentions
and their attitudes toward Al-based applications.
The positive levels of perceived ease of interaction
(M5 = 5.50), excitement (M3 = 5.64), and en-
joyment (M, = 5.43) suggest that the technology
has been accepted favorably. This is especially
important for learning tools to ensure students are
perceiving the usage of the tool as enjoyable, useful,
and easy to interact with (Maranguni¢ and Granid¢,
2015). These are promising results for using this
tool to receive Al-generated instructions in a peer
review setting.

In addition to quantitative scores, we incorpo-
rate qualitative open-ended questions to further
understand student attitudes toward writing with
Al-generated text and how the instructions impact
their writing process. We translate the responses
from German and cluster the representative ones
(Appendix B.3). The general attitude towards
Reviewriter was very positive. Five students
stated concretely the benefits of Reviewriter on
their writing process. Three students mentioned
the system is simple and easy to interact with. On
the adoption of the generated instructions, one stu-
dent used them every time, two students stated that
they did not find anything useful in the instructions.
Another two students reported that they never used
the complete instructions but they picked up ideas
or keywords from them. Five of them used in-
structions three to five times, and the rest stated
that they use the Al-generated instructions quite
frequently and did not provide an exact number.
Moreover, it is interesting to note that there are di-
vergent opinions on the delay of the system. Three
students complained about the waiting time was
too long while two other students were in favor of
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the delay and stated that the waiting time left them
room to think. Finally, students enjoyed the diverse
content in Al-generated instructions while noticing
there were ungrammatical sentences and irrelevant
phrases from time to time.

5 Discussion

Peer review writing is an increasingly important
educational task in large-scale or distance learn-
ing scenarios since it enables personalized feed-
back to be delivered at scale, thereby lessening
the workload of instructors (Er et al., 2021) and
boosting learners’ motivation (Hsia et al., 2016).
However, during writing peer reviews, students
may experience obstacles such as writer’s block
Rose (1980) where they struggle to generate the
next line, the right phrase, or the sentence Oliver
(1982). LLMs can help to overcome this obstacle
by producing adaptive instructions based on stu-
dents’ input, which ultimately aid in the seamless
progression of thoughts (Gero et al., 2022). To do
so, we develop a novel peer review writing tool
called Reviewriter. It allows students to use Al-
generated instructions as an inspiration and incor-
porate those ideas into their own work in a creative
and original way, such as by adapting, mixing, or
reinterpreting those instructions (Qadir, 2022).
Our study contributes at least three key aspects
to the innovative use of NLP in education. First, we
explore the personalization of Al-generated instruc-
tions in a specific pedagogical scenario - peer re-
view writing (Pardos and Bhandari, 2023) by gath-
ering insights from literature review and student
interviews (Verleger and Pembridge, 2018). Sec-
ond, in contrast to Lee et al. (2022a) which used
GPT-3 without adaptation for collaborative writing,
we fine-tune three German language models on a
corpus selected based on certain criteria to provide
specialized content with high quality. Afterward,
we choose German-GPT?2 based on quantitative
measures and human evaluation. Third, as noted



in Kuhail et al. (2023), "lack of feedback" is one
of the challenges to using generative models in
education. Therefore, we evaluate our tool with
fourteen students and the result reveals positive
technology acceptance based on quantitative mea-
sures. Through our qualitative evaluation, we find
that students generally enjoyed seeing generated
instructions with varied content to spark ideas. And
they were enthusiastic and excited about writing
with generative language models. We recognize
that there is a need for further research on the ef-
fectiveness of LLM-based writing support tools in
various contexts, as well as the improvement of
faithfulness and factuality in Al-generated instruc-
tions (Maynez et al., 2020). Nonetheless, our study
contributes to the growing body of knowledge on
the potential of generative Al to provide person-
alized writing instructions and enhance students’
learning experiences (Pardos and Bhandari, 2023).

6 Conclusion and future work

To help students mitigate writer’s block during
peer review writing, we design, build, and evaluate
Reviewriter, a novel tool that aims to provide stu-
dents with Al-generated instructions during their
peer review writing process. We provide design in-
sights with pedagogical considerations of integrat-
ing LLMs into peer-review writing systems. Our
evaluation involves fourteen students from tertiary
education, who reported enjoying the interaction
with the system, finding it easy to use, and express-
ing interest in using similar tools in the future. They
also pointed out that the relevance of the generated
instructions could be further improved. We present
Reviewriter, including its design rationales and
evaluated interface, as a contribution to the explo-
ration of LLMs’ potential in innovative NLP-based
approaches in education. As NLP continues to ad-
vance, we aspire that our work will encourage other
researchers to explore how generative Al can be
integrated into educational applications to benefit
teachers and students, while promoting responsible
and ethical use.

For future work, we will investigate students’
perceptions of peer reviews from different sources:
their peers, peers using Reviewriter, and entirely
Al-generated reviews. We will collect ratings and
feedback from students who receive these reviews
and compare the relevance, quality, and usefulness
of the texts generated from each source. Addi-
tionally, we aim to integrate Reviewriter into
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the university’s existing peer review system, en-
abling widespread adoption among students across
various courses. By incorporating Al-generated
instructions into routine peer reviews, we can ex-
amine the long-term impact on student’s writing
skills, critical thinking abilities, and overall aca-
demic performance. To enhance the relevance of
the Al-generated instructions in Reviewriter, we
will refine the algorithms and models based on
feedback from our evaluation participants. Our
iterative development process will involve incorpo-
rating more contextual information, employing ad-
vanced NLP techniques, and leveraging user feed-
back to achieve higher accuracy and helpfulness in
the Al-generated instructions.
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A Details on data pre-processing and

models

A.1 Template questions asked students to

write reviews which some students copied
to their review text

* What do you see as the strengths of the fellow
student’s solution?

* What do you see as weaknesses in the fel-
low student’s solution and how can they be
addressed?

* What should be paid attention to in the revi-
sion of the solution?

* Provide concrete suggestions for improve-
ment in this regard.

* Give concrete suggestions for improvement
(constructive feedback).

* What should you pay attention to in the re-
vision of the solution? Give concrete sug-
gestions for improvement (constructive feed-
back).

A.2 Abbreviations and expansions

Abbreviation Expansion
bsp, bspw beispielsweise
dh da her
ev, evtl eventuell

ggf gegebenenfalls
od oder dhnliches
vit vielleicht
zb zum Beispiel

Table 4: A list of abbreviations students used in the
review text and we replace with the expansion in the
pre-processing.

A.3 Hyperparameters for pretrained

language models

Hyperparameter | GPT2 | BLOOM
Vocabulary size | 50257 | 250880
Attention heads 12 8
Hidden layers 12 2
Attention dropout | 0.1 0.1

Table 5: Hyperparameters for pretrained GPT2 and
BLOOM

A.4 Sample text generated by different

language models

B Details on evaluations

B.1

B.2

. I have

Pre-test questions asked during
evaluation of Reviewriter

. Ilike experimenting and trying out new tech-

nologies.

As arule, I am hesitant when trying out new
technologies.

. In my circle of friends, I'm usually the first

person to try new digital media / new tech-
nologies.

When I hear about new technologies I look for
a way to experiment with them.

had experience
views/feedback in the past.

writing  re-

Post-test questions asked during
evaluation of Reviewriter

Transition questions: How many times have
you accepted Reviewriter’s recommenda-
tions?

* Technology Acceptance Model

1. Assuming the review writing assistance
tool is available, the next time I want to
write a review/feedback I would use it
again.

2. With Reviewriter I can write re-
views/feedback more effectively.

3. Learning to use Reviewriter was easy
for me.

4. 1find using Reviewriter useful for writ-
ing reviews/feedbacks.

5. Ifind Reviewriter easy to interact with.

6. It would be easy for me to become famil-
iar with Reviewriter.

7. Compared to other participants, I
think I wrote a very convincing re-
view/feedback.

8. After using Reviewriter, my ability to
write reviews/feedback has improved.

9. I'm sure I wrote a very insightful re-
view/feedback.

10. I'm sure I wrote a very convincing re-
view/feedback.



11. With Reviewriter I can write better re- Source Text
views/ feedbacks. Original | First of all, I can say that your
12. I think I now know more about how to input first task was solved well. You
write well-structured, persuasive, and in- have structured the environmental
sightful reviews/feedbacks. and company analysis well, writ-
13. Assuming Reviewriter was available, ten a good introduction, and related
the next time I write a review/feedback I the individual facts to the various
would use it. factors, and you have also worked
14. After using Reviewriter, my ability to out the excessively high production
pay attention to the different parts of the COSLS.
review/feedback structure has improved. German Furthermore, the_ p roblem.s were
GPT-2 identified and their elaboration was
* Evaluate student perceptions on the Al- generated | well coordinated. However, the be-
generated instructions instruc- haviour of this company is com-
1. I expect Reviewriter will help me im- tions pletely.unne(.:essary and one could
- . hardly judge it more. Unfortunately,
prove my ability to write well-structured i :
. you went into far too much detail
reviews/feedbacks. about the individual points and did
2. I assume Revi(.avyriter Would help me little about the environmental and
1mprove my ability to write compelling company analysis. 2) What do
reviews/feedback. you see as the weaknesses of the
3. I assume Reviewriter would help me environmental and business anal-
improve my ability to write insightful ysis and how can these be reme-
reviews/feedback. died?1.written out above:However,
4. Interacting with the tool was fun and en- with the exception of case-related,
joyable for me. these are other generic terms that
5. T expect Reviewriter will help me im- have a rather different linguistic
prove my ability to write helpful re- form.
views/feedback. BLOOM | I have already recognized the sec-
6. Interacting with the tool was exciting. generated | ond task and the reasoning is also
instruc- understandable for you. Good luck
* Open-ended questions for qualitative feed- tions for the future! Strengths) The
back project idea is cleanly and realisti-
1. How has Reviewriter impacted your cally implemented, as it is a
writing process? GerPT2- | You mastered the Fask Very well. 1
2. What did you particularly like about us- large have a fe.w suggestions for improve-
ing Reviewriter? generated ment.. Flr.st of all, you could have
. instruc- explained in the assignment what an
3. Do you have any other ideas? tions environmental and company analy-
4. What could still be improved? sis actually is. T would also replace
5. Have you used a writing support program the word "company" with "firm" or
before (e.g. Grammarly)? something similar. You answered
6. What is your field of study? task two well, but you might have
7. Please enter your gender. briefly explained the stakeholder
8. Please indicate your mother tongue. approach, which was necessary to
understand the task. Perhaps you
B.3 Clustered qualitative student feedback could have changed the focus of the
from the evaluation of Reviewriter company analysis, but that is only a
small point. In general you could

Table 6: Comparison of the sample text generated by

different transformer-based pretrained language models

with max_length=150 (we translated all text from Ger-
70 man to English for the purpose of this paper).



Topic

Cluster

Statement

On the adoption of
the Al-generated

Positive

S1: "I mainly accepted the ideas and slightly rewrote the
proposed text."
S3: "I find myself be inspired by professional keywords."
S11: "I used the recommendations every time."

instructions

Constructive

S4: "Never. They were utterly useless."

On the quality of
the Al-generated
instructions

Positive

S1: "A few of the suggested ideas were very relevant.
It also often remind me to say something positive."
S4: " I like that it suggests diverse ideas that are quite
different from each other."
S10: "Reviewriter provided me with novel ideas that I could
explore in depth."

Constructive

S1: "Shorter instructions would be more relevant sometimes."
S10: "The instructions sometimes have spelling mistakes."
S11: " Sometimes I got instructions that didn’t fit the content."
S12: "I would suggest to generate shorter snippets.
Sometimes the beginning wasn’t bad but later it got weird."

On the impact of
the writing process

Positive

S2: "The tool helps break through writer’s block."
S3: " When I got stuck on what to write, it sometimes had
useful keywords, which made me a little quicker."
S10: "The review writing process has accelerated."
S11: "I got new ideas from Reviewirter’s suggestions.
I think the system not only helps to write structured reviews,
but also to come up with new ideas.

This is where I see the greatest potential."
S14: " 1 didn’t feel so alone while writing."

Constructive

S1: "Waiting for suggestions slowed down my writing process."
S12: "I tried to adopt the instructions a couple of times

to be more efficient. However, since the waiting time for the
instructions is very long, the process has been delayed."

On the system
interaction

Positive

S5, S8: "It is easy to use and simple to operate."”
S10: "It is easy to use and saves time."
S11: "I liked that I was not forced to accept the instructions
and I could choose among several options."

Constructive

S11: "I think it would be better if we could select the
instructions with the mouse."

On the delay
of instructions

Positive

S2: "Latency is moderate."
S9: "I did not get suggestions instantaneously, I really just
got it when I wanted it. That was really good,
because that way my thoughts did not get interrupted.”
S14: "It is good that the instructions don’t come immediately
after I stop writing. It didn’t disrupt my flow of writing."

Constructive

S6: "The proposals come too late,
I almost come up with my own ideas."

S1, S10, S12: "The waiting time for suggestions is long."

Table 7: We have categorized the qualitative feedback received from fourteen students (referred to as S1 to S14)
from tertiary education, who participated in the evaluation of Reviewriter. We collected the feedback through
open-ended questions in the post-survey and concluding interview. For qualitative questions answered in German,
we translated the written responses into English. The interview was conducted in English, recorded with the students’

consent.
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Towards L2-friendly pipelines for learner corpora:
A case of written production by L.2-Korean learners
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Abstract

We introduce the Korean-Learner-Morpheme
(KLM) corpus, a manually annotated dataset
consisting of 129,784 morphemes from second
language (L2) learners of Korean, featuring
morpheme tokenization and part-of-speech
(POS) tagging. We evaluate the performance
of four Korean morphological analyzers in
tokenization and POS tagging on the L2-
Korean corpus. Results highlight the analyzers’
reduced performance on L2 data, indicating the
limitation of advanced deep-learning models
when dealing with L2-Korean corpora. We
further show that fine-tuning one of the models
with the KLM corpus improves its accuracy of
tokenization and POS tagging on L2-Korean
dataset.

1 Introduction

The use of learner corpora has played a crucial role
in understanding language learners’ developmental
aspects (e.g., Biber et al., 2011; Ellis and Ferreira-
Junior, 2009; Gablasova et al., 2017). With the
recent advancement of computational methods and
techniques, automatic processing of learner corpora
(together with sizeable datasets) is gaining momen-
tum for a better understanding of the properties of
learner language (e.g., Bestgen and Granger, 2014;
Kyle and Crossley, 2017; Lu, 2010).

Despite the increasing interest in this approach,
we identify two major caveats in the current re-
search practice. One is the sampling bias towards
dominant/hegemonic viewpoints and discourse, es-
pecially centering around a limited range of lan-
guages and language-usage contexts (e.g., L2 En-
glish) (c.f., Bender et al., 2021). This poses a threat
to linguistic diversity, equity, and inclusion in the
field, as well as weakening the generalizability of
previous findings to other (and lesser-studied) lan-
guages.

Gyu-Ho Shin
Department of Linguistics
University of Illinois Chicago
gyuhoshin@gmail. com

The other caveat concerns the degree to which
first language (L1)-based automatic processing
pipelines work for L2 data. Indeed, a line of re-
search has questioned the reliability of currently
existing parsing/tagging models, which are trained
and tested exclusively on the basis of L1 data,
when applied to L2 corpora (e.g., Kyle, 2021;
Meurers and Dickinson, 2017). This is because
these L1-oriented models may not fully account for
the characteristics of learner language, including
spacing/spelling errors and novel combinations of
words and phrases. These factors may negatively
impact the performance of L1-based tools when
analyzing linguistic features of L2 corpora, thus
necessitating empirical investigation.

In this study, we aim to address these caveats by
developing a sizable L2-Korean corpus, featuring
enhanced morpheme tokenization and POS tag-
ging of the open-access L2-Korean corpus dataset,
which comprises 129,784 morphemes (7,527 sen-
tences). Using this dataset, we evaluate the mor-
pheme tokenization and POS-tagging accuracy of
two language-general parsers incorporating cutting-
edge algorithms (Stanza, Trankit) and two Korean-
specific parsers commonly used by researchers in
Korean studies (Kkma, Komoran).

This paper is structured as follows: We discuss
the significance of morphological analysis in Ko-
rean studies and review relevant L2-Korean ap-
plied research. Next, we outline the annotation
process employed in our study. We then elaborate
on our methodology for evaluating the performance
of the morpheme analyzers on our dataset, using
an L1 corpus as a reference. Following this, we
present a comprehensive analysis of the overall per-
formance, including detailed comparisons across
different proficiency levels and POS tags, as well
as a re-evaluation of performance after training the
L2 annotated corpus. Finally, we summarize our
findings and propose future directions.
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2 Background

2.1 Linguistic properties of Korean

Korean, a language typologically distinctive from
the major languages studied in the field (specifi-
cally English) is characterized by its agglutinative
nature and Subject Object Verb word order. It
features overt case-marking and active suffixation,
allowing scrambling and omission of sentential
components contingent upon contexts (Sohn, 1999).
These characteristics collectively pose challenges
to automatic processing of (L2-)Korean corpora
(Shin and Jung, 2021), particularly for tokenization
and POS tagging systems that are not entirely rely
on white-space units such as English words (Mc-
Donald et al., 2013). Previous studies (e.g., Choi
and Palmer, 2011; Park et al., 2013) have addressed
word-level representation issues in Korean by uti-
lizing linguistically motivated rules, highlighting
the fact that words in Korean comprise both lexical
and functional morphemes (i.e., the smallest mean-
ingful unit of language). This necessitates consid-
ering morpheme-level parsing and tagging when
handling Korean corpora automatically (Chen et al.,
2022).

2.2 Application of morpheme tokenizers and
POS taggers in L.2-Korean research

In spite of the language-specific challenges
associated with Korean for conducting automatic
text processing, researchers have increasingly
attempted to apply NLP techniques to L2-Korean
research. Notably, however, most studies have not
provided sufficient information about the tools they
used or the reliability of the parsers/taggers for
L2-text processing. An overview of this research
practice is outlined below.

Error analysis: Kim et al. (2016) investi-
gated the types of frequent errors from a sizable
L2-Korean writing data (n=500) and identified
rules for searching syntactic patterns by using a
POS tagger (type not reported). Lee et al. (2016)
proposed an automatic error-detection scheme
for L2-Korean production involving functional
morphemes (e.g., particles) in combination with a
POS tagger (type not reported).

Lexico-grammatical token measurement:
Lim et al. (2022) proposed an automated writing
evaluation system by employing a transformer-
based multilingual model and XLLM-RoBERTa.
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They used a POS tagger (type not reported) to
measure the number of morphemes as one of the
complexity features of learner writing. Nam and
Hong (2014) collected L2-Korean spoken data
from storytelling, communications, and natural
conversations and annotated the data based on the
Sejong tag set. They employed a POS tagger (type
not reported) to compare the number of particles
across multiple proficiency groups.

Morpheme/construction extraction: Jung
(2022) and Shin and Jung (2022) investigated
the distribution of Korean particles in L2-Korean
textbooks. Using UDpipe as a tagger, they
developed a pipeline for automatically extracting
the target particles. Likewise, Shin and Jung (2021)
demonstrated how Korean passive constructions
could be (semi-)automatically identified by using
the same tagger and pipeline developed above.

Text similarity analysis: Cho and Park (2018)
used various morphological analyzers (Kkma,
Okt, Hannanum, and Komoran) to explore the
text similarity (based on TF-IDF) of the writings
produced by sixteen different L2-Korean learners.

3 Dataset

The Korean-Learner-Morpheme (KLM) corpus, as
it currently stands, comprises 129,784 morphemes
(67,284 eojeols, which are sequences of Korean
characters separated by white-spaces) with mor-
pheme tags grounded in the Sejong tag set (Ap-
pendix A). This corpus was sourced from the
Kyung Hee Korean learner written corpus collected
by Park and Lee (2016). The corpus encompasses
data on classroom proficiency levels (ranging from
1 to 6 as a proxy for learner proficiency), nation-
ality, gender, and writing topics. To create our
dataset, we randomly extracted a total of 600 texts
from the original corpus, with each proficiency
level represented by 100 texts.

Despite the presence of morpheme tokenization
and POS tags in the original corpus, several is-
sues prevented its direct use for evaluation pur-
poses, which ultimately led us to conduct manual
annotations. First, without gold annotations for the
data, we were not able to determine the accuracy
of the automatic POS tagger (i.e., ESPRESSO)
that Park and Lee (2016) used for morpholog-
ical analysis. Additionally, we were uncertain
whether the annotation scheme in the original cor-



pus had been thoroughly tested, taking into ac-
count the language-specific properties of Korean.
Second, we were unsure how the characteristics
of learner language (e.g., spelling/spacing errors),
which were not clearly indicated in the original
corpus, were documented in the annotations (e.g.,
whether they were corrected or neglected during
the automatic analysis). On top of these issues,
the formatting proved difficult to process the data
automatically.

To create our corpus, we first reformatted the
texts into CoNLL-U format, following the Uni-
versal Dependencies (UD) formalism (c.f., Nivre
et al., 2020). To ensure the metadata in the original
dataset, we associated the respective # text_id at-
tribute with the extracted metadata (e.g., # text_id
= A100000_v01_3=_Fx}_AFR 7] ¥ 2] 7]) and
incorporated the # sent_id attribute in an incremen-
tal manner (e.g., # sent_id = A100000_v01_%=
=_F AL AR 7] 2 g 7]_1, assigned to the
first sentence of the text) for data management.
Sentence- and eojeol- level segmentations were
done using Stanza' as a tokenizer.

3.1 Annotation procedure

The corpus was annotated by two native Korean
speakers: the first author of the paper and a grad-
uate student who majored in Korean during their
undergraduate studies. Before annotating the sen-
tences, both annotators familiarized themselves
with the Sejong tag set, its tokenization scheme?,
and the annotation guidelines from previous studies
related to Korean UD guidelines (e.g., Chun et al.,
2018; Park and Tyers, 2019) through two train-
ing sessions. The annotation process was carried
out in the following steps: (1) the two annotators
annotated 100 texts individually (both morpheme
tokenization and POS tagging); (2) the annotators
reviewed and discussed their disagreements; (3) if
a disagreement was not resolved, the third annota-
tor, the second author of this paper, reviewed the
problematic tokens and POS tags and provided an-
notations; and (4) the third annotator commented
on the entire annotation results, which were then
discussed by the two main annotators before start-
ing the next annotation round.

Although the annotators referred to previous
studies for parsing/tagging guidance, there
were a few instances in which making deci-

"https://github.com/stanfordnlp/stanza/
“publicly available from KoNLPy website https://
konlpy.org/ko/v@.4.4/morph/
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sions proved challenging. Below are the major
cases that we discussed, with the purpose of
consistent annotations and better evaluation
of morpheme tokenizers/taggers of interest.
The full tagging guidelines and examples can
be accessed here for related future projects:
https://github.com/NLPxL2Korean/Korean_

Learner_Morpheme_corpus.

Causative and passive markers: Causative
and passive voices are often indicated by the
voice markers (-i/hi/li/kitwu/kwu/chwu-  for
morphological causative; -i/hi/li/ki- for suffixal
passive; -e/a ci- for periphrastic passive; Sohn,
1999). These morphemes, when attached to a
root, form causative or passive verbs and lead to
changes in valence (i.e., the number of arguments
controlled by a predicate in a clausal construction).
We parsed all relevant morphemes and assigned
them XSV (Suffix, verb derivative) POS tags (e.g.,
mek+ta "to eat" VV (Verb, main)+EF (Ending,
closing); mek+hi+ta "to be eaten” VV+XSV+EF).

Auxiliary verbs: Verbs such as iss- "to
be/exist/have", ha- "to do", and roy- "to be-
come" function as both main verbs and auxiliary
verbs. As main verbs, they typically operate
independently, representing concepts of existence,
activity, or possession (e.g., ku-nun cha-ka iss-ta
"He has a car"). In these instances, we assigned a
VV (Verb, main) tag. Conversely, when serving
as auxiliary verbs, they work in conjunction with
a main verb to convey grammatical meanings,
such as continuous or progressive actions (e.g.,
ku-nye-nun chayk-ul ilk-ko iss-ta "She is reading a
book"). In these cases, we assigned a VX (Verb,
auxiliary) tag.

Copula, positive: The copula (-i) is a gram-
matical element that links the subject of a sentence
with a predicate, often conveying a positive
meaning (VCP). One complexity in parsing
morphemes arises when the copula is combined
with the ending -lanun in a compound form.
This combination links the subject of a sentence
to a noun or descriptive phrase while adding a
nuance of specification, identification, or definition
(translated as "called,"” "named," or "known as" in
English). Interestingly, in some cases, the copula
may be hidden, requiring the addition of -i before
the ending -/anun to ensure accurate parsing (e.g.,


https://github.com/stanfordnlp/stanza/
https://konlpy.org/ko/v0.4.4/morph/
https://konlpy.org/ko/v0.4.4/morph/
https://github.com/NLPxL2Korean/Korean_Learner_Morpheme_corpus
https://github.com/NLPxL2Korean/Korean_Learner_Morpheme_corpus

swukcey-lanun "(the thing) called homework" —
swukcey+i+lanun, NNG+VCP+ETM).

Spelling errors: Instead of judging or omit-
ting the annotation of misspelled words based on
annotators’ subjective interpretations, we opted
for assigning three relevant tags from the Sejong
tag set: NA (Undefined), NF (Undefined, but
considered a noun), and NV (Undefined, but
considered a verb). Following this annotation
method, a total of 2,289 errors were marked (NA:
738, NF: 1,290, NV: 261).

3.2 Annotation review

Table 1 presents (1) the number and percentage of
refined tokens and tags, and (2) the number and
percentage of overall agreement rates between the
two annotators in creating the corpus. The term
"refined" tokens and tags refers to tokens and tags
which were manually revised by the annotators
against the tokens and tags used in the original
corpus. Note that morpheme tokenization/POS tag-
ging is not always a binary decision in Korean, as
the morpheme boundary can be ambiguous. There-
fore, we measured the reliability by calculating the
ratio of the number of agreement items to the total
number of tokens/tags, rather than by calculating
Cohen’s Kappa scores. Overall, the results indicate
a high level of agreement between the annotators
in both tasks.

Category Token Tags
# of refinement 19,481 20,987
% of refinement 15.01 16.17
# of agreement 128,890 128,243
% of agreement 99.31 98.81
Total 129,784

Table 1: Summary of annotation results

4 Analysis

4.1 Reference L1 corpus

We used the Google Korean Universal Dependency
Treebank (UD Korean GSD) as a reference L1 cor-
pus to establish a baseline for calculating accuracy.
This dataset originally comprises around 6,000 sen-
tences sourced from online blogs and news pro-
duced by Korean native speakers. The sentences
were then annotated according to the UD guide-
lines (McDonald et al., 2013) and later enhanced
by implementing a more refined morpheme tok-
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enizations (Chun et al., 2018). For the purposes of
this study, we employed 989 sentences from the
UD Korean GSD test set.

4.2 Morphological analyzers

We employed four open-access morphological an-
alyzers. They are based on various computational
algorithms, ranging from statistical models®, which
have been widely used by L2-Korean researchers
(e.g., Kkma*, Komoran), to deep-learning models
such as Stanza! and Trankit>.

5 Results and Discussion

5.1 Overall performance

Table 2 displays the overall F1 scores® of the mor-
phological analyzers for the L2 (target) and L1 (ref-
erence) datasets’. Figure 1 presents by-proficiency-
level performance per analyzer.

Token Tag
Analyzer L2 L1 L2 LI
Stanza 089 092 0.86 0.93
Trankit 0.81 0.85 0.80 0.88
Kkma 0.86 0.88 0.80 0.81
Komoran 0.89 092 0.86 0.86

Table 2: F1 scores (overall)

We draw three main observations. First, all the
analyzers exhibited reduced performance on the

3 KoNLPy as an interface, see Park and Cho, 2014

*Kkma employs a more extensive tag set (52 tags) com-
pared to the other three analyzers (45 tags from the Sejong tag
set), necessitating an additional step for tag standardization
prior to evaluating accuracy.

5https: //github.com/nlp-uoregon/trankit/

®1t is often the case that True Negatives apply to a binary
classification problem in which tokenization is clearly based
on white-space, such as English. Notably, tokenization in
Korean does not always fall into binary classification because
of unclear morpheme boundaries. We thus calculated the F1
scores using True Positives (the number of correct matches
between the predicted and gold standard annotations), False
Positives (the number of predicted annotations that do not
match the gold standard annotations), and False Negatives
(the number of gold standard annotations that do not match
the predicted annotations). We acknowledge that our approach
here should be further verified by future research with provid-
ing a Perfect matrix (Raman et al., 2022).

"Subtle differences in output representation arise when
comparing the performance of Stanza/Trankit to that of
Kkma/Komoran. Stanza/Trankit utilize word-level units based
on white-space, facilitating a robust comparison between anno-
tated and predicted tags, as their outputs are structured around
these word-level units. On the other hand, Kkma/Komoran
display morphemes without maintaining original word bound-
aries, necessitating the evaluation of accuracy strictly on a
sentence-unit level.


https://github.com/nlp-uoregon/trankit/
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Figure 1: Comparison of analyzers (by-level) in L2 dataset

L2 data compared to their performance on the L1
data, indicating the challenges to automatic L2-
data processing induced by learner language char-
acteristics (and possibly in conjunction with the
linguistic properties of Korean). Second, Stanza
and Komoran achieved the highest F1 scores (tied)
in morpheme tokenization and POS tagging on the
L2 data. Given that Stanza and Trankit utilize state-
of-art deep-learning algorithms, while Komoran is
based on a comparatively basic probabilistic model,
this finding indicates that even sophisticated mod-
els may suffer from coping with Korean learner cor-
pora. Third, each analyzer demonstrated asymmet-
ric patterns of performance by proficiency level. To
illustrate, whereas the accuracy rates of Stanza and
Komoran remained relatively stable across the lev-
els, the accuracy rate of Trankit decreased notably
after Level 2 (novice-intermediate). Of the four
analyzers, Kkma showed the largest gap between
the tokenization accuracy and the POS-tagging ac-
curacy for all the levels.

5.2 By-tag performance

To examine the variation in performance across
individual tags within the given datasets, we con-
ducted a comparative analysis between the best-
performing models (Stanza, Komoran) for each tag,
as shown in the second and third columns of Ta-
ble 3 (only includes results for the L2 data; see
Appendix B for information on the L1 data). To
calculate the by-tag accuracy, we included only the
cases in which the number of predicted tags and the
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number of annotated tags were the same (within
an eojeol unit for Stanza; within a sentence unit
for Komoran). This approach ensures a fair com-
parison by maintaining an equal number of tags,
avoiding any mismatch that could affect the evalua-
tion process in an unexpected/uncontrollable way.
Consequently, there was a discrepancy between
the two tokenizers in terms of the number of tags
ultimately included in the analysis.

To keep our analysis concise, we excluded tags
related to punctuation, numbers, foreign languages,
and errors, as well as tags with a low frequency
count (overall counts below 10), resulting in a total
of 29 tags for the main analysis. In the following
section, we discuss tags with low accuracy or those
that were of particular interest in previous studies.
We also present the confusion matrix for these
tags calculated by Stanza in Figure 2a, in which
the off-diagonal elements indicate the number of
incorrect predictions.

Predicate-related tags: The accuracy of
VV (Verb, main), VX (Verb, auxiliary), and VA
(Verb, adjective) was not satisfactory (except for
VA in Komoran). This finding is surprising when
we consider the status of verb and adjective as the
primitive syntactic categories in human language
and as one of the most significant content mor-
phemes in Korean. Upon examining the confusion
matrix (Figure 2a), we observed a considerable
number of mismatches among these three groups,



with a majority of the VX tags being predicted
as the VV tags. The verb iss- emerged as one
that requires further refinement in future research
regarding its POS tags, because its classification
as either a VV or VX, depending on its formal
co-occurences with other morphemes, was not
effective. Overall, these results suggest that the
distinctions between main verbs, adjectives, and
auxiliary verbs may not be clear-cut with the cur-
rent taggers. These ambiguities could stem from
linguistic complexities, overlapping grammatical
features, or limitations in the underlying model’s
ability to discern the subtle differences between
them.

Noun-related tags: XR (Noun, root) and
NP (Pronoun) demonstrated notable by-analyzer
asymmetries. Caution is needed, however, as their
occurrences in the dataset were small. Considering
language-specific properties of Korean (e.g.
pronoun are underused), further investigation is
required with a more sizeable dataset to fully
reveal model performance on these tags.

Particle- and suffix-related tags: Particles
and suffixes are often considered challenging for
the automatic processing of Korean (Shin and
Jung, 2021). The results demonstrate that most
particle-related tags (JKO, JKS, JKG, JKB, JX;
but except for JC) and some suffix-related tags
(predicate ending: EF, EC, EP) exhibited relatively
high accuracy (mostly above 0.85) whereas tags
comprising X (derivational suffixes: XSA, XSN,
XSV) seemed not. The confusion matrix revealed
that XSA was often tagged as XSV, and XSV as
EC.

5.3 Model training through L2 data

Based on these observations, we trained a model
on an L2 dataset and evaluated if model perfor-
mance improved in comparison to a model trained
solely on an L1 dataset. To construct the model, we
split the KLM corpus into three datasets (80% for
a training set; 10% for a development/validation
set; 10% for a test set) and employed Stanza (pre-
trained on the UD Korean GSD training set) to train
morpheme tokenization (i.e., lemma) and tagging
(i.e., XPOS) annotation models. For training the
POS/morphological features tagger modules, we
employed pre-trained embedding vectors from the
L1-Korean-GSD model and integrated our L2 test
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dataset to the vector space. The accuracy evalua-
tion was performed using the L1/L.2 test sets with
gold standard tokenization and POS tagging.

Analyzer | Stanza Komoran | Stanza+L2
(count) (count) (count)
JKO 0.94 @rs)  0.93 @any 0.96 @s9)
MAJ 0.94 1192  0.94 63 0.85 (43
JKS 0.92 @isoy  0.91 asm 0.95 o)
JKG 0.92 1251 0.85 @23 0.95 19
EF 0.91 7389 0.99 585 0.93 =30
VCN 091 a1y 0.95 ¢35 0.86 ()
JKB 0.89 6399  0.89 23 0.92 «39)
EC 0.88 @s71y  0.90 (020 0.90 (s46)
MAG 0.87 @28y 0.90 (1385 0.86 (46
ETM 0.86 @843 0.90 @753 0.91 s9)
JX 0.86 3179 0.91 (2389) 0.91 (s543)
EP 0.86 20849y  0.98 (1299 0.87 289
NNB 0.85 @essy  0.84 (1337 0.84 32
XSN 0.84 assn 0.85 s 0.87 (139
ETN 0.83 @31 0.89 26) 0.85 @3
NNG 0.77 gosss  0.82 es2) 0.83 @s66)
VCP 0.80 @307  0.89 (744 0.85 @16
\'AY 0.74 12709y  0.82 wsm2) 0.85 073)
MM 0.76 a799)  0.89 (733) 0.81 23
JC 0.77 a1y 0.63 s 0.80 1
XSV 0.75 @osey  0.85 (1705) 0.85 Ge)
VA 0.73 @osy  0.92 (1547 0.81 @o2
NP 0.68 @260  0.91 (1010 0.89 o
NNP 0.65 cei0p  0.47 3476) 0.77 330
XSA 0.68 1353 0.71 27 0.71 2
VX 0.62 o249y 0.64 (1ss1) 0.81 o)
XR 0.41 26 0.67 G1s) 0.49 2
NR 0.27 226 0.78 73 0.52 as)
XPN 0.14 @55 0.40 3 0.35 as)

Table 3: F1 scores (by-tag) in L2 dataset
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Re-evaluation results: Despite the small size
of the training data, the Stanza+L2 model exhib-
ited improvements in the F1 scores of tokeniza-
tion (0.93) and POS tagging (0.91) compared
to the best models trained exclusively on the L1
dataset (i.e., Stanza, Komoran), which had F1
scores of 0.89 for tokenization and 0.86 for POS
tagging. However, when we compared the perfor-
mance of the three models (i.e., Stanza, Komoran,
Stanza+L2) on the L1 dataset, the performance of
Stanza+L2 dropped (Token: 0.83; Tag: 0.82). The
precise reason for this drop is unclear now; we
speculate that it may be an example of "forgetting"
(Kirkpatrick et al., 2017) in which neural networks
abruptly forget what they have retained when learn-
ing a new task. In other words, it may be due to
the detailed tagging scheme that our study adopts
in comparison to the scheme of the L1 dataset
(e.g., parsing causative/passive suffixes). Further
research should clarify the interplay between the
enhancement of parsing systems and the operation
of neural networks in model training.

The by-tag performance of Stanza+L2 (as indi-
cated in the final column of Table 3) shows that the
accuracy of 15 out of 29 tags performed better than
that for both of the L1 baseline models. The con-
fusion matrix (Figure 2b) further showed that the
locus of this improvement was predicate-related
tags (VV, VA, VX) and error-related tags (NA, NF,
NV). However, for the remaining 17 tags, Komoran
still outperformed Stanza+L2. Considering the dif-
ferences in the pre-training datasets of Stanza and
Komoran, the disparity in training data size may
have partially accounted for the observed perfor-
mance discrepancies. Given this context, future
research could explore the possibility of expanding
Stanza’s L2 training dataset, potentially incorpo-
rating a more diverse and comprehensive range
of L2-Korean texts to improve its performance in
areas in which the Stanza currently trails behind
Komoran.

6 Conclusion

6.1 Summary of findings

In this study, we presented a manually anno-
tated L2-Korean corpus and evaluated the perfor-
mance of Korean morphological analyzers pre-
trained on L1 datasets for tokenization and POS
tagging on L2-Korean data. The KLM cor-
pus and related resources are publicly acces-
sible at: https://github.com/NLPxL2Korean/
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Korean_Learner_Morpheme_corpus.

The results revealed that morphological analyz-
ers exhibited somewhat lower performance on L2-
Korean data in comparison to their performance
on L1 datasets. A detailed analysis of POS tags
showed that several essential morphological tags,
including predicate- and suffix-related tags, dis-
played relatively low accuracy. However, the study
demonstrated that substantial improvements in mor-
pheme tokenization and POS tagging performance
for L2-Korean data could be attained by incorpo-
rating L2 data into the training sets, even with the
relatively small dataset. Although no study has
specifically focused on L2-Korean data so far, these
findings align with previous studies on L2-English
UD treebanks (e.g., Berzak et al., 2016; Kyle et al.,
2022).

6.2 Future directions

To enhance computational resources for lesser-
studied languages and improve their performance,
carefully designed and validated data-processing
pipelines hold great promise. This can be pursued
through three primary directions. First, it is essen-
tial to expand the size of L2 corpora by (1) refining
gold-standard annotation and tagging schemes, and
(2) including informative metadata, such as learner
proficiency. Second, incorporating syntactic tree-
banks into the KLLM corpus or other available L2-
Korean corpora could be considered, as previous
research on L2 English has demonstrated promis-
ing outcomes. Third, both language-specific prop-
erties and learner language characteristics should
be taken into account during the resource develop-
ment process to ensure the interpretability of model
results.

Limitations

Although our study offers empirical reports on the
currently available Korean morphological parsers
for processing L2-Korean texts, there are remaining
areas which await further research. First, the KLM
corpus that we proposed in this study consists of a
relatively small dataset for training deep-learning
models, so increasing the size of the dataset for
training may be necessary to fully ensure model
performance and generalize the result. Second,
the proficiency levels in the original corpus seem
unreliable because there was no separate test for
proficiency measurement; instead, the developers
used class levels as a proxy for learner proficiency.


https://github.com/NLPxL2Korean/Korean_Learner_Morpheme_corpus
https://github.com/NLPxL2Korean/Korean_Learner_Morpheme_corpus

This invites the need for re-evaluating individual
learners’ proficiency in Korean, ideally via holis-
tic evaluation of learner essays by human raters.
Finally, this work may need larger computing re-
sources when applying cutting-edge deep-learning
algorithms, especially with a larger training dataset.

Ethics Statement

We believe that future research should continue to
consider linguistic diversity and give importance
to the inclusion of underrepresented languages to
research, while promoting equitable research prac-
tices in the field. Our findings thus have the poten-
tial to contribute to developing more effective and
inclusive language-learning resources and tools for
language learners. Specifically, connecting the cur-
rently available (and L1-based) morphological ana-
lyzers to language-specific properties and learner-
language characteristics existing in L2 data, in-
cluding the improvement of their performance, can
enhance Al literacy, computer-assisted language
learning, and educational materials to meet the
unique and individualized needs of language learn-
ers with diverse backgrounds.
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A Sejong Tag Set

The table provides a Sejong Tag set. The descrip-
tion was sourced from Jeong et al., 2018.

Tag Description
NNG | Noun, common (X5 WA}
NNP | Proper Noun (25 " Ab)
NNB | Noun, common bound (&] & " A})
NR Numeral (5=A})
NP Pronoun (T % AH
\AY% Verb, main (= A})
VA Adjective (3§ Ah
VX Verb, auxiliary (2. 2 5 A}
VCP | Copular, positive (57 A J A
VCN | Copular, negative (-7 A] A AH
MM | Determiner (3 AH
MAG | Common adverb (&3} FE A}
MAJ | Conjunctive adverb (< FAH
IC Exclamation (7 A}
JKS Postposition, nominative (52 ZA})
JKC Postposition, complement (X 2 Z A})
JKG | Postposition, prenominal (&3 4 Z A})
JKO | Postposition, objectival (52 4 ZA})
JKB | Postposition, adverbial (F-AF4 ZA})
JKV | Postposition, vocative (& 2 Z A}
JKQ | Postposition, quotative (182 Z A}
JC Postposition, conjunctive (< ZAH
IX Postposition, auxiliary (2 ZA})
EP Ending, prefinal (A1 o2 of 1))
EF Ending, closing (72 o] u])
EC Ending, connecting (912 o n])
ETN | Ending, nounal (" AFS Z A o))
ETM | Ending, determinitive (3 3 A4 o] 1))
XPN | Prefix, nounal (A 91 A FAh
XSN | Suffix, verbal (" A} 3}A8 3 ] A}
XSV | Suffix, verb derivative (A} -)
XSA | Suffix, adjective derivative (-3 A} 3} -)
XR Root (0] 2)

NF Undecided (consider a noun) (5 A} F+4)
NV Undecided (consider a verb) (£ F7)
NA Undecided (4] 2%

SF Period, Question, Exclamation (P} I & %)
SE Ellipsis (£ ¥ &

SS Quotation, Bracket, Dash (12 &% %)

SP Comma, Colon, Slash (£ %,Z &, 91 3)
SO Hyphen, Swung Dash (&Y%, 52 3%)

SW Symbol (7] E} 7] &)

SH Chinese characters (3+A})
SL Foreign characters (2] = ¢])
SN Number (5= A})
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B F1 scores (by-tag) in L1 dataset

The table provides the by-tag accuracies from a L1
reference corpus (UD Korean GSD).

Analyzer Stanza Komoran
(count) (count)
JKO 0.96 53 0.93 (0)
MAJ 0.77 @a 0.68 ao)
JKS 0.94 s64) 0.95 @u)
JKG 0.93 323 0.94 21
EF 0.96 (758 0.99 @328
VCN 1.00 «o 1.00 &
JKB 0.93 (1005 0.91 @7
EC 0.95 as90) 0.94 21
MAG 0.90 ©22 0.95 48
ETM 0.97 wen) 0.92 (09)
JIX 0.92 sy 0.93 682
EP 0.94 73 0.95 20
NNB 0.91 o5 0.82 223
XSN 0.88 G 0.89 a3
ETN 0.82 (108 0.86 @3
NNG 0.91 ©136) 0.80 (1684
VCP 0.86 @39) 0.90 a3
\AY% 0.93 (1478 0.88 @15
MM 0.92 (89 0.89 as)
JC 0.85 usn 0.81 @1
XSV 0.93 689 0.90 @59
VA 0.93 @ss) 0.96 (225
NP 0.88 a3s) 0.87 a1
NNP 0.75 55 0.37 (93)
XSA 0.87 @25 0.88 )
VX 0.91 @90 0.76 ass)
XR 0.83 (206 0.94 &7
NR 0.74 a0 0.81 s
XPN 0.42 ) 0.76 a4




ChatBack: Investigating Strategies of Providing Synchronous Grammatical
Error Feedback in a GUI-based Language Learning Social Chatbot

Kai-Hui Liang', Sam Davidson?, Xun Yuan', Shehan Panditharatne', Chun-Yen Chen?,
Ryan Shea!, Derek Pham', Yinghua Tan?, Erik Voss', Luke Fryer*, Zhou Yu!?

!Columbia University, 2University of California, Davis, *Articulate. Al
“The University of Hong Kong,
{kaihui.liang, xy2569, 7y2461}@ columbia.edu, ssdavidson @ucdavis.edu

Abstract

The increasing use of Al chatbots as conver-
sation partners for second-language learners
highlights the importance of providing effec-
tive feedback. To ensure a successful learn-
ing experience, it is essential for researchers
and practitioners to understand the optimal tim-
ing, methods of delivery, and types of feed-
back that are most beneficial to learners. Syn-
chronous grammar corrective feedback (CF)
has been shown to be more effective than asyn-
chronous methods in online writing tasks. Ad-
ditionally, self-correction by language learn-
ers has proven more beneficial than teacher-
provided correction, particularly for spoken
language skills and non-novice learners. How-
ever, existing language-learning Al chatbots
often lack synchronous CF and self-correction
capabilities. To address this, we propose a syn-
chronous conversational corrective feedback
(CCF) method, which allows self-correction
and provides metalinguistic explanations (ME).
Our experiments examine the effects of dif-
ferent feedback presentation methods and self-
correction on users’ learning experiences and
intention to use the system.Our study suggests
that in chatbot-driven language-learning tools,
corrective feedback is more effectively deliv-
ered through means other than the social chat-
bot, such as a GUI interface. Furthermore, we
found that guided self-correction offers a supe-
rior learning experience compared to providing
explicit corrections, particularly for learners
with high learning motivation or lower linguis-
tic ability.

1 Introduction

The growing prevalence of Al chatbots as conver-
sational partners for second-language learners em-
phasizes the vital role of delivering effective feed-
back to enhance the overall learning experience.
As researchers and practitioners work to optimize
computer-based conversational language learning,
it is essential to determine the optimal timing, meth-
ods of delivery, and feedback types that contribute

to the most successful outcomes. Prior research has
shown that synchronous corrective feedback (CF)
for grammatical errors is more effective than asyn-
chronous methods in online writing tasks (Shintani
and Aubrey, 2016). However, the best form of syn-
chronous CF in Al chatbot systems has yet to be
determined. Furthermore, self-correction by lan-
guage learners has proven to be more beneficial
than teacher-provided correction (Brown, 2009),
especially for spoken language skills and for learn-
ers with more than limited L2 proficiency. De-
spite this evidence, numerous current language-
learning Al chatbots lack diverse synchronous CF
and self-correction features. And while past re-
search has shown that learners’ proficiency levels
significantly influence their preferences (Orts and
Salazar, 2016; Yang, 2016; Wiboolyasarin et al.,
2022), the optimization of feedback strategies to
adapt to users with varying proficiencies and moti-
vations in language-learning chatbots remains un-
explored. To address this limitation, we propose a
Al chatbot for language learning with synchronous
conversational corrective feedback (CCF), and in-
vestigate the effect of the feedback form and self-
correction with metalinguistic explanations (ME).
Specifically, we explore the following two research
questions:

RQ1: How do the forms of CF delivery, specif-
ically, feedback from the conversational partner
(i.e., the chatbot) and a separate role (i.e., a GUI),
impact the learning experience, including conversa-
tional enjoyment, negative emotions, self-efficacy,
perceived usefulness, and intention to use the sys-
tem? We hypothesize that: H1: Learners prefer
receiving feedback from a separate role rather than
from the conversation partner.

RQ2: How does the process of self-correction
(compared to explicit feedback without self-
correction) impact the learning experiences, includ-
ing conversational enjoyment, negative emotions,
self-efficacy, perceived usefulness, and intention to
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use the system? Specifically, what are the effects on
people with different linguistic ability and learning
purposes? We hypothesize that: H2.1: Learners
with lower linguistic ability prefer receiving guided
self-correction compared to those with higher pro-
ficiency. And H2.2: Learners with serious learning
purposes prefer receiving guided self-correction
relative to those who report other learning motiva-
tion.

2 Related Work

2.1 Chatbots as Conversational Partners for
L2 Learners

A major challenge for second language instructors
and students is finding adequate opportunities for
students to practice conversational skills. A possi-
ble solution is the use of Al-driven chatbots to fill
this gap. For example, Fryer and Carpenter (2006)
discuss how chatbots can be used to increase op-
portunities for students to practice their second lan-
guage. Fryer and Carpenter (2006) also point out
that students who are reticent to speak with human
interlocutors are often able to talk more freely with
a computer. Similarly, Huang et al. (2022) states
that chatbots “encourage students’ social presence
by affective, open, and coherent communication.”
This interaction is driven by recent advances in gen-
erative Al and chatbot design that have improved
the dialogue flow of chatbots as well as their adapt-
ability to individual user attributes (Li et al., 2022).
In the present work we combine scripted dialogue
with generative Al to create a chatbot which is able
to effectively interact with users.

2.2 Automatic Corrective Feedback for 1.2
learners

Providing CF to students is an extremely time-
consuming prospect for instructors (Shintani,
2016), and the automation of feedback can free
up instructor time to focus on rhetorical and con-
versational skills (Li et al., 2015). Particularly,
automated CF (ACF) can provide the type of real-
time feedback to students that is impossible for
instructors to provide, allowing students to imme-
diately take advantage of the proposed suggestions
and gain more confidence in their independent ex-
pressive abilities (Barrot, 2021). Heift and Hegel-
heimer (2017) further explains that ACF enables
“learner self-study and practice of the target lan-
guage by identifying and explaining error sources”
and allows for self-revision.
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In the present work, we test two alternate types
of CF: explicit and implicit feedback, in the con-
text of an educational chatbot for language learning.
Previous work had shown that providing metalin-
guistic explanations without explicit corrections,
which we term guided self-correction, tends to re-
sult in better student engagement and immediate
gains in target-form usage (Sauro, 2021) and may
improve long-term learning outcomes in writing
tasks (Gao and Ma, 2019; Barrot, 2021). (Pen-
ning de Vries et al., 2020) investigates the use
of ACF in a spoken language system, and finds
speaking practice with ACF benefits users’ learning
goals. However, these feedback methods have not
previously been tested in the context of language
learning chatbots, a gap that the present paper seeks
to address.

An additional key aspect of the present work
is our testing alternate strategies for presenting
feedback to language learners. Specifically, we
test whether students prefer receiving CF directly
from the chatbot as part of the conversational flow,
or from another source such as the GUI window.
While previous work has looked at student reac-
tions to the timing of CF (Deeva et al., 2021), stu-
dent control over feedback (Deeva et al., 2021),
and level of explicitness (Sarré et al., 2021; Sauro,
2021), few studies investigate the effect of method
of feedback presentation on engagement and learn-
ing experience. As such, this study is the first to
investigate the impact of strategies for providing
feedback on learning experiences and self-efficacy
in the setting of a language learning chatbot.

2.3 Grammatical Error Correction &
Classification models

Much recent progress has been made in the task
of Grammatical Error Correction (GEC). To date,
this work has largely focused on student essays
(Ng et al., 2014; Bryant et al., 2019). For exam-
ple, Omelianchuk et al. (2020)’s GECToR reframes
the GEC task as a sequence labeling task rather
than a sequence transformation task. Other promis-
ing models are proposed by Stahlberg and Kumar
(2021) and Rothe et al. (2021), who achieve strong
results on the JFLEG (Napoles et al., 2017) and
CoNLL-2014 (Ng et al., 2014) datasets, respec-
tively. Furthering this work, Qorib et al. (2022)
achieves state-of-the-art results on several datasets
by combining successful GEC models, such as
Omelianchuk et al. (2020) and Rothe et al. (2021)



using a simple logistic regression algorithm. More
recently, Fang et al. (2023), Wu et al. (2023), and
Coyne and Sakaguchi (2023) have investigated the
application of pretrained large language models,
such as GPT-3, to GEC benchmark tasks. We em-
phasize that the above-referenced works primarily
target correcting written student essay data. We, on
the other hand, seek to apply GEC to the dialogue
domain, and thus previously proposed GEC mod-
els may not work as effectively as demonstrated in
prior art.

The present work also relies on error classifi-
cation models to ensure that the correct type of
feedback is presented to users. ERRANT (Bryant
etal., 2017) is a rule-based algorithm to discrimi-
nate error categories by their part-of-speech (POS)
tags. As an improvement to ERRANT, SERRANT
(Choshen et al., 2021) improves the type accuracy
by utilizing SErCL (Choshen et al., 2020) rules
when ERRANT is not informative. SErCL defines
errors by combining the Universal Dependencies
(Nivre et al., 2016) tags of the target item before
and after correction.

3 Study Method

3.1 Recruitment and participants

For this study, we recruited native Mandarin speak-
ers as participants. To find users genuinely inter-
ested in conversing with a chatbot and improving
their English grammar, we used social media for
recruitment, rather than relying on school classes
or Amazon Mechanical Turk. Our demographic re-
cruitment criteria included being a native L1 Man-
darin speaker aged 18 years or older. We also
sought participants having an interest in discussing
travel (the topic of the study) in English via text
message while receiving grammatical error feed-
back. Participation in the study was entirely volun-
tary and unpaid.

175 participants completed the conversation and
post-survey, with the following socio-demographic
profile. The average age of respondants was
32 years, with the large majority having post-
secondary education. Participants have studied
English for an average of 15.7 years. Most partici-
pants reported self-improvement or having fun as
their motivation for engaging with our system. Of
those users who participated, 120 users produced
one or more targeted errors while using the system.
A full breakdown of sociodemographic details can
be found in Appendix B.
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‘ Conversation }—»‘ Post-survey H Asynchronous CF

Figure 1: User study procedure

3.2 Procedure

Figure 1 depicts the user study procedure. Par-
ticipants were randomly allocated to one of three
experimental groups, each implementing a unique
grammatical error feedback strategy. The study
initiated with a travel-themed conversation with
the chatbot. If participants made grammatical er-
rors, as detected by our GEC model, the system
offered feedback in accordance with their group’s
strategy. To ensure that grammar errors could be
identified, users were required to type at least three
words per turn and encouraged to use complete
sentences. They also needed to complete a min-
imum of 12 dialogue turns, corresponding to the
length of the scripted responses. After the con-
versation, users completed a post-survey collect-
ing their socio-demographic information, English
learning background, motivations, and subjective
experiences with the system. To incentivize survey
completion, participants who finished the survey
received asynchronous grammar feedback, includ-
ing a conversation summary and grammar error
corrections for their responses. Both the system Ul
and post-survey were in Mandarin.

3.3 Conversation and grammar error
feedback

As shown in Figure 2, the conversation alternates
between chatting and feedback modes for all exper-
imental groups. It starts with a chatting mode dis-
cussing travel with users. Whenever a user makes
a grammatical error from the targeted error types
(as defined in Section 3.3.1 below), the system first
acknowledges their response and then switches to
feedback mode. In Group 1, users receive feedback
directly from the chatbot (i.e., the interlocutor) via
guided self-correction. In Groups 2 and 3, however,
users receive feedback via a pop-up window on
the system GUI (i.e., separate from the interlocu-
tor) to distinguish it from the conversation. While
Group 2 receives guided self-correction, group 3
only receives explicit error correction without an
opportunity to self-correct. (See 3.3.2 for more de-
tails.) Once the feedback is completed, the system
switches back to chatting mode and resumes the
ongoing conversation. In case of a non-targeted



Chatting mode I

|
|
R I
So, let's talk about your dream vacation! || Group 1 | Group 2
0 Where would you go on your dream vacation? —! |
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2
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‘ !
0
|

Figure 2: Conversation and feedback flow

error (i.e., an error detected by the GEC model but
not explicitly handled by our feedback generator),
the system simply highlights the error in the GUI
and displays the corrected form at the appropriate
location in the user’s previous utterance, without
disrupting the chatting mode.

3.3.1 Targeted error types

Our current feedback generation method generates
feedback for five common types of grammatical
errors frequently made by English learners. The
error types are defined according to the SERRANT
framework (Choshen et al., 2021). The error types
we target are as follows:

VERB: SVA: Subject-verb agreement errors.
VERB: TENSE : Incorrect verb tense usage.
VERB:FORM: Verb form errors. For exam-
ple, using an infinitive verb when a conjugated
form is needed.

NOUN : NUM : Noun number errors. For exam-
ple, a user saying “I like cat” instead of “I like
cats”.

DET : Misuse or omission of a determiner,

such as “the” or “a”.

We target these errors because they are among the
most common errors identified in the ErAConD
dataset, indicating a high prevalence of these error
types in L2 English learner conversations. We also
consulted with professional second language edu-
cators who agreed that these error types are among
the most frequently seen in their students’ speech.
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Finally, to avoid overwhelming students with feed-
back and disrupting the conversation too frequently,
we chose this relatively small set of errors to tar-
get for the purposes of this study; we plan to add
additional error types in future work.

3.3.2 Grammar error feedback strategies

When the user makes a targeted error, we generate
CF that includes metalinguistic explanations, hints,
and corrected forms. We use the term “metalin-
guistic” to reference a student’s capacity to “reflect
on and manipulate the structural features of lan-
guage” (Nagy and Anderson, 1995). In the con-
text of the present work, we define “metalinguistic
explanation” as feedback which contains explicit
information about the student’s language use, such
as pointing out that the student used an incorrect
verb tense. Depending on the experimental group,
the feedback presented to the user can consist of
one or more of the following types:

1. Error identification: This specifies the portion
of the user’s utterance that contains the error
without providing the correct form.

. Implicit metalinguistic clues: This includes
a metalinguistic suggestion about the type of
error made, followed by prompts that encour-
age the user to self-correct, with additional
guidance. There are two levels of this type of
feedback: Level 1 provides a simple metalin-
guistic suggestion for the user’s first attempt,
while level 2 provides a more detailed met-
alinguistic explanation for the second attempt.



3. Explicit correction: This provides an explicit
statement of the corrected form.

We present these suggestions in different ways
depending on the experimental setting. The first
type of feedback, which we refer to as guided self-
correction, begins with feedback types 1 and 2, and
progresses to type 3 only if the student is unable
to self-correct after two attempts. In this approach,
the user is first provided the identified error portion
(e.g. “In this sentence you made a mistake on the
verb ‘are’. ), along with a metalinguistic sugges-
tion (level 1) and an opportunity to self-correct (e.g.
“What verb form should you have used? For exam-
ple, "sees" and "saw" are different forms of "see".”).
If the user is unable to self-correct, they are given a
second chance with a more detailed metalinguistic
suggestion (level 2) (e.g. “Not quite. Think about
subject-verb agreement. How should your verb be
changed to agree with the subject "He"? ) If the
user is still unable to self-correct after two attempts,
we then present the explicit correction containing
the corrected form. (e.g. “Good try, but not quite.
It’s tricky, I know. The correct verb form here is
"is". Remember to make your verbs agree with
their subjects.”) This guided self-correction feed-
back approach is presented to experimental groups
1 and 2, as shown in Figure 2. The second type of
feedback, which we refer to as explicit feedback,
consists only of providing type 1 and type 3 feed-
back (see group 3 in Figure 2).

3.4 Measurement

3.4.1 Linguistic ability

Linguistic ability includes various aspects. In this
study, we focus on learners’ lexical competence
in their produced utterances. We measure lexical
diversity using the VocD method (McKee et al.,
2000) ! and assess lexical sophistication with the
English Vocabulary Profile (EVP), aligning vocab-
ulary usage with CEFR levels. Both metrics are
evaluated with the online tool Text Inspector (Bax,
2012), with the medium of text designated as "writ-
ing." While the Text Inspector tool also provides
language proficiency levels based on the CEFR
framework, we do not rely on this information in
our study. The tool’s original design primarily tar-
gets writing tasks and may not be as suitable for
evaluating language proficiency in textual conversa-
tion. For a comprehensive evaluation of the results,
please refer to Appendix D.

"https://textinspector.com/help/lexical-diversity/
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3.4.2 Post-conversation surveys

Upon the completion of each conversation, we gath-
ered self-reported ratings from users on five distinct
constructs related to users’ attitudes toward the sys-
tem: negative emotion toward the feedback (frus-
tration and annoyance), self-efficacy (confidence in
grammar usage and expressive ability), perceived
usefulness of the grammatical CF and suggestions,
enjoyment using the system, and future intention
to use the system. To ensure the reliability and
validity of these constructs, we utilized a set of two
measurement items, each rated on a 5-point Likert
scale, for each construct. These measurement items
were adapted from previous research studies (See
Table 9) and subsequently modified to better suit
the context of language learning chatbots. Figure 5
shows the survey results for each item. Hypotheses
related to each construct and detailed descriptions
of the constructs are shown in Appendix F.

4 System

4.1 Overview

Figure 3 presents the system pipeline in chatting
mode. At each turn, user input is first processed by
the grammar error correction (GEC) module. If any
targeted errors are identified, the system switches
to feedback mode. The system first highlights the
portion of the user’s utterance that contains errors
with red backgrounds. Then, the topic chatbot ac-
knowledges the user’s response using its generation
model. Subsequently, the conversational feedback
generator provides grammatical feedback to the
users. The feedback content and form of delivery
will vary depending on the group’s feedback strate-
gies. For non-targeted error types, the topic chatbot
will continue the conversation while the system will
highlight the user’s error and display the corrected
form on the GUI at the user’s previous response. If
there are no grammar errors in the user’s input, the
topic chatbot continues the conversation without
highlighting or interruption.

The process in feedback mode, where targeted
types are being addressed, proceeds as follows: For
the group without guided self-correction (group 3),
the system switches back to chatting mode imme-
diately after providing explicit grammatical feed-
back at the same turn. For groups with guided self-
correction (groups 1 and 2), the feedback mode con-
tinues to the next turn until the correction process
concludes. During feedback mode in subsequent
turns, the GEC module checks if users are able
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Figure 3: System pipeline in chatting mode: Grammar error correction & response generation flow

to successfully self-correct their errors. If users
self-correct successfully, the feedback generator ac-
knowledges the correction and the system returns
to chatting mode where the topic chatbot continues
the conversation. If they don’t, they are given a sec-
ond chance where the feedback generator provides
a more detailed metalinguistic hint. If they fail to
self-correct after two attempts, the feedback gener-
ator provides explicit feedback the system switches
back to chatting mode. Otherwise, the feedback
continues.

4.2 Topic chatbot

The topic chatbot combines scripted dialogue with
a generative model to create a topic-oriented chat-
bot capable of effectively interacting with users.
At every dialogue turn, the chatbot first generates
a response and subsequently concatenates it with
the scripted responses. Scripted dialogue is em-
ployed for experimental control purposes, primarily
to pose questions designed to elicit more grammat-
ical errors and to ensure consistency in the topics
presented to users across different experimental
groups. Conversely, the generative model is used
to acknowledge user responses in a more natural
manner by dynamically responding to user input.

The script encompasses 12 dialogue turns cover-
ing travel preferences, past travel experiences, and
dream vacations. We employ Blenderbot3 3B as
our generative model, which possesses various con-
versational skills and long-term memory. To reduce
latency, Blenderbot’s internet access was disabled
during experiments. After completing the scripted
portion of the conversation, if users decide to con-
tinue the conversation, the chatbot’s responses will
rely solely on the generative model.
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4.3 Grammatical Error Feedback

4.3.1 Grammar error correction

Table 1: Performance of GEC model. TP, FP and FN de-
note the average number of true positives, false positives
and false negatives among 5 runs of cross-validation,
respectively.

Model | TP  FP FN Prec Rec Fos
GECToR | 246 144 1740 063 0.12 0.34
TS5 (Ours) | 43.8 346 1548 056 023 043

Figure 3 illustrates the grammar error correction
process, which consists of two main steps: gram-
mar error correction and error annotation. First,
we use a grammar error correction (GEC) model
to generate corrected sentences based on user-
input sentences. The GEC model is a T5 (Raffel
et al., 2020) model trained for grammar correction?.
We fine-tuned the model on the ErAConD dataset
(Yuan et al., 2022), a GEC conversation dataset be-
tween L2 English learners (of at least intermediate
proficiency level) and an educational chatbot. We
selected level 3 errors (as defined in the ErAConD
dataset) as our training data since they are most
likely to result in misunderstanding. The resulting
fine-tuned model achieves an overall Fj 5 of 0.43
evaluated by 5-fold cross-validation, as shown in
Table 1. Detailed results by error type are shown in
Appendix Table 10. While our reported Fj 5 is sub-
stantially lower than SOTA GEC models designed
for written text, there is no established baseline
for dialog GEC. Note that the precision of 0.56
doesn’t mean that half of the edits generated are in-
correct. In fact, there are many equally valid ways
to correct a given grammar error; however, when

https://huggingface.co/
deep-learning—analytics/GrammarCorrector
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https://huggingface.co/deep-learning-analytics/GrammarCorrector

calculating precision using a test dataset, we can
only compare system-generated corrections with
the one or two human-annotated gold edits. If the
machine-generated correction does not match the
gold annotation, it will negatively impact evalua-
tion performance, even if the correction is a com-
pletely legitimate alternative. As a result, current
evaluations tend to underestimate the performance
of GEC models. Rozovskaya and Roth (2021) pro-
vides an in-depth study of this issue. While the
current model is effective for the present study, we
are working to improve the GEC model for future
iterations of our system.

After error correction by the GEC model, SER-
RANT compares the user input sentence with the
corrected version to extract edits and classify error
types. For most categories, there are three possible
operations to specify user input errors: Missing
(M), Replacement (R), and Unnecessary (U), indi-
cating whether tokens should be inserted, substi-
tuted, or removed, respectively. Subsequently, we
filter out trivial grammar error types (e.g., punctua-
tion) and reapply the edits to the original sentences.

4.3.2 Grammar error feedback presentation

Grammar errors can be presented in three different
forms: 1) GUI inline highlighting on the user’s
utterance, 2) conversational feedback presented in
the form of a chatbot response from the feedback
generation module, and 3) conversational feedback
presented in a pop-up window from the feedback
generation module.

As discussed in Section 3.3.1, our feedback gen-
eration module explicitly targets five error types,
while other error types detected by our GEC model
are referred to as “non-targeted”. For targeted
errors, the error is first presented in the form of
GUI inline highlighting on the user’s previous re-
sponse. Then, after the topic chatbot acknowledges
the user’s content, conversational feedback is pre-
sented in a form that depends on the experiment
group. For group 1, the feedback is presented by
the chatbot, while for groups 2 and 3, it is presented
in a pop-up window. For non-targeted errors, only
GUI inline highlighting is shown without any addi-
tional feedback.

To generate conversational feedback, we rely
on a number of feedback templates that can be
modified based on the specifics of the respective
error. For example, if SERRANT tags an error as
R:NOUN:NUM, indicating a replacement opera-
tion ('R’) resulting from a difference in noun num-
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ber between the original input and the correction,
we populate a template with noun number informa-
tion to generate feedback such as “In this sentence,
you used a single noun when you should have used
a plural noun”, as shown in Figure 2. We use a sim-
ilar approach to populate feedback templates for
error types such as subject-verb agreement, verb
tense, verb forms, and determiners.

5 Results

5.1 Dialog statistics

Table 2 displays the distribution of participants
across each experimental group. Among the 175
participants, 154 encountered at least one error,
with 120 experiencing at least one targeted error.
In this study, our survey analysis focuses on the
120 users who encountered targeted errors, since
the primary experimental treatment involved the
feedback delivery strategy for these errors.

Table 3 offers statistics for users who had tar-
geted errors in their conversations, with a sample
size of 120. On average, users engaged in 15.1
dialog turns (i.e. 15.1 responses from users), each
consisting of 10.1 tokens. Each conversation con-
tained 3.4 turns with any error, 1.6 turns with non-
targeted errors exclusively, and 1.8 turns with tar-
geted errors. The average number of errors per
dialog amounted to 4.3. We also analyzed the most
frequently occurred error types among all 175 par-
ticipants, with the top ten including the five targeted
error types as well as preposition, spelling, noun,
and verb errors (see Appendix E for comprehensive
error type counts).

Regarding learners’ lexical competence, we as-
sessed their lexical diversity, which had a mean (M)
value of 84.8 (SD = 27.0) and a median of 80.25.
The range of lexical diversity scores ranged from
37.1 to 200 (see Appendix D for more details).

Table 2: Numbers of participants in each group

Group All W/ any err. W/ targeted err.
Group 1 49 43 33
Group 2 66 60 48
Group 3 60 51 39

Total 175 154 120

5.2 Survey results

Figure 5 Shows the survey results of all dialogs
with targeted errors. We performed two-tailed t-
tests between groups (Groups 1 and 2 for RQ1,
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Figure 4: Survey results of learners with with different lexical diversities and motivation.

Table 3: Dialog statistics

Item M+SD Mdn. Range
# of dialog turns 15.1+5.2 13 13-47
# of tokens per turn 10.1£44 9 4-29
# of turns w/ any error 34+22 1-16
# of turns w/ non-targeted | 1.6+ 1.7 1 0-10
errors only

# of turns w/ targeted error | 1.8 £ 1.0 1 1-6

# of errors per dialog 43+3.6 3 1-31
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and Groups 2 and 3 for RQ2), and use Welch t-
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test when the sample sizes are unequal, as recom-
mended by Zimmerman (2004).

5.2.1 Effects of the form of feedback delivery

The results presented in Figure 5 demonstrate
that users experienced higher frustration levels
when interacting with Group 1 than with Group
2 (t(58.61) = 2.26,p < .05). Our findings sug-
gest that feedback provided by the dialogue agent
leads to greater frustration than feedback delivered
from another role, such as the GUI, even when the
content and timing of the feedback are identical.

5.2.2 Effects of guided self-direction

Figure 5 shows that users gained more self-efficacy
in their grammar skills when interacting with
Group 2 compared to Group 3 (¢(77.88)
2.51,p < .05). These results suggest that guided
self-correction may be beneficial for enhancing
users’ confidence in their English grammar skills
during conversations.

Effects of user’s linguistic ability To examine
the influence of guided self-correction on users
with varying linguistic abilities, we analyzed sur-
vey data from participants with higher and lower
lexical diversities (VocD >= 90 and VocD <=70,



respectively). The threshold values were deter-
mined based on the median VocD score (80) with a
range of plus or minus 10. Our results indicate that
users with higher lexical diversity found guided
self-correction (Group 2) more annoying compared
to the absence of guided self-correction (Group
3). This could be because users with higher lexi-
cal competence might have already understood the
corresponding metalinguistic rules, making guided
self-correction redundant and less efficient than
explicit feedback.

Effects on users’ motivation To investigate the
effects on users with varying motivations, particu-
larly their level of commitment to improving their
English conversation skills, we excluded approxi-
mately one-third of users who reported using the
system out of curiosity or for fun and defined the
remaining users as "serious learners". Our find-
ings (Figure 4c) reveal that serious learners not
only experienced significantly higher levels of con-
fidence in their grammar skills with guided self-
correction (¢(46.57) = 2.96,p < .01), but also
perceived the feedback to be more useful com-
pared to the absence of guided self-correction
(t(40.54) 2.47,p < .01). Moreover, we
conducted a further analysis on serious learners
with low lexical diversity (VOCD <= 70) (Figure
4d) and found that when receiving guided self-
correction, they reported higher enjoyment in con-
versation (£(9.14) = 3.46,p < .01 for enjoyment-
1 and #(8.28) 2.84,p < .05 for enjoyment-
2), increased self-efficacy in both grammar skills
(t(8.21) = 4.20,p < .01) and expressing ideas
(t(6.61) = 3.01,p < .05), and perceived the gram-
matical corrective feedback (¢(6.78) = 2.70,p <
.05) and suggestions (£(6.94) = 3.03,p < .05) to
be more useful compared to the absence of guided
self-correction.

6 Conclusion

Results from this preliminary study provide evi-
dence that learners may prefer getting corrective
feedback from a separate role, instead of from
the conversation partner to reduce frustration. In
addition, guided self-correction may provide bet-
ter learning experiences than the absence of self-
correction, especially for learners with lower lex-
ical competence or more serious learning motiva-
tion. These findings highlight the importance of
considering users’ individual differences when de-
signing language-learning chatbots, and the need
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for personalized feedback mechanisms that cater
to individual users’ need.

7 Limitations

7.1 Assessment of learner’s linguistic ability
and future research

In this study, the assessment of learners’ linguis-
tic ability was limited to analyzing the learners’
produced utterances in a single short conversation.
Also, it was analyzed with the online tool TextIn-
spector, which was primarily designed for eval-
uating writing tasks rather than textual conversa-
tion. While this provides some insight into their
language proficiency, a more comprehensive as-
sessment of learners’ language proficiency could
offer a deeper understanding of how it influences
their preference toward different feedback strate-
gies. Future research should consider incorporating
additional measures to evaluate learners’ language
proficiency comprehensively. This could involve
utilizing standardized tests for receptive and pro-
ductive skills and conducting detailed assessments
of vocabulary, grammar, and discourse abilities.

7.2 Effect of participants’ language
proficiency

In this study, survey data were collected from par-
ticipants capable of engaging in a conversation
about travel with at least 12 turns from each side.
Participants without the ability to meet this require-
ment were automatically excluded and did not com-
plete the post-survey. Previous research (Van Be-
uningen et al., 2012) indicates that learners with
limited proficiency may prefer explicit corrective
feedback, as they may face challenges in indepen-
dently arriving at correct answers. However, it
should be noted that due to the inherent study de-
sign, some learners with limited proficiency might
not have been included in the sample.

7.3 Effect of the GEC model performance

During the experiment, there were no existing GEC
(Grammar Error Correction) models specifically
designed for conversational grammar errors. As a
result, we developed our own GEC model using a
small dataset of GEC dialogues. To enhance the
performance of the GEC model in future iterations,
we are actively working on collecting additional
conversational GEC datasets. By incorporating
more diverse and extensive data, we aim to im-
prove the accuracy and effectiveness of the GEC



model. The enhanced performance of the GEC
model is anticipated to have an impact on the effec-
tiveness of different feedback strategies. A more
proficient GEC model could potentially yield better
user experiences, resulting in higher intentions to
use the system. The availability of improved GEC
capabilities will enable more precise and tailored
feedback, enhancing the overall effectiveness of
the system.

7.4 Effect of different feedback strategies

In this study, all feedback strategies used were inter-
ruptive, potentially disrupting the conversation flow.
However, learners with higher linguistic ability
may prefer fewer interruptions, such as preferring
no self-correction than self-correction. Addition-
ally, it is important to acknowledge that individual
learners may have different preferences and learn-
ing styles. To address this, future systems could
consider non-intrusive feedback strategies. For ex-
ample, grammar errors could be highlighted with
a background color, and optional metalinguistic
explanations could be provided on-demand. This
allows learners to access guidance without force-
fully interrupting the conversation, catering to their
preferences and maintaining a smoother learning
experience.
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A Supplementary Materials

The detailed experiment results related to this paper are available in the following GitHub repository:
https://github.com/KaihuilLiang/chatback_gec_feedback

In the following sections, we have selected the most critical aspects of these results for a concise
understanding.

B Sociodemographics of participants

Table 4: Sociodemographics

‘ All users (N=175) ‘ Users with targeted errors (N=120)

Sociodemographics \ n(%)orM=SD Mdn. Range \ n(%)orM=SD Mdn. Range
Age (years) | 320%137 26 1870 | 32.1+132 26.5  18-70
Gender
Women 99 (56.6%) 73 (60.8%)
Men 66 (37.7%) 38 (31.7%)
Prefer not to say 10 (5.7%) 9 (7.5%)
Education
Graduate 90 (51.4%) 61 (50.8%)
Undegraduate 73 (41.7%) 52 (43.3%)
High school 9(5.1%) 5(4.2%)
others 3(1.7%) 2 (1.7%)
Motivation
Self improvement 69 (39.4%) 50 (41.7%)
For fun 62 (35.4%) 39 (32.5%)
Pass tests 15 (8.6%) 12 (10.0%)
others 12 (6.9%) 10 (8.3%)
Talk to friends/families 5(2.9%) 3(2.5%)
Travel 5(2.9%) 3(2.5%)
Learn cultures 4 (2.3%) 2 (1.7%)
Job opportunities 3(1.7%) 1 (0.8%)
Learning duration | 15799 14 055 | 16 £9.4 15 0-50

C Dialog statistics and grammar error counts

Table 5: Dialog statistics

Dialog stats. ‘ All users (N=175) ‘ Users w/ targeted err. (N=120)
Item ‘ M+SD Mdn. Range ‘ M+SD Mdn. Range
# of dialog turns 148 +£4.6 13 13-47 | 15.1£5.2 13 13-47
# of tokens per turn 98+44 9 3-31 | 10.1+44 9 4-29

# of turns w/ any error 27+23 1 0-6 34+£22 3 1-16

# of turns w/ non-targeted errors only | 1.5+ 1.7 1 0-10 1.6+1.7 1 0-10

# of turns w/ targeted error 1.2+£1.2 2 0-16 1.8+ 1.0 1 1-6

# of errors per dialog 34+£35 3 0-31 43+3.6 3 1-31
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D Participants’ lexical competence and language proficiency levels

Table 6: Users’ lexical competence. All scores are measured by TextInspector based on users’ responses.

All users (N=175) Users with targeted errors (N=120)

Lexical competence M+SD Mdn. Range ‘ M+SD Mdn. Range
Lexical Diversity
VocD | 81.8+27.8 785  0-200 | 84.8+27.0 80.25 37.1-200
MTLD | 76.8 £27.5 73.6 0-176.4 | 78.8+£259 74.7 30.1-176.4
Lexical Sophistication: English Vocabulary Profile (EVP)
C2type % | 03+0.6 0 0-2 0.3+0.6 0 0-2
Cltype% | 0.5+0.7 0 0-4 0.5+0.7 0 0-3
B2type % | 2.1+1.9 1.7 0-8 20+1.8 1.7 0-6
Bltype % | 72+£3.2 6.8 0-16 7.1+£33 6.7 0-16
A2type % | 154 +4.5 15 5-30 15.8+4.6 155 7-30
Altype % | 63.3+6.6 634 4680 | 63.0+x65 632 47-80
C2token % | 02+0.4 0 0-2 02+04 0 0-2
Cltoken% | 0.3%0.5 0 0-3 04+0.5 0 0-2
B2token % | 1.5+13 1.2 0-5 14+12 1.3 0-5
Bltoken% | 52+24 5 0-11 52+£25 5 0-11
A2token % | 11.8+34 114 5-23 120£34 115 6-23
Altoken % | 71.9+54 72 53-85 | 71952 719 53-85

Table 7: Users’ language proficiency levels. All scores are measured by TextInspector based on users’ responses.
The overall CEFR represents the holistic score derived from all available metrics. The "VocD - CEFR level"
indicates the CEFR level determined by the VocD score, while the "MTLD - CEFR level" represents the CEFR level

determined by the MTLD score.

Overall CEFR level | VocD - CEFR level | MTLD - CEFR level
All users Users with All users Users with All users Users with
Level (N=175) targeted err. (N=175) targeted err. (N=175) targeted err.
(N=120) (N=120) (N=120)
C2 | 1(0.6%) 0 0 0 0 0
Cl+ 0 0 0 0 7 (4.0%) 6 (5.0%)
Cl| 423%) 4 (3.3%) 0 0 5(2.9%) 4 (3.3%)
B2+ | 26 (14.9%) 19 (15.8%) | 18(10.3%) 16 (13.3%) 9 (5.1%) 6 (5.0%)
B2 | 47 (269%) 31 (25.8%) | 23 (13.1%) 16 (13.3%) 12 (6.9%) 10 (8.3%)
B1+ | 56 (32.0%) 38@31.7%) | 23 (13.1%) 17 (14.2%) 17 (9.7%) 13 (10.8%)
B1 | 32 (18.3%) 24 (20.0%) 12 (6.9%) 7 (5.8%) 12 (6.9%) 7 (5.8%)
A2+ | 7 (4.0%) 3(2.5%) 0 0 0 0
A2 | 2(1.1%) 1 (0.8%) 29 (16.6%) 18 (15.0%) 0 0
Al 0 0 0 0 38 (21.7%) 25 (20.8%)
N/A 0 0 70 (40.0%) 46 (38.3%) | 75(429%) 49 (40.8%)
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E Grammar error type counts

Table 8: Grammar error type counts in utterances of all participants. Targeted errors are highlighted with a yellow
background. "op." denotes operations: R for Replacement, M for Missing, U for Unnecessary. The error types are
defined according to the SERRANT framework (Choshen et al., 2021).

Error type (w/ op.) Count % | Error type (w/oop.) Count %
R:NOUN:NUM 70 11.7 | PREP 71 11.9
R:SPELL 62 10.4 | NOUN:NUM 70 11.7
R:VERB:FORM 47 7.9 | DET 62 10.4
R:VERB:SVA 38 6.4 | SPELL 62 10.4
M:DET 38 6.4 | VERB:FORM 60 10
R:PREP:WC 34 5.7 | VERB:SVA 38 6.4
M:PREP 20 3.3 | NOUN 34 5.7
R:OTHER 20 3.3 | VERB:TENSE 22 3.7
R:VERB:TENSE 17 2.8 | VERB 21 3.5
R:NOUN:WC 16 2.7 | OTHER 20 33
U:DET 15 2.5 | OTHER:MW 14 2.3
U:PREP 15 2.5 | PRON 11 1.8
R:OTHER:MW 14 2.3 | AUX:MW 9 1.5
U:NOUN 14 2.3 | VERB:MW 8 1.3
M:VERB:FORM 12 2.0 | NOUN->VERB 7 1.2
R:DET:WC 9 1.5 | VERB:INFL 5 0.8
R:AUX:MW 9 1.5 | NOUN:INFL 5 0.8
R:VERB:WC 9 1.5 | NOUN->PRON 4 0.7
R:VERB:MW 8 1.3 | ADV 4 0.7
R:NOUN->VERB 7 1.2 | ADJ 4 0.7

F Survey constructs
Table 9 shows all survey questions and references.

Negative emotions For negative emotions towards feedback, we measured users’ negative emotions,
specifically their levels of frustration and annoyance when receiving immediate corrections during the
conversation. Our hypotheses were that users would experience fewer negative emotions in two scenarios:
1) when receiving corrections from the GUI, which is a separate role from the chatbot; and 2) when not
required to correct themselves.

Self-efficacy Regarding self-efficacy, we measured the level of self-efficacy that users gained after the
conversation, specifically their confidence in their grammar skills and their ability to express ideas in
English conversations. Our hypotheses were that users would experience a greater increase in self-efficacy
when: 1) corrections were given through the GUI, which would provide a less frustrating experience; and
2) they were given the opportunity for guided self-correction, allowing them to actively participate in the
learning process and gain a better understanding of their mistakes.

Usefulness For usefulness, we measured the level of perceived usefulness of the grammatical CF by
users. Our hypothesis was that guided self-correction would be perceived as more useful than without.

Enjoyment Regarding enjoyment, we measured the level of enjoyment that users experienced while
conversing with the chatbot. Our hypothesis was that receiving grammatical correction feedback from the
GUI would be more enjoyable than from the chatbot, as the interruptive feedback would be given from a
separate role rather than the conversation partner. Additionally, we hypothesized that higher proficiency
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learners would find having a conversation without guided self-correction more enjoyable, as they would
require less self-correction and experience fewer interruptions.

Intention to use Lastly, we asked users if they intended to use the system again, using one item that
was reverse-coded for a sanity check. Our hypothesis was that users would have a higher intention to use
the system if they experienced less negative emotion, gained more self-efficacy, perceived the system as

more useful, and enjoyed the conversation more.

Table 9: Survey questions

Construct Item abbr. Question Reference
self-efficacy- I think my grammar skills in English conver-
Self- grammar sations improved after using the system (Sun and Wang, 2020)
efficacy self-efficacy- I feel more confident expressing my ideas in  (Liu, 2013)
expression English conversations after using the system.
negative-emo- I feel frustrated when the system immedi- (Ryan and  Hen-
Negative frustration ately corrects my grammar mistakes derson, 2018)
Emotion  pegative-emo- I feel annoyed when the system immediately (Agudo and de Dios,
annoyance corrects my mistakes 2013)
usefulness- I think the grammar correction feedback dur-
feedback ing the chat is useful. (Agudo and de Dios
Usefulness . . ’
usefulness- I get useful suggestions about how to im- 2013)
suggestion prove my grammar in English conversations
) enjoyment-1 I enjoyed talking with the chatbot.
Enjoyment ) ) ) (Saadé et al., 2008)
enjoyment-2 Talking with the chatbot was pleasant.
intention-to- I would like to use this system again. (Rosenthal and Ratan,
Intention  use-1 2022)
to use intention-to- I am not interested in using this system again.

use-2
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G GEC model performance

Table 10: Performance of our T5 GEC model by grammar error type following ERRANT’s error code.

Type | TP FP FN Prec Rec Fos
M:ADJ 0 1 0 0 1 0
M:ADV 1 0 6 1 0.14 045

M:CONIJ 0 0 5 1 0 0
M:CONTR 0 0 6 1 0 0
M:DET 7 13 37 035 0.16 0.28
M:NOUN 0 2 1 0 0 0
M:NOUN:POSS 0 0 3 1 0 0
M:OTHER 1 1 25 05 0.04 0.15
M:PART 0 0 1 1 0 0
M:PREP 6 2 16 075 027 0.56
M:PRON 0 7 22 0 0 0
M:VERB 2 5 14 029 013 0.23
M:VERB:FORM 5 7 8 042 038 041
M:VERB:TENSE 1 1 4 0.5 0.2 0.38
R:ADJ 1 2 10 033 0.09 022
R:ADJ:FORM 1 1 4 0.5 0.2 0.38
R:ADV 3 0 9 1 0.25 0.63
R:CONJ 0 0 1 1 0 0
R:DET 9 0 17 1 0.35 0.73
R:MORPH 8 1 29 0.89 0.22 0.55
R:NOUN 2 4 31 033 0.06 0.18
R:NOUN:INFL 2 1 3 0.67 04 0.59
R:NOUN:NUM 17 16 32 052 035 047
R:NOUN:POSS 0 0 1 1 0 0
R:OTHER 3 15 119 0.17 0.02 0.08
R:PART 0 0 6 1 0 0
R:PREP 26 10 45 072 037 0.60
R:PRON 0 0 15 1 0 0
R:SPELL 55 26 120 0.68 031 0.55
R:VERB 3 3 29 0.5 0.09 0.27
R:VERB:FORM 29 12 24 071 055 0.67
R:VERB:INFL 1 0 1 1 0.5 0.3
R:VERB:SVA 18 3 6 0.86 0.75 0.83
R:VERB:TENSE 5 3 36 0.63 0.12 0.34
R:WO 0 1 15 0 0 0
U:ADJ 0 0 1 1 0 0
U:ADV 2 2 3 0.5 04 048
U:DET 2 4 15 033 0.12 0.24
U:NOUN 1 2 9 033 0.1 022
U:OTHER 1 19 8 0.05 0.11 0.06
U:PART 0 0 1 1 0 0
U:PREP 4 5 6 044 04 043
U:PRON 0 0 5 1 0 0
U:SPACE 0 0 15 1 0 0
U:VERB 2 4 7 0.33 022 0.30
U:VERB:FORM 0 0 2 1 0 0
U:VERB:TENSE 1 0 1 1 0.5 0.83
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Abstract

As the world regains its footing following
the COVID-19 pandemic, academia is
striving to consolidate the gains made in
students’ education experience. New
technologies such as video-based learning
have shown some early improvement in
student learning and engagement. In this
paper, we present ORBITS predictive
engine at YOURIKA company, a video-
based student support platform powered by
knowledge tracing. In an exploratory case
study of one master’s level Speech
Processing course at the Mohamed Bin
Zayed University of Artificial Intelligence
(MBZUAI) in Abu Dhabi, half the students
used the system while the other half did not.
Student  qualitative  feedback  was
universally positive and compared the
system favorably against current available
methods. These findings support the use of
artificial intelligence techniques to improve
the student learning experience.

1 Introduction

Looking ahead to the post-pandemic tertiary
education landscape, higher education institutions
ought to innovate by incorporating effective
technology to maximize a more personalized
video-based learning experience. One of "the most
recurring challenges towards online learning"
(Munoz et al., 2021, p.2) is disengagement and
absence of participation. A poll of 350 university
students taking synchronous (fully online) Zoom
classes indicated that approximately 94% had
moderate to considerable difficulty with online
learning (Peper et al, 2021). Recently,

investigators have examined the effects of Video-
based Learning (VBL) on student learning and
engagement (Ou et al., 2019; Poquet et al., 2018).
Ou et al. (2019) and Sabli¢ et al. (2021) have for
instance established that it can have a positive
impact on learning, and “students’ perceptions of
video effectiveness significantly predicted how
they perceived the overall effectiveness of the
course” (Ou et al., 2019, p. 99). Studies by Tripodi
(2018) on first year osteopathic students in
Australia and Lacey and Wall (2021) on three B.Sc.
undergraduate student groups (microbiology) in
Ireland have also indicated that VBL stimulated
interest and improved performance, motivation,
and engagement, as it increased exam confidence
and decreased exam anxiety. An additional benefit
of VBL was “improved communication with their
mentees and greater ability to demonstrate the
experiments to their student groups” (Lacey and
Wall, 2021, p.8). So far, however, there has been
little discussion in the published literature about the
use of Al-powered video-based learning support
platforms at the postgraduate level to personalize
learning paths and improve the achievement of
intended learning outcomes.

Knowledge tracing involves creating models
that track students' understanding over time,
enabling accurate predictions of their future
performance. Advancements in this area would
allow personalized resources to be recommended
based on individual needs, while identifying
content that may be too easy or challenging,
allowing for skipping or postponing. Machine
learning solutions could potentially extend the
benefits of high-quality personalized instruction to
anyone worldwide, at no cost.
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The knowledge tracing problem is inherently
challenging due to the complexity of human
learning, encompassing both the human brain and
accumulated knowledge. Therefore, employing
sophisticated models appears to be suitable.

There are two primary aims of this study: 1. To
investigate student use of and engagement with
ORBITS, a video-based learning (VBL) software
powered by a predictive engine that uses
knowledge tracing at a graduate-level research
intensive university in Abu Dhabi, United Arab
Emirates, and 2. To assess the extent to which
ORBITS improved students’ perception of their
learning experience.

This investigation takes the form of a case study.
The findings should make an important
contribution to the field of knowledge tracing -
powered video-based learning.

This paper is organized as follows: First, we
review relevant literature pertaining to Video-
based Learning (VBL); the next two sections
present the methodology and the results of the
research, respectively. Section four discusses the
results, while section five concludes.

2 Background

2.1 Video-Based Learning (VBL)

Research on video-based learning (VBL) has seen
substantial growth in the last few years as a result
of the launch of a) educational platforms using
video (e.g., Khan Academy, LinkedIn Learning,
MOOC platforms such as Edx, Coursera,
FutureLearn), b) short-video hosting services (e.g.,
Tik Tok, Snapchat) on multiple devices, ¢) new
features to existing apps (e.g., Instagram Reels,
YouTube Shorts), and d) the adoption of lecture-
capture platforms (Panopto, Echo360, Kaltura) by
tertiary institutions around the world. As 1.5 billion
students across 165 countries (UNESCO, 2020)
were asked to return home, academic staff was
requested to move all their courses fully online and
use videoconferencing platforms such as Zoom,
Skype, WebEx, Blackboard Collaborate Ultra or
Microsoft Teams, video consumption in the past
two and a half years has increased exponentially.
In fact, as the COVID threat receded ZOOM or
Teams meetings are still more common than
physical meetings and students still prefer to attend
their classes online. Torre et al. (2022) argued that
“multimedia content and video-based learning are
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expected to take a central role in the post-pandemic
world” (p.1). Research by Calonge et al. (2019)
indicated how crucial videos (and analytics) were
for student retention in a fully online course.
Considering recent events, it is indeed becoming
extremely difficult to ignore the importance of
VBL and its impact on learning and teaching
(Navarette et al., 2023). A study by Cheristiyanto
(2021) on 119 high school teachers of economics
in the Indonesian context indicated for instance that
VBL had had a positive impact on students’
learning outcomes. Another study by Schmitz et al.
(2021) on the use of a flipped classroom model and
video learning in a surgical course by 58 adult
students (29 in the control group) showed that
students in the test group preparing through the
video-based online platform reached significantly
higher scores in their written exams. Additionally,
results of a survey by Davey et al. (2020), sent to
all higher specialist orthopedic trainees in Ireland,
also indicated high levels of satisfaction and
positive outcomes when it concluded that “over
90% of trainees agreed that the video-based
distance learning is of the same quality or an
improvement of previous utilized teaching styles”
(p-2089). It is now well established from a variety
of studies, that the personalization of the learning
experience, with immediate and customized
instruction or feedback, based on students’ needs
and interests, a) increases cognitive, emotional, and
behavioral engagement, and b) improves
motivation, performance, and learning outcomes.
User preference modelling, knowledge tracing, and
item-based collaborative filtering have been
extensively used by e-commerce websites such as
Alibaba, Amazon, or social media platforms and
companies such as Netflix, Hulu, Instagram, or
YouTube to predict and recommend videos.
Pandey and Karypis (2019) defined knowledge
tracing as “the task of modeling each student's
mastery of knowledge concepts (KCs) as (s)he
engages with a sequence of learning activities”
(p.1). Collaborative filtering analyses the
similarities between users and items selected
(behavior, preference) to personalize suggestions.
Recent articles by Zhang (2022), El Aouifi et al.
(2021), Wang (2021), Li and Ye (2020), and
Madani et al. (2019) showcased for instance a user-
based collaborative filtering algorithm applied to a
personalized learning platform. Finally, a review of
the recent research literature on video-based
learning by Navarrete et al. (2021, p.8) argued that



recent approaches to forecasting learning success
mainly build upon deep learning techniques (e.g.,
multilayer perceptrons, gated recurrent units,
RNNs, and LSTMs).

2.2 Intelligent Tutoring System

Intelligent tutoring systems (ITSs) can
successfully teach skills (like algebra, computer
programming, or medical diagnosis) using
learning-by-doing principles, track progress, and
provide learners with personalized feedback and
materials adapted to their level of understanding.

Given a learner’s history of past interactions
with an ITS, a performance model can be
developed to estimate the current level of a
learner’s knowledge to predict future performance.
Performance models have three major purposes:
(1) enabling adaptive behavior of the instructional
policy, (2) displaying the learner’s estimated
knowledge as a means of learning support and (3)
generating  interpretable  and  actionable
intelligence. Most adaptive instructional policies
used in practice today rely on an estimate of a
learner’s performance. They either require a learner
to become proficient in one topic before allowing
him/her to proceed to the next one, or sequence
items based on some notion of optimal difficulty.
The performance model also provides interpretable
and actionable insights to learning designers,
educators, and educational researchers to develop
the ITS further. However, building an ITS is often
very time-consuming (Weitekamp et al., 2020).
Researchers started exploring and implementing
different methods for quantizing performance
prediction for learning including Bayesian
Knowledge Tracing (BKT) or Deep Knowledge
Tracing (DKT) (Piech et al. 2015).

BKT is considered the baseline approach for
knowledge tracing. Other research indicated that
DKT also showed a 25% gain in prediction
accuracy, whereas classical statistical models could
match the accuracy under a constrained
environment. As such, there was no standard
method of predicting the learning performance of a
learner. Knowledge tracing using self-attention
(Wang et al., 2022) identifies the key concepts from
the student's past activities that are relevant to the
given Knowledge Concept (KC) and predicts
his/her mastery based on the relatively few KCs
that it picked (Pandey et al., 2019). Since
predictions are made based on relatively few past
activities, it handles the data sparsity problem

better than the methods based on RNN. For
identifying the relevance between the KCs.

Given the ability of recurrent neural networks
(RNNs) to use information from an input in a
prediction at a much later point in time, we
hypothesized that RNN models, particularly the
Long Short-Term Memory (LSTM) network, could
provide significant improvements in prediction
accuracy regardless of the conditions and topic
considered for knowledge tracing.

Further, the accuracy of prediction and stability
of parameters may impact the usability of a
learning performance model. For ITS to provide
actionable insights, the stability of parameters has
more importance than the accuracy of prediction,
whereas the accuracy of prediction impacts the
performance of the adaptive behavior of ITS.
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Figure 1: Screenshot of ORBITS that displays
student view of the platform.

We found that the existing methods fail to
overcome the lack of performance, due to a larger
data size: The unsolved vanishing gradients
problem hampers learning of long data sequences.
The gradients carry information used in the RNN
parameter update. When the gradient increasingly
becomes smaller, the parameter updates become
insignificant, which indicates that no significant
learning is happening. The existing DKT models
fail to reconstruct the observed input. As a result,
even when a student performs well on an
assessment, the prediction of that assessment
mastery level decreases instead, and vice versa.
The predicted performance for assessments across
time steps is not consistent. This is undesirable and
unreasonable because a student’s performance is
expected to transition gradually over time.
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3 Methodology

This work proposes a personalized learning
environment named ORBITS as shown in figure 1
that gathers and traces the knowledge state of the
learner. We built a new model that is beyond the
standard deep learning-based model based on Long
Short-Term Memory (LSTM) with a new network
architecture and a combination of methodologies to
solve the challenges in question.

Beyond the standard approach mentioned above,
we built the following four methods:

1. Question to topic mapping: the standard
approach is to feed the data at the question level
which will result in millions of combinations of
feature space dimensionality. Since the number of
topics is less in order of magnitude than the number
of questions, in our model, we built an encoding
layer of topics rather than questions to decrease the
dimensionality of unique questions. The mapping
between questions and topics is achieved before the
training, so, at inferencing time when the question
is predicted, the model will measure the knowledge
state of its topics and all the dependent topics
accordingly.

2. Representative subset of the feature space:
This improves our model performance. However,
the feature space still needed to be reduced. For
such a large feature space, the standard approach of
the one-hot encoding became impractically large.
Therefore, the existing DKT models only work on
specific subjects for hundreds of topics and as
mentioned earlier, are unable to scale to thousands
of topics. Thus, we reconstructed the input from a
series of new topic-based sampling measurements
to decrease the high dimensionality of the feature
space. We achieved it by sampling low-
dimensional representations of a one-hot high-
dimensional vector. Sampling was done by picking
topics that are dependent on other topics, as
explained in the next step #3, our topic-based
encoding layer. This means that based on fewer
answers to questions/topics, the answer will be

predicted, which will decrease the sparsity
significantly.
3. Topic-based encoding: Takes two

topics/questions answers, turns them into a matrix
where the answers of one topic/question form the
columns, and the answers of another topic/question
form the rows to understand how this topic relates
to others. This improves the model predictions as it
can identify all the dependencies among the

knowledge states of the topics and can measure
these dependencies inherently in the model.

4. Student knowledge context: We
hypothesized that the standard approach lacks
accuracy in high dimensionality since it does not
take the learning context into account. And since
the objective of the model is to predict what the
student needs to learn on the next topic knowledge
state, context is key. We, therefore, go beyond the
standard approach to capture the context of the
student knowledge state. Since students tend to
forget topics, in what is often referred to as
cognitive load (Hultberg et al., 2008), we want to
preserve the knowledge state context of the topics
that are answered to emphasize the recent
knowledge states that have been answered. We
went beyond the standard approach and ordered the
input to relate a student's future interaction with
topic/question to their past interaction. In this case,
the model creates a representation that learns about
the learning context across the topics from historic
responses. The model architecture is shown in
figure 2.
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Figure 2: Model Architecture

3.1 Scaling

We were looking to scale multiple thousands of
topics and still achieve an AUC that is not less than
~0.7. Personalization needs inspired researchers to
propose Al models to understand the knowledge
state which is the “Knowledge Tracing” area.
Recently, the spotlight has shone on comparisons
between traditional, interpretable models such as
Bayesian Knowledge Tracing (BKT) and its
variants, and complex, opaque neural network
models such as Deep Knowledge Tracing (DKT).

3.2 Research Design

The research used in this article is an exploratory
qualitative case study (Yin, 2018). This case study
was conducted at a graduate-level research
intensive university in the United Arab Emirates.
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The purpose of this case study was to explore
students’ adoption of ORBITS.

The research questions being examined in this
study were:

e How do students engage with the ORBITS
platform?

e How do students perceive their learning
experience, as affected by ORBITS
predictive engine?

This study focused on contemporary events as seen
through the eyes of the participants (students using
ORBITS), supplemented by engagement data from
ORBITS and a student feedback survey.

The case study presented here is of an exploratory
nature and uses an embedded, single-case design.
This design allows for the exploration of several
units of analysis within the case. Specifically, there
are two embedded units of analysis: 1. Student
engagement with ORBITS, and 2. Student
perception of the learning experience.

3.3 Context of the Study and Participants

This study involved postgraduate students in a
course on speech processing within the MSc in
Natural Language Processing (NLP).

The course is compulsory for postgraduate students
in a variety of disciplines at Mohamed Bin Zayed
University of Artificial Intelligence (MBZUALI) in
Abu Dhabi. Participants were informed of the
study’s purpose, the procedures involved, and were
asked to sign a consent form. Pseudonyms
(Participant - P 1, Participant - P 2, etc.) were used
throughout the study to protect the participants’

anonymity.
4 Results

This section illustrates the different methods that
are used to improve the results.

1. Question to topic mapping: After analyzing
the results, we found that the feature space still
needs to be reduced. For such a large feature space,
the standard approach of the one-hot encoding
became impractically large, and the predictions are
not consistent. This led us to find a better approach
to decrease the feature space.

2. Representative subset of the feature space:
We decreased the high dimensionality of the
feature space by reconstructing the input from a
series of new topic-based sampling measurements.
After analyzing the results, we found that the
sampling approach misses important topics that are

prerequisites to the next predicted topic in the
training phase. This led us to find a better approach
to selecting the prerequisite topics.

3. Topic-based encoding: After analyzing the
results, we found that prediction performance starts
with high accuracy but decreases over time. We
made a further analysis to capture this behavior
across students or per 1 student. We were able to
segregate one student's results and found the
prediction performance improves. This led us to
find a better approach to address the student
context issue.

4. Student knowledge context: After analyzing
the results, we did several experiments on another
four datasets as shown in Table 1 below to fine-tune
the model hyper-parameters and make sure the
model performance is solid. This led us to find a
better approach for training the model on a large
scale.

5. Machine learning operations (ML Ops)
pipeline: Testing model against real-world datasets

We then implemented an end-to-end machine
learning operations pipeline to facilitate large-scale
training of hundreds of our models and
modification of the model hyperparameters. The
end-to-end pipeline was configured to handle the
different steps to build the Knowledge Tracing
system from pre-processing raw data, training a
model, and deploying the system on a cloud
platform.

We built a benchmarking tool to compare the
different techniques with the baseline approach,
as shown in Table 1 below.

# of BKT DKT Self-
Topics (baseline) AUC (%) Attention
/Skills | AUC (%) AUC (%)

ASSIST2009 124 0.630 81.81+£0.10 84.20 +
0.10

https:/sites.google.com

/site/assistmentsdata/ho

me/2009-2010-

assistment-

data?authuser=0

ASSIST2015 100 0.630 72.94 +0.05 82.09 +
0.03

https:/sites.google.com

/site/assistmentsdata/da
tasets/2015-
assistments-skill-
builder-data

ASSISTmentsChall 102 0.640 72.29 +£0.06 75.70 =

0.32

https:/sites.google.com
/view/assistmentsdatam
ining
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STATICS 1223 0.540 80.87 +0.30 84.50 +

0.31

https://pslcdatashop.we
b.cmu.edu/Project?id=4
8

Table 1: Comparison of the different techniques to
improve the KT results.

We also surveyed students to gather feedback
about their experience using ORBITS. Table 2
shows their comments.

P1: “From my experience using ORBITS, it makes my
revision and search become much easier. As for my
feedback, this portal has been performing well and better
than our current Moodle, and I can't wait for the future
features to be implemented. I am not sure if there's any
regulation regarding the availability and accessibility of
the classes, but it would be nice if we students could access
all lectures from any other courses that we did not take
t00”.

P2: “It is a fantastic platform for reviewing video courses.
Transcript searching and speeding up is very useful
practically and can save us a lot of time. Plus, the
recognition accuracy is high”.

P3: “The platform looks quite stylish, and it is very
convenient to search for the necessary information in the
video. Also, the video download speed is very good.

One of the most important advantages is the search for
the necessary information by using keywords, which are
also displayed at the bottom of the video. This pleased and
surprised me. The speed of finding keywords is fantastic
which makes the learning easier and will save a huge
amount of time.

The bias of this platform is made for learning
regardless of the specialty and type of activity. I would
probably use it only for learning since I don't see any other
alternative directions for applications now”.

P4: “The system is impressive and based on cutting-edge
technology. Especially, the customized report on
understanding and knowledge of a specific topic is
amazing”.

P5: “I look forward to using it more once the second

semester starts and we get to have live lectures again.
While using the offline videos feature, I liked that the
platform is very responsive and not lagg-y when
navigating the videos using the transcription generated by
ORBITS”.

Table 2: Qualitative student feedback

Student feedback, albeit from a small sample,
was overwhelmingly positive. Students spoke of
the advantages the ORBITS platform provided
them in their acquisition of course content (e.g.,
transcriptions), especially the speed (accuracy and
responsiveness) with which they were able to
locate specific content for learning and revision
purposes. One student noted that “the customized
report on understanding and knowledge of a
specific topic is amazing”. Students also noted that
the user interface aided efficient and strategic use
of their time.

5 Discussion

Defining the input sequence and the way it is
architected in the LSTM is the key to defining how
the LSTM is used. Hence, we used LSTM in a
different manner by defining the sequence in two
ways: horizontally across topics and vertically
across learning time per topic.

The topic-based encoding provides a sequence
of topics based on their dependencies as
prerequisites. Student knowledge context provides
the chronological order of the student learning
sequence in each topic over time and hence, across
topics. This unique sequence definition enabled us
to go beyond the standard approach by using
LSTM in a unique manner in knowledge tracing.
These two sequences would not have been possible
without (1) the Question to topic mapping that
enabled us to work at the level of the topic rather
than questions, and (2) the Representative subset of
the feature space that enabled the capability of
selecting prerequisite topics.

6 Conclusion

The aim of the present research was to examine
student use of and engagement with ORBITS and
the extent to which ORBITS predictive engine
improved students’ perception of their learning
experience. Positive initial feedback from
participants indicated that ORBITS’s ease of use,
responsiveness, and usefulness were the three
main factors of learning satisfaction. In fact,
previous research has shown that learning
satisfaction often correlates with performance and
achievement of learning outcomes. Based on our
initial exploratory findings, we can conclude that
students using ORBITS are more engaged, more
satisfied with their learning experience and may
achieve higher assessed learning outcomes than
students not using ORBITS.

Limitations

This study reports early results and was based on a
limited cohort of students from one master’s
course. The generalizability of these results is
therefore subject to certain limitations. Follow on
studies will test the system with larger samples and
different disciplines to add weight to any
significance of the results. Notwithstanding the
relatively limited sample, this work offers valuable
insights into how a video-based student support
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platform that uses knowledge tracing improved
graduate students’ perception of their learning
experience.

As the students finish their course, we will

collect additional quantitative data in the form of
final student grades. These will be compared
between students who used the system and those
who did not. We will also compare the final grades
of students who used the system between the
course in which they used it and other courses in
which they did not. It also remains unclear what
influence the course content has on the students’
experience. To examine this element further, the
system should be tested on multiple courses
imparted by different lecturers, and in varying
subject fields.
There may be an inherent positive opinion of Al-
powered technologies by students at an Al
university. To test that hypothesis, the system
should be provided to students at other
universities in subject areas not related to Al
Several questions, however, remain to be
answered. Further research should be undertaken
to test several hypotheses, for instance, whether
Perceived Ease of use (PEoU) and Perceived
usefulness (PU) would predict the Attitude
towards Usage (AtU) of ORBITS.
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Abstract

We address the problem of generating high-
quality question-answer pairs for educational
materials. Previous work on this problem
showed that using summaries as input improves
the quality of question generation (QG) over
original textbook text and that human-written
summaries result in higher quality QG than
automatic summaries. In this paper, a) we
show that advances in Large Language Mod-
els (LLMs) are not yet sufficient to generate
quality summaries for QG and b) we introduce
a new methodology for rewriting bullet point
student notes into fully-fledged summaries and
find that our methodology yields higher quality
QG. We conducted a large-scale human annota-
tion study of generated question-answer pairs
for the evaluation of our methodology. In or-
der to aid in future research, we release a novel
dataset of 9.2K human annotations of generated
questions.

1 Introduction

Automated generation of question-answer pairs for
education can be used to assist students with self-
guided reviews of educational materials or to sup-
port instructors with the creation of assessment
materials. A key challenge for these question gen-
eration (QG) models is to ensure the relevancy of
generated questions. Most human evaluation of
QG models often emphasizes the grammaticality
and fluency of the generated questions, rather than
their relevance (Subramanian et al., 2017). For ed-
ucational applications, this shortcoming is critical.

A recent study by Dugan et al. (2022) showed
that providing QG models with human-written sum-
maries as input, instead of original textbook text,
increases question relevance, acceptability, and in-
terpretability. The study also demonstrated that
using automatically generated summaries as input
improved QG quality over original textbook in-
put, but not as much as human-written summaries.

We investigate whether advances to large language
models (LLMs) like GPT-3 have closed this gap
and introduce a novel methodology for generating
summaries using student notes in the form of bullet
points as input.

The main contributions of our research are:

1. We find that using human summaries as in-
put to QG models still results in higher qual-
ity questions than generated summaries, even
when using GPT-3 for summarization.

2. We propose a new methodology, Bull2Sum,
that rewrites bullet point student notes into
fully-fledged summaries.

3. We show that our Bull2Sum method of gen-
erating summaries as input to QG results in
high-quality question-answer pairs.

4. We conduct a large-scale human evaluation
study of generated question-answer pairs us-
ing our method and baselines.

5. To assist in future research, we release two
datasets: a dataset with 9.2K human anno-
tations of generated questions, as well as a
dataset with summaries written by 392 stu-
dents for 96 sub-chapters of two textbooks.

2 Related Work

Prior work in question generation has focused pri-
marily on using sequence-to-sequence models to
generate questions from a given context passage.
These methods can either be answer-aware (i.e., an
answer span is given to the model, along with the
passage) or answer-agnostic (i.e., just the context
passage is given). Our work focuses on the latter
case, in which the model has the much more chal-
lenging task of generating the answer as well as the
question.

Subramanian et al. (2018) accomplished this
by decomposing the generation process into two
stages: answer-phrase extraction and answer-aware
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Textbook section

Question Generation
[~ Q: What is an example of the practical application of

Independence assertions are usually based on A ic

independence assertions?
A: The practical application of independence

knowledge of the domain. They can dramatically
reduce the amount of information necessary to specify
the full joint distribution. If the complete set of

the full joint distribution can be factored into separate
joint distributions on those subsets. For example, the

Independence assertions can'yhelp reduce the amount of info needed to define a full
joint distribution, by dividing the complete set of variables into independent
subsets. This can be seen in the example of the outcome of n independent coin
variables can be divided into independent subsets, then || flips, which can be represented as the product of single-variable distributions. N
Independence is useful because it allows for separate joint distributions on subsets,
without requiring knowledge of the entire domain.

assertions can be seen in the independence of
dentistry and meteorology.

Q: How can independence be used to represent the
outcome of n independent coin flips?
A: The outcome of n independent coin flips can be

full joint distribution on the outcome of n inds

represented as the product of single-variable

ry distributions.

meteorology is a good thing, because otherwise the
practice of dentistry might require intimate knowledge

of meteorology, and vice versa. world problems.

coin flips, has 2”n entries, but it can be represented as High qua]ity h ritten
the product of single-variable distributions. In a more >
practical vein, the independence of dentistry and Can d large distribution tables, especially using i between

gind
variables. Independence assertions are usually based on knowledge of the domain, —
Very nice when able to use independence, but generally doesn't work for most real

Q: What is independence?
A: Independence is when two variables are not
dependent on cach other.

‘When they are available, then, independence assertions
can help in reducing the size of the domain
representation and the complexity of the inference
problem. Unfortunately, clean separation of entire sets

connection, however indirect, exists between two
variables, independence will fail to hold. Moreover,

independence fails to hold

Human-written summary in bullet points

- Independence assertions usually based on knowledge of the domain
5 t  sepa - Separation of entire sets of variables by independence is rare, because
of variables by independence is quite rare. Whenever a | whenever a connection (also very indirect) / exisits b/w two variables, the

Q: What is a connection between two variables?
A: A connection between two variables is any path
between them that does not go through an
independency.

even independent subsets can be quite large—for LLM enhancement

example, dentistry might involve dozens of diseases
and hundreds of symptoms, all of which are
interrelated. To handle such problems, we need more
subtle methods than the straightforward concept of

independence. the independence fails to hold.

Independence assertions are usually based on knowledge of the domain.
Separation of entire sets of variables by independence is rare, because
whenever a connection (also very indirect) exists between two variables,

Q: Why is independence rare?

A: Independence is rare because whenever a
connection (also very indirect) exists between two
variables, the independence fails to hold.

Figure 1: Different types of summaries such as automatic summaries, fully-fledged human-written summaries,
human-written summaries in bullet points, LLM enhanced summaries (with our proposed method), and textbook

text as used input to QG.

QG. Follow-up work from Sun et al. (2018) in-
troduced a position-aware component to localize
answers in the input context. Work by Wang
et al. (2020) added joint training between the two
stages of the pipeline. Other work has found that
transforming the input context passage can aid in
answer-phrase extraction. Lewis et al. (2021) fil-
tered out passages that are unlikely to contain an-
swers to human-written questions. Qu et al. (2021)
generated coarse keyphrases from input passages
to help guide the answer extraction model. Zhao
et al. (2022) used an “event-centric” summarizer
to generate a sequence of events, allowing them to
ask better questions.

More recently, Dugan et al. (2022) showed that
providing answer extraction models with human-
written or LM-generated summaries significantly
improved the relevance and interpretability of gen-
erated questions. We build on this insight and fur-
ther investigate the gap in question quality between
human-written summaries and LM-generated sum-
maries. Dugan et al. used a BART model (Lewis
et al., 2019) for automatic summarization. How-
ever, recent work suggests that summaries gener-
ated by large language models such as GPT-3 are
overwhelmingly preferred by human annotators
(Goyal et al., 2022). In what follows, we report
the results of experiments that we conducted to
evaluate whether Large Language Models can, in-
deed, generate quality summaries for the task of
generating question-answer pairs for educational
materials.

Step - Description

1. Zero-shot - We generated new summaries from the
human-written bullet style summaries with GPT-3 using
the following prompt: "Here’s an outline, please expand
it into full sentences and paragraphs: {human-written
summary in bullet style with incomplete sentences}"

2. Few-shot - We reviewed 10 examples by fact-checking
and removing repeated phrases. We added these examples
to the prompt and then generated 100 more summaries out
of the hand-written summaries in bullet style.

3. Fine-tuning - We fine-tuned GPT-3’s Davinci model
with the 100 summaries generated from the few-shot stage.
The format of the fine-tuned model was the following: Stu-
dentSummary: <bullet-point summary> GPT3Summary:
<paragraph style generated summary>

Table 1: Description of bootstrapping process to modify
the human-written summary style

3 Methodology

As mentioned earlier, the central goal of this study
is to address the problem of providing quality sum-
maries of educational materials to QA models in
order to generate important and relevant QA pairs.
To investigate this problem, we ran two groups of
experiments. First, we evaluated if GPT-3 gener-
ates better QA pairs than TS5 which was used for
the same task in prior work. In the second group
of experiments, we investigated the impact of dif-
ferent types of input on the quality of the genera-
tion of QA pairs in addition to different ways of
obtaining summaries. To this end, we collected
summaries written by college students on course
textbooks and classified them into two major cat-
egories: fully-fledged summaries and bullet-point
summaries. Fully-fledged summaries consisted
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of complete grammatical sentences that formed
a coherent paragraph. Bullet-point summaries con-
sisted of bullet points or other fragments taken as
short notes. In addition to these two types of in-
put generated by humans, we introduced and com-
pared a new method of generating summaries from
bullet-point notes, which we call Bull2Sum (from
bullets to summaries). Bull2Sum takes as input
bullet-point summaries and rewrites them into fully-
fledged summaries.

3.1 Human-written Summaries

We collected human-written summaries from a to-
tal of 570 undergraduate and Master’s students
enrolled in a graduate-level Artificial Intelligence
course. Students wrote summaries of 56 sections of
14 chapters of the Russell and Norvig (2020) text-
book "Artificial Intelligence: A Modern Approach”
and 40 sections of 6 chapters of the Jurafsky and
Martin (2022) textbook "Speech and Language Pro-
cessing." The collected summaries varied widely in
terms of style. Some students wrote fully-fledged
summaries with complete sentences organized into
paragraphs. Others summarized the chapters in
the form of bullet-point notes. The students were
incentivized to write quality summaries because
they were allowed to use them as supplementary
material during the final exam. We release the
summaries of a total of 392 students who agreed
to share their anonymized summaries with the re-
search community.

3.2 Bootstrapping Training Data for LL.Ms

In order to generate in-domain data for fine-tuning
large language models, such as GPT-3, we em-
ployed a bootstrapping approach. We first gen-
erated a small amount of data pairs by using the
model in a zero-shot fashion. We then manually
reviewed the generated examples by fact-checking
and removing repeated phrases. We then used this
filtered set of synthetic data as in-context examples
to generate a larger set of high-quality few-shot
data. We used this final set of examples as our
fine-tuning dataset.

3.3 Fine-tuned Model for Rewriting Bullet
Points into Summaries

We introduce a fine-tuned model, Bull2Sum, that
we trained in order to rewrite summaries written in
bullet points or short notes into fully-fledged sum-
maries. We built this model by fine-tuning GPT-3
using the same bootstrapping approach described

Step - Description

1. Zero-shot - We generated QA pairs with GPT-3 us-
ing the prompt "Write 5 to 10 questions along with their
corresponding answers from the summary." + "Summary:
" + student_summary + "Question: <Text of question.>
+ "Corresponding answer: <Text of corresponding an-
swer.>"

2. Few-shot - We reviewed 20 examples by fact-checking
and formatting. We added these examples to the prompt
and then generated QA pairs out of summaries generated
by Bull2Sum.

3. Fine-tuning - We fine-tuned a model with QA pairs
generated from the few-shot stage.

Table 2: Description of bootstrapping process to gener-
ate QA pairs from a text.

in the previous section.! Table 1 outlines and com-
pares all the methods in our experiments.

3.4 Question Generation Models

For question generation, we again used a boot-
strapping procedure to fine-tune GPT-3 to perform
answer-agnostic question generation. We outline
this procedure in Table 2. We generated questions
from this model and compared them to questions
generated from the same fine-tuned TS model used
in Dugan et al. (2022).

4 Experiments

We compare the performance of two LLMs trained
to do QG in 5 text input conditions. So, we ran a to-
tal of 10 experiments. Each condition is a different
type of input to the model, including a condition
with summaries generated by a new model that
we fine-tuned, Bull2Sum, which rewrites bullet
points or short notes into fully-fledged sentences.
We describe this model in Section 3.3.

Text input conditions

Original text from textbook.

Zero-shot summary generated by GPT-3.
Fully-fledged human-written summary.
Bullet-point human-written summary.
Summary generated by Bull2Sum.

ARl S

In order to evaluate and compare the perfor-
mance of both T5 and GPT-3 under the 1st condi-
tion (original text from textbook), we extracted 47
sections from the Russell and Norvig (2020) text-
book (omitting figures, tables, and equations). For
the 2nd condition, we used GPT-3 to summarize the

"We ran all the reported experiments in November 2022,
using text-davinci-002.
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T5 GPT-3
Type of Input to QG Model Acc. Gram. Interp. Rel. Corr. Acc. Gram. Interp. Rel. Corr.
1) Original text from textbook 35%  94% 68% 69% 52% | 50% 79% 71% 77%  59%
2) GPT-3 generated summary | 48% 93% 72% 76% 59% | 67% 93% 84% 86%  15%
from textbook text
3) Fully-fledged human-written | 44%  88% 70% 8% 58% | 713% 95% 92% 95%  79%
summary
4) Bullet-point human-written | 50% 86% 72% 8% 61% | 53% 93% 86% 89%  66%
summary
5) Bull2Sum summary 55% 93% 79% 93% 67% | 710% 96% 90% 93%  80%

Table 3: Evaluation of questions generation by TS and by GPT-3 using different types of summaries as input.
Humans evaluated whether the questions were Acceptable, Grammatical, Interpretable, Relevant, and Correct.

passages from the first condition with the follow-
ing prompt: "Please summarize the following text
using complete sentences:" For the 3rd and 4th con-
ditions, we used 96 fully-fledged human-written
summaries and 96 bullet-point human-written sum-
maries from Russell and Norvig (56 sections) and
Jurafsky and Martin (40 sections). For the 5th con-
dition, we used our fine-tuned model Bull2Sum de-
scribed in Section 3.3 on the 96 bullet-point human-
written summaries. There is a one-to-one mapping
in conditions 3, 4, and 5 as they are from the same
textbook sections. Conditions 1 and 2 are from a
subset of these textbook sections. Table 4 in the Ap-
pendix provides detailed information and statistics
about the data.

5 Evaluation

We performed a human evaluation study to mea-
sure the QG performance of the models GPT-3
and T5 under our 5 different input conditions, as
described in Section 4. We had a total of 66 annota-
tors, all University students enrolled in an advanced
Computer Science course titled Artificial Intelli-
gence. Prior to the annotations, students signed a
consent form to participate in the experiment and
were rewarded with extra credit for their partici-
pation. Moreover, we had a training session with
the students to review the guidelines and demo
the annotation tool. We employed the evaluation
guidelines defined in Dugan et al. (2022). For each
generated QA pair, the annotators evaluated the
following criteria:

1. Acceptable: Would you directly use this ques-
tion as a flashcard?

2. Grammatical: Is this question grammatically
correct?

3. Interpretable: Does this question make sense
out of context?

4. Relevant: Is this question relevant?

5. Correct: Is the answer to the question correct?

Our team created a web-based tool (as illustrated
in Appendix Figure 2) in order to increase the scal-
ability and ease of annotations. We randomly se-
lected 10 QA pairs generated from each of our 5
input conditions by both the T5 and GPT-3 models.
We divided our 66 annotators into groups of 3, for
a total of 22 groups. Each group would annotate
the same group of questions generated by the dif-
ferent models for the same data. Given that we
had 22 groups of annotators, we collected 3,080
question-answer (QA) pairs annotated, i.e., 220 QA
pairs annotated per input condition. We computed
pairwise inter-annotator agreement (IAA) analysis
using Fleiss’s Multi-m method (Artstein and Poesio,
2008) for finding the agreement for more than two
coders and found IAA rates between 0.39-0.44 for
our 5 evaluation criteria. We report the results in
Table 8.

6 Results and Discussion

Table 3 shows the percentage of generated QA pairs
where the annotations were "yes" for both GPT-
3 and TS5. Unsurprisingly, the larger LM GPT-3
demonstrated superior performance in the question
generation task compared to T5. It produced a)
higher quality flashcards, b) more questions that
were coherent out of context, and ¢) more accu-
rate answers. We found that fully-fledged sum-
maries are better input than GPT-3 generated sum-
maries, which are better than bullet-point human-
written summaries. Our methodology of applying
our rewriting model Bull2Summ for rewriting the
bullet summaries into fully-fledged summaries re-
sults in a substantial increase in the quality of the
QA pairs. Specifically, the acceptability score im-
proves from 53% (bullet points) to 70% (nearly
equal to the 73% of fully-fledged human-written
summaries).
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Our experiments show that although GPT-3 per-
forms better than T5 in QG, it is not sufficient to
improve a) the quality of QA pairs and b) the qual-
ity of the automated summaries as input. Carefully
written human summaries are still better than au-
tomatic summaries generated by GPT-3. However,
our novel method of rewriting short bullet-point
notes into summaries can be effectively used to
generate quality QA pairs.

7 Limitations

In this work, we explored question generation for
computer science textbooks. We have not yet ex-
plored a broader range of course subjects, and it
may be that the prevalence of computer science
knowledge on the Internet, including through fo-
rums like Stack Exchange, makes QG easier for
this discipline than for others. Furthermore, we ex-
amine a relatively narrow range of question types.
Other questions —like multiple choice questions,
or compare and contrast questions— will require
deeper exploration and substantial adaptation of
the methodology that we proposed.

8 Ethics Statement

Potential risks : As with all large language mod-
els, the models used in our research have the po-
tential to generate factually incorrect information.
This is a potential risk given that our intended ap-
plication is for education. As reported in our paper,
our best-performing models produce acceptable
quality flashcard questions only 70% of the time.
The remaining 30% is significant enough that man-
ual review by course is necessary before questions
are deployed to students.

Intended Use : Our models and methods shown
here are for research purposes only. They should
not be deployed in the real world as solutions with-
out further evaluation.

Potential applications : Bull2Sum could be uti-
lized in the field of education to convert course
slides into summaries, which can then be used to
generate pertinent and significant questions for the
course. This application could enhance and facili-
tate students’ exam preparation.
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Type of Input to QG Model Average len Average sen- Averagenum Num of T5 Num of GPT-
of the text tence len of sentences QA pairs 3 QA pairs

1) Original text from textbook 2260 116 16 774 199

2) GPT-3 generated summary | 694 103 5 265 194

from textbook text

3) Fully-fledged human-written | 784 74 9 834 374

summary

4) Bullet-point human-written | 930 378 4 399 279

summary

5) Bull2Sum summary 687 89 6 605 433

6) Few-shot generated summary | 751 108 7 609 447

7) Summary generated with our | 781 92 7 698 356

fine-tuned model

Table 4: Statistics of the different types of summaries as input. We report the average length of the text (in chars),
the average sentence length (in chars), the average number of sentences, the number of TS5 QA pairs, and the number
of GPT-3 QA pairs.

Type of Input to QG
Model

Summary

Original text from text-
book

27.1 The Limits of Al
27.1.2 The argument from disability

The “argument from disability” makes the claim that “a machine can never
do X.” As examples of X, Turing lists the following: Be kind, resourceful,
beautiful, friendly, have initiative, have a sense of humor, tell right from
wrong, make mistakes, fall in love, enjoy strawberries and cream, make
someone fall in love with it, learn from experience, use words properly,
be the subject of its own thought, have as much diversity of behavior as
man, do something really new.

In retrospect, some of these are rather easy—we’re all familiar with com-
puters that “make mistakes.” Computers with metareasoning capabilities
(Chapter 5) can examine heir own computations, thus being the subject
of their own reasoning. A century-old technology has the proven ability
to “make someone fall in love with it"—the teddy bear. Computer chess
expert David Levy predicts that by 2050 people will routinely fall in love
with humanoid robots. As for a robot falling in love, that is a common
theme in fiction,1 but there has been only limited academic speculation
on the subject (Kim et al., 2007). Computers have done things that are
“really new,” making significant discoveries in astronomy, mathematics,
chemistry, mineralogy, biology, computer science, and other fields, and
creating new forms of art through style transfer (Gatys et al., 2016). Over-
all, programs exceed human performance in some tasks and lag behind on
others. The one thing that it is clear they can’t do is be exactly human.

GPT-3 generated summary
from text

The "argument from disability” claims that machines can never do X,
where X is a characteristic of humans. Some examples of X include being
kind, resourceful, beautiful, friendly, having initiative, having a sense of
humor, being able to tell right from wrong, making mistakes, falling in
love, enjoying strawberries and cream, making someone fall in love with
it, learning from experience, using words properly, being the subject of
its own thought, having as much diversity of behavior as man, and doing
something really new.

Table 5: Qualitative example of sub-chapter from original textbook text and its corresponding GPT-3 generated
summary.
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Type of Input to QG
Model

Summary

Higher quality human-
written summary

Perceptron can easily compute AND and OR, but cannot handle XOR
at all! This is because perceptron is a linear classifier, and thus decision
boundary is a line. XOR can be calculated by a layered network of units.
Example using two ReLLU-based units. Can view hidden layer of the
network as forming a representation for the input. Neural networks big
advantage is they can automatically learn to form these representations
well. Note: XOR requires network of units with non-linear activation
functions, i.e. CANNOT do it with just perceptrons (simple linear units).
This due to fact that many layers of linear units can be reduced to one
layer with a certain weights function, which we know can’t solve the XOR
problem.

Poorer quality human-
written summary

Summary expanded into
full sentences and para-
graphs by zero shot

Few-shot generated sum-
mary

Summary generated with
our fine-tuned model

* perceptron
* a simple neural unit
* has binary output

¢ does not have a non-linear activation function

XOR: not linearly separable
¢ Non-linear activation functions

* anetwork formed by many layers of purely linear units can always
be reduce to a single layer of linear units with appropriate weights

A perceptron is a simple neural unit that has binary output and does not
have a non-linear activation function. The XOR problem is not linearly
separable, meaning that a network formed by many layers of purely
linear units can always be reduced to a single layer of linear units with
appropriate weights. Non-linear activation functions are necessary in
order to solve the XOR problem.

The perceptron is a simple neural unit that has binary output and does
not have a non-linear activation function. The XOR problem is not
linearly separable. Non-linear activation functions are important because
a network formed by many layers of purely linear units can always be
reduced to a single layer of linear units with appropriate weights.

A perceptron is a simple neural unit that has a binary output and does not
have a non-linear activation function. An example of a perceptron is a
machine that recognizes numbers written in digits. The machine would
have to be trained first by being shown examples of the correct outputs
for each input. The XOR problem is an example of a perceptron that is
not linearly separable. A perceptron that can solve the XOR problem is
said to be bi-dimensional. A perceptron that can solve the XOR problem
is said to be bi-dimensional. A network formed by many layers of purely
linear units can always be reduced to a single layer of linear units with
appropriate weights.

Table 6: Qualitative example of our methodology to enhance summary quality.

115



Type of Input to QG
Model

GPT-3 QA

T5 QA

Original text from text-
book

GPT-3 generated summary
from text

Higher quality human-
written summary

Poorer quality human-
written summary

Summary expanded into
full sentences and para-
graphs by zero shot

Few-shot generated sum-
mary

Summary generated with
our fine-tuned model

Q: Are programs currently capa-
ble of doing all of these things?
A: Programs are currently capa-
ble of doing some of these things,
but not all of them.

Q: What is the argument from dis-
ability? A: The argument from
disability claims that machines
can never do x, where X is a char-
acteristic of humans.

Q: How does a perceptron com-
pute the and logical operation?
A: A perceptron computes the
and logical operation by adding
the activation values of the multi-
ple layers of units in the percep-
tron.

Q: What does a perceptron not
have? A: A perceptron does not
have a non-linear activation func-
tion.

Q: What is the xor problem? A:
The xor problem is a problem in
which two inputs cannot be sepa-
rated by a linear function.

Q: What is the xor problem not
linearly separable? A: The xor
problem is not linearly separable.

Q: What is a perceptron? A: A
perceptron is a simple neural unit
that has binary output and does
not have a non-linear activation
function.

Q: What is a century-old technol-
ogy that can make someone fall
in love with it? A: teddy bear

Q: What does the "argument
from disability" claim machines
can never do? A: X

Q: Perceptron can easily com-
pute what? A: AND and OR

Q: What is a simple neural unit -
has binary output - does not have
a non-linear activation function?
A: perceptron

Q: What problem is not linearly
separable? A: XOR

Q: A network formed by many
layers of what can always be re-
duced to a single layer of linear
units with appropriate weights?
A: purely linear units

Q: A perceptron that can solve
the XOR problem is said to be
what? A: bi-dimensional

Table 7: Qualitative examples of QA pairs generated by GPT-3 and T5 from different types of summary or text as
input.
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Q: What is the uncertainty that agents need to handle in the real world?
A: The uncertainty that agents need to handle in the real world can be due to partial observability,
nondeterminism or adversaries.

Would you directly use this question as a flash card?
Yes

O No
With Edits

Is this question grammatically correct?

O Yes
No

Does this question make sense out of context?

O Yes
No

Is this question relevant?

O VYes
No

Is the answer to the question correct?
Yes

0O No

Figure 2: An example of annotation interface. You can find the annotation tutorial here.
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https://tinyurl.com/SmarttextbookTutorial

TAA

Acceptable 0.39
Grammatical 0.44
Interpretable  0.42
Relevant 0.42
Correct 0.39

Table 8: Mean of pairwise agreement in all 22 groups
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Abstract

Question generation (QG) for reading compre-
hension, a technology for automatically gen-
erating questions related to given reading pas-
sages, has been used in various applications,
including in education. Recently, QG methods
based on deep neural networks have succeeded
in generating fluent questions that are pertinent
to given reading passages. One example of how
QG can be applied in education is a reading
tutor that automatically offers reading compre-
hension questions related to various reading
materials. In such an application, QG methods
should provide questions with difficulty levels
appropriate for each learner’s reading ability
in order to improve learning efficiency. Sev-
eral difficulty-controllable QG methods have
been proposed for doing so. However, con-
ventional methods focus only on generating
questions and cannot generate answers to them.
Furthermore, they ignore the relation between
question difficulty and learner ability, making
it hard to determine an appropriate difficulty
for each learner. To resolve these problems, we
propose a new method for generating question—
answer pairs that considers their difficulty, es-
timated using item response theory. The pro-
posed difficulty-controllable generation is real-
ized by extending two pre-trained transformer
models: BERT and GPT-2.

1 Introduction

Automatic question generation (QG) for reading
comprehension is the task of automatically gen-
erating reading comprehension questions related
to given reading passages. Various QG methods
have been developed in the natural language pro-
cessing (NLP) research field (Zhang et al., 2021).
They have also been used in various educational
systems, such as intelligent tutoring systems, writ-
ing support systems, and knowledge assessment
systems (Ghanem et al., 2022; Kurdi et al., 2020;
Le et al., 2014; Rathod et al., 2022; Zhang et al.,
2021).

suzuki_ayaka}@ai.lab.uec.ac.jp

Early QG methods have relied on rule-based
or template-based approaches, which use hand-
crafted rules or templates to generate an interrog-
ative question text from a declarative text (Zhang
et al., 2021). However, preparing those QG meth-
ods for a target application is time-consuming
and labor-intensive because achieving high-quality
QG requires well-designed rules and templates for
each application (Chen et al., 2021; Zhang et al.,
2021). End-to-end QG methods based on deep
neural networks have received wide attention as
a means of overcoming this limitation (Chan and
Fan, 2019; Du et al., 2017; Ushio et al., 2022; Yu
et al., 2023; Zhang et al., 2021). Earlier neural QG
methods were designed as sequence-to-sequence
(seq2seq) models based on recurrent neural net-
works (RNNs) and attention mechanisms (Du
et al., 2017), while recent methods are based on
pre-trained transformer models (Gao et al., 2019;
Ghanem et al., 2022; Lee and Lee, 2022; Rathod
et al., 2022; Ushio et al., 2022), including BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2019), GPT-2 (Generative
Pre-trained Transformer 2) (Radford et al., 2019),
BART (Bidirectional and Auto-Regressive Trans-
formers) (Lewis et al., 2020), and TS (Text-to-Text
Transfer Transformer) (Raffel et al., 2022). Those
methods have succeeded in generating fluent ques-
tions that are pertinent to given reading passages.

A representative application of how QG can be
used for educational purposes is a reading tutor that
automatically offers reading comprehension ques-
tions related to various reading materials (Kurdi
et al., 2020; Le et al., 2014; Rathod et al., 2022;
Zhang et al., 2021). This helps to focus learners’
attention on the reading materials and offers the
opportunity to observe any misconceptions they
might have (Kurdi et al., 2020), which supports
the development of reading comprehension skills.
To enhance such learning, it is useful to provide
questions with difficulty levels appropriate for each
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Reading passage \

The role of teacher is often formal and ongoing,
carried out at a school or other place of formal
education. In many countries, a person who
wishes to become a teacher must first obtain
specified professional qualifications or credentials
froma These professional
qualifications maj include the study of pedagogy,
the science of tegching. Teachers, ...

m university or college

Where do most teachers get their credentials
from?

Figure 1: Conventional QG task.

learner’s reading ability. Such adaptivity is a core
component of recent Al-based intelligent tutoring
systems.

Difficulty control of QG is a relatively new
task (Cheng et al., 2021; Kurdi et al., 2020), and
thus previous research on difficulty-controllable
QG for reading comprehension is still lim-
ited (Chen et al., 2021; Cheng et al., 2021; Gao
et al., 2019). There are currently only two con-
ventional methods; the first uses an RNN-based
seq2seq model in which hidden states before its
encoder are modified to receive a difficulty as input
that is categorized as either easy or hard (Gao et al.,
2019), and the second is a multi-hop QG (Cheng
et al., 2021) that takes the question difficulty to be
the number of inference steps required to answer
a question and aims to generate questions while
controlling the number of required inference steps.
However, both methods have the following limita-
tions that prevent them from generating questions
appropriate for a learner’s ability.

1. They ignore the relation between question dif-
ficulty and learner ability, making it difficult
to determine an appropriate difficulty for each
learner.

2. They are answer-aware QG methods, which
generate questions given a reading passage
and an answer text, as illustrated in Fig. 1,
and thus cannot generate question—answer
pairs. Without correct answers, systems can-
not score learners’ answers automatically,

Reading passage \

The role of teacher is often formal and ongoing,
carried out at a school or other place of formal
education. In many countries, a person who
wishes to become a teacher must first obtain
specified professional qualifications or credentials
from a university or college. These professional
qualifications may include the study of pedagogy,
the science of teaching. Teachers, ...

Target Difficulty EEN(EEHY)

uestion

university or

college

Where do most teachers
get their credentials from?

Figure 2: Our QG task.

meaning adaptive systems will not work effi-
ciently. Furthermore, controlling difficulty in
answer generation is also important because
difficulty is a property that generally depends
on both questions and answers.

To resolve these problems, we propose a new
method for generating question—answer pairs that
considers the difficulty associated with learners’
ability. A unique feature of our method is that it
uses item response theory (IRT) (Lord, 1980), a test
theory based on mathematical models, to quantify
the difficulty of each question—answer pair. IRT is
based on statistical models that define the relation
between question difficulty and learner ability, and
thus it helps us to select a difficulty appropriate for
each learner’s ability. For these reasons, we aim
to generate question—answer pairs while consider-
ing their difficulty, quantified by IRT. For our QG
method, we first propose a method for construct-
ing a training dataset consisting of quadruplets
(reading passage, question text, answer text, and
IRT-based difficulty), based on the SQuAD dataset,
which is the most popular benchmark dataset for
the reading comprehension QG task. Then, we pro-
pose a difficulty-controllable generation method
for question—answer pairs that can be trained using
this dataset. Our generation method consists of
two pre-trained transformer-based models, which
are extended to take IRT-based difficulty values as
input: a difficulty-controllable answer extraction
model using BERT, and a difficulty-controllable
answer-aware QG model using GPT-2.
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To our knowledge, this is the first difficulty-
controllable QG method aimed at generating
question—answer pairs corresponding to IRT-based
difficulty.

2 Task Definition

The task tackled in this study is to generate a read-
ing comprehension question and a corresponding
correct answer, given a reading passage and a tar-
get difficulty value. Here, we assume that a correct
answer to each question consists of a segment of
text from the corresponding reading passage, as in
typical answer-aware QG tasks (Rajpurkar et al.,
2016). Fig. 2 shows an outline of our task.

The detailed task definition is as follows. Let
a given reading passage be a word sequence r =
{ri | i €{1,...,1}}, where r; represents the i-th
word in the passage, and [ is the passage text length.
Similarly, let a question text g and an answer text @
be word sequences ¢ = {¢g; | j € {1,...,J}} and
a={a; | k€ {l,..., K}}, respectively, where
qj 1s the j-th word in the question text, ay is the
k-th word in the answer text, J is the question text
length, and K is the answer text length. Note that
the answer text a must be a subset of the word
sequence in the reading passage r, namely, a C
r. Using this notation, our task is to generate a
question text g and an answer text @ given a reading
passage r and a target difficulty value b, where the
difficulty value b is assumed to be quantified based
on IRT, as explained in the introduction.

3 Item Response Theory

IRT (Lord, 1980) is a statistical framework used
in psychometrics and educational measurement to
analyze examinees’ responses to test items (items
corresponds to questions in our study). One of the
unique characteristics of IRT is that it estimates
two types of latent factors from response data: ex-
aminee ability and item characteristics. Examinee
ability refers to the latent trait or ability that the
test is intended to measure, such as reading com-
prehension ability in our context. Item characteris-
tics refer to the properties of test items, including
their difficulty level and their ability to discriminate
examinee ability. IRT uses probabilistic models,
called IRT models, to estimate examinees’ abilities
and item characteristics from response data that
typically consist of a binary variable taking one if
an examinee answers an item correctly and zero
otherwise.

—_
o

o
[o5)

Probability

Figure 3: Item response curves for a Rasch model with
different item difficulty values.

IRT has been widely used in various educational
and psychological tests because it has the follow-
ing typical benefits (Uto and Ueno, 2020) com-
pared with classical test theory (a simple and tra-
ditional framework based on basic statistics such
as mean, variance, and correlation coefficients):
1) IRT provides detailed information about item
properties, including difficulty and discrimination,
which helps test developers identify problematic
items and improve test quality. 2) IRT provides
accurate estimates of examinee ability and item
properties. 3) The abilities of examinees who take
different tests can be estimated on the same scale
because examinee ability is estimated considering
the effects of the items’ characteristics. 4) IRT is
the basis for computerized adaptive testing (CAT),
which can reduce test length and increase measure-
ment precision by selecting appropriate items for a
target examinee’s ability (van der Linden and Glas,
2010).

This study uses the Rasch model (a one-
parameter logistic model), which is the most tra-
ditional and well-known IRT model. The Rasch
model defines the probability that the m-th exami-
nee correctly answers the n-th item as

. exp(0m — bp)
1+ exp(fm — by)

Prm ; ey
where b, represents the difficulty of the n-th item
and 6,,, represents the latent ability of the m-th
examinee.

To explain the relationship between the latent
ability 0 and the difficulty parameter b in the Rasch
model, Fig. 3 depicts item response curves (IRCs)
of the Rasch model, which are drawn by plotting
the probability py.,, for three different difficulty
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values. In the figure, the horizontal axis shows 6,
the vertical axis shows the probability p,,,, and
three solid curves show the IRC for three items
with different difficulty values.

These IRCs show that examinees with higher 0
have a higher probability of responding correctly
to each item. We can also see that the IRC shifts
to the right as the item difficulty value increases,
reflecting the fact that higher ability is required
to correctly answer items with high b. Further-
more, under the Rasch model, the probability that
an examinee with ability 6 correctly answers the
question with difficulty b becomes 0.5 when 6 = b.

The IRT model parameters are generally esti-
mated in two phases, namely, item calibration and
ability estimation, in order to guarantee asymptotic
consistency. Item calibration estimates the item
parameters from response data by marginalizing
the examinee ability 6 from the likelihood in order
to ensure the asymptotic consistency of the item pa-
rameter estimates. Specifically, marginal maximum
likelihood (MML) estimation using an expectation-
maximization (EM) algorithm has been widely
used for item calibration (Baker and Kim, 2004).
Given calibrated item parameters, the ability esti-
mation phase calculates the examinee’s ability 6.
An expected a posteriori (EAP) estimation, a type
of Bayesian estimation, is generally used for the
ability estimation (Fox, 2010; Uto et al., 2023).

This study aims to quantify question difficulty
based on the IRT. The next section explains how to
prepare the dataset with IRT-based difficulty, which
is required to train our QG model.

4 Creating a Dataset with IRT-based
Question Difficulty

We require an appropriate dataset to construct our
QG method for solving the difficulty-controllable
QG task defined in Section 2. While several popu-
lar datasets have been developed for general read-
ing comprehension QG tasks (Zhang et al., 2021),
the most popular is SQuAD (Rajpurkar et al., 2016),
which consists of over 100,000 question—answer
pairs from Wikipedia articles. Specifically, SQuAD
is a collection of triplets (r, g, a), where each an-
swer a is a text fragment from a corresponding
reading passage r and each reading passage r cor-
responds to a paragraph of a Wikipedia article.
However, to construct a difficulty-controllable QG
method, we require a dataset consisting of quadru-
plets (7, g, a,b). Thus, we first propose a method

for extending the SQuAD dataset by appending
the IRT-based difficulty values for each question—
answer pair. The details for doing so are as follows.

1. Collecting response data for each question—
answer pair: We collect answers from
multiple respondents to each question in the
SQuAD dataset and grade those answers
as correct or incorrect. Ideally, we should
gather responses from a population of tar-
get learners, but this is highly expensive and
time-consuming. Thus, we substitute actual
learner responses with automated question—
answering (QA) systems, in the same way
that several previous difficulty-controllable
QG studies have done (Chen et al., 2021; Gao
et al., 2019).

2. Difficulty estimation using IRT: Using the
collected response data, we estimate the ques-
tion difficulty by using the Rasch model and
the item calibration procedure introduced in
Section 3. Note that the difficulty value gen-
erally depends on the contents of both the
question and the answer.

3. Creating a dataset with difficulty estimates:
We construct a dataset consisting of quadru-
plets (r, g, a, b) by appending the estimated
difficulty values b into the triplets (r, g, a) of
the SQuAD dataset.

S Proposed Method

Our difficulty-controllable QG method, which is
trained using the extended SQuAD dataset, is re-
alized by performing the following two tasks in
sequence: (1) difficulty-controllable answer extrac-
tion that extracts an answer text from a given read-
ing passage while considering a target difficulty
value, and (2) difficulty-controllable answer-aware
OG that generates a question given a reading pas-
sage, an answer text, and a target difficulty value.
Details of each are provided in the following sec-
tions.

5.1 Difficulty-Controllable Answer Extraction

We perform the difficulty-controllable answer ex-
traction using BERT (Devlin et al., 2019). BERT is
a pre-trained multilayer bidirectional transformer
with 340M parameters, a transformer being a neural
network architecture based on self-attention mech-
anisms. BERT is pre-trained on large amounts

122



PO p©  p® p©
XA (S L.

Transformer block

Figure 4: Difficulty-controllable answer extraction us-
ing BERT.

of text data over two unsupervised learning tasks,
masked language modeling and next-sentence pre-
diction. The pre-trained BERT can be applied
to various downstream tasks by fine-tuning the
model with a task-specific supervised dataset after
adding task-specific output layers. We use fine-
tuned BERT for the answer extraction task because
BERT has been widely used before in various text
extraction tasks (Srikanth et al., 2020).

To perform answer extraction using BERT, we
add output layers that predict the start and end
positions of the answer text within a given reading
passage. Specifically, we add two dense layers with
softmax activation to transform each BERT output
vector, which correspond to the words within a
given reading passage, into probability values for
whether the word is at the start or end position of
the answer text. By extracting the word sequence
within the start and end positions, which take the
maximum probabilities, we can extract an answer
text from a given reading passage.

We control the difficulty of the answer extrac-
tion by inputting a difficulty value with the reading
passage. Specifically, the input for our model is
defined as

b, [SEP],Tl,TQ,Tg,...,T], (2)
where [SEP] is the special token used to separate
the difficulty value and the reading passage. This
input is what enables the model to extract an answer
text from a reading passage while considering the
input difficulty value. Fig. 4 shows an outline of
the answer extraction model.

We can fine-tune the answer extraction model by
using a collection of triplets (r, a,b), which can
be obtained from the extended SQuAD dataset ex-
plained in Section 4. This fine-tuning is performed

b [Q] 7y (Al gty [Al1; [G] @1 @ G5 Gy
| I, S

Figure 5: Difficulty-controllable answer-aware question
generation using GPT-2.

by minimizing cross-entropy loss between the pre-
dicted positions of the start and end of an answer
text and their true positions.

5.2 Difficulty-Controllable Answer-Aware
Question Generation

We use GPT-2 to perform difficulty-controllable
answer-aware QG. GPT-2 is a transformer-based
language model with more than 1.5 billion param-
eters, and it is pre-trained on more than 8 million
documents using an unsupervised learning process
called language modeling, which sequentially pre-
dicts the next word from the current word sequence.
We use GPT-2 for the QG tasks because it has been
widely used before in various text generation tasks.

Conventional answer-aware QG models based
on pre-trained language models (Srivastava and
Goodman, 2021), including GPT-2, are imple-
mented by designing the model’s input as

7“1,...,[A],al,...,aK,[A],...,T[,[G], (3)

where [A] is a special token representing an an-
swer’s start and end positions within a reading pas-
sage. [G] is also a special token representing the
end of a reading passage. Conventional QG models
receive this input and generate a question text after
the special token [G].

To implement difficulty-control for the answer-
aware QG model, we concatenate a target difficulty
value to the conventional input form above using

b, [Q],Tl, vy [A], ai,...,aK, [A], T [G],
“)
where [Q)] is the special token used to separate
the difficulty value and the given reading passage.
Given this input, the model generates a question

text based on a reading passage, an answer, and a
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target difficulty value. Fig. 5 presents an outline of
our QG model.

We can fine-tune the answer-aware QG model
by using a dataset consisting of quadruplets
(r,q,a,b), explained in Section 4. Specifically, we
prepare the following format data and train GPT-
2 by maximizing the log-likelihood for question
texts:

b, [Q},n,...,[A],al,..
...,T[,[G],ql,...

K, [A]7
47 5)

5.3 Determining Appropriate Difficulty based
on IRT

As explained in Section 1, IRT helps us to select a
difficulty appropriate for each learner’s ability. Ear-
lier studies on adaptive learning have demonstrated
that offering questions with a difficulty at which
the learner would have a 50% chance of answering
correctly is the most effective approach for learn-
ing (Ueno and Miyazawa, 2018). As explained in
Section 3, under the Rasch model, the probability
that a learner with ability 6 correctly answers the
question with difficulty b becomes 0.5 when 6 = b.
Thus, we can generate questions with a difficulty
appropriate for each learner using the following
steps inspired by the framework of CAT (van der
Linden and Glas, 2010).

1. Provide some questions randomly to a learner
and collect response data.

2. Estimate the learner’s ability using the Rasch
model and the response data.

3. Generate a question—answer pair by inputting
the estimated ability value as the difficulty
value into the proposed QG method.

Furthermore, by repeating procedures 2-3, we can
enable adaptive QG.

6 Experiments

In this section, we demonstrate that our proposed
method can generate questions and answers corre-
sponding to target IRT-based difficulty values.

6.1 Data preparation

For our experiment, we first constructed an ex-
tended SQuAD dataset consisting of quadruplets
(r,q,a,b) by following the procedures explained
in Section 4. The original SQuAD dataset was di-
vided into training data (90%) and test data (10%)

in advance. In this experiment, we trained QA
models using the training data and constructed an
extended dataset using the test data. The detailed
procedures were as follows.

1. Training QA models: Using the SQuAD
training data, we trained five different QA
models: two neural models, the BERT-based
model (Devlin et al., 2019) and the ALBERT-
based model (Lan et al., 2020), and three
feature-based models, a logistic regression
model using dependency-tree features (Ra-
jpurkar et al., 2016), a logistic regression
model using selected features (Rajpurkar et al.,
2016), and a sliding-window model using bag-
of-words features (Richardson et al., 2013).

2. Collecting response data for each question:
We collected answers from the five QA mod-
els for all the questions in the SQuUAD test
data and scored those answers.

3. Estimating IRT-based difficulty: Using the
correct/incorrect response data, we estimated
the difficulty of each question using the Rasch
model. Here, we conducted the estimation us-
ing the MML method with the EM algorithm.
The difficulty values were estimated to be one
of six values (-3.96, -1.82, -0.26, 0.88, 2.01,
3.60), where questions with lower difficulty
estimates indicate that they were easier. We
linearly transformed the difficulty values es-
timated on the real value scale (-3.96, -1.82,
-0.26, 0.88, 2.01, 3.60) to positive integer val-
ues (1, 29, 49, 64, 79, 100) to make it eas-
ier for the language models to understand the
numerical inputs. Table 1 shows the ability
estimates 6 for the five QA systems, where
the abilities were estimated by the EAP esti-
mation using a Gaussian quadrature (Baker
and Kim, 2004), given the calibrated item-
difficulty parameters. The table shows that the
abilities of the five QA systems differ greatly.

Table 1: Ability estimates 0 of five QA systems.

0
BERT-based model 2.25
ALBERT-based model 1.28
Logistic regression 0.52

Logistic regression (selected features) -0.64
Sliding-window model -2.84
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A larger variety of respondent abilities is gen-
erally effective for clearly distinguishing the
difficulty among questions, suggesting that
our use of these five QA systems in our ex-
periment is reasonable. Note that ability and
question difficulty are estimated assuming a
standard normal distribution, meaning that
these estimates distribute approximately on
a scale with a mean of 0 and a standard devia-
tion of 1.

4. Creating a dataset with difficulty estimates:
We created a dataset D consisting of quadru-
plets (7, g, a,b) by integrating the obtained
IRT-based difficulty values and SQuAD test
data.

6.2 Experimental Procedures

We conducted the following experiment using the
created dataset D and the original SQuAD training
data.

1. Using the original SQuAD training data, we
fine-tuned the proposed answer extraction
model and the answer-aware QG model, ignor-
ing the difficulty. This fine-tuning was done
by removing the difficulty value from the in-
put of the proposed models. Although this
procedure is not mandatory, we applied it to
improve the basic QG performance.

2. We randomly divided the dataset D into parts,
one 90% (designated as D(tmm)) and the
other 10% (designated as Dleval)y Then, us-
ing the 90% dataset D7) we fine-tuned
the difficulty-controllable answer extraction
model and the difficulty-controllable answer-
aware QG model, where the initial model pa-
rameters were set to the values obtained in
procedure 1.

3. We generated questions and answers for each
reading passage in the remaining 10% dataset
Dleval) oiven each of the six difficulty values
(1, 29, 49, 64, 79, 100). Using the generated
questions and answers, we conducted both an
automatic evaluation and a human evaluation,
which are explained below.

We used PyTorch and the Transformers library to
implement the proposed models and the neural QA
systems. Furthermore, we used R and the TAM
package to perform the IRT parameter estimation.

Table 2: Number of questions corresponding to the six
difficulty values in D(7@") and p(eval),

Difficulty ~ D(rain) Dleval)
1 662 (0.07) 90 (0.1)
29 2,739 (0.28) 269 (0.3)
49 1,623 (0.17) 144 (0.16)
64 2,362 (0.24) 195 (0.22)
79 1,389 (0.14) 107 (0.12)
100 909 (0.09) 81 (0.09)

Numbers in parentheses indicate ratios.

Here, we summarize the basic statistics of the
datasets D7) and D(¢v) which we developed
in the above procedure 2 to train and evaluate our
difficulty-controllable QG method. First, the num-
ber of reading passages in D797 and D(eval) wag
1,860 and 207, respectively. Next, the average num-
ber of questions per reading passage in D(train)
and D(€al) was 521 and 4.28. Furthermore, Ta-
ble 2 shows the number of questions corresponding
to the six difficulty values in each dataset. From
these results, we can confirm that the basic statistics
and the difficulty distributions are similar between
the two datasets, indicating that the dataset D was
randomly divided into D(t7%) and D(€val) without
bias.

6.3 Automatic Evaluation

We performed an automatic evaluation by calcu-
lating the percentage of correct answers given by
the neural QA systems (BERT-based and ALBERT-
based QA models) to the questions generated for
each difficulty. Fig. 6 shows the results, which in-
dicate that the correct answer rate of QA systems

80
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45
40
35
30
0 20 40 60 80 100
Difficulty

Percentage of correct answers

Figure 6: Percentage of correct answers by neural QA
systems to questions generated for each difficulty.
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Table 3: Examples of generated questions and answers for different difficulties.

Reading pas- Much of the work of the Scottish Parliament is done in committee. The role
sage of committees is stronger in the Scottish Parliament than in other parliamentary
systems, partly as a means of strengthening the role of backbenchers in their
scrutiny of the government and partly to compensate for the fact that there is no
revising chamber. The principal role of committees in the Scottish Parliament is
to take evidence from witnesses, conduct inquiries and scrutinise legislation.
Difficulty 1 (easiest)
Question Where is much of the work of the Scottish Parliament done?
Answer committee
Difficulty 100 (most difficult)
Question What is the purpose of the chairman and member of the committee?
Answer take evidence from witnesses, conduct inquiries and scrutinise legislation
8 6.4 Human Evaluation
B For the human evaluation, we randomly selected
) 7 ten reading passages from D(¢v%) and extracted
L: question—answer pairs for the six difficulty val-
§ 6 ues corresponding to each reading passage from
g the generated data obtained in experimental proce-
5 dure 3. Then, the 60 question—answer pairs were
evaluated by four human judges according to the
4 following four evaluation metrics.

0 20 40 60 80 100
Difficulty

Figure 7: Average word length in generated answers for
each difficulty.

decreases as the difficulty increases. This suggests
that our proposed method generates questions that
reflect the given difficulty.

Furthermore, we calculated the average word
length in the generated answer texts for each diffi-
culty. Fig. 7 shows the results, and these indicate
that the average word length in the generated an-
swer texts increases as the target difficulty values
increase. Considering that questions with longer
and more complex answers are generally difficult
to correct perfectly, this result suggests that the
proposed method extracts answers that reflect the
specified difficulty.

Table 3 shows examples of the generated
question—answer pairs when given the same read-
ing text but different difficulty values, demon-
strating that higher difficulty values correspond to
longer answers.

1. Difficulty: The subjective difficulty evaluation
for each question—answer pair, graded on a
scale from one to five, where smaller grades
mean the question was easier.

2. Fluency: Evaluation of the grammatical cor-
rectness of generated questions, graded on a
three-point scale: Yes, Acceptable, and No.

3. Relevance: Evaluation of the content rele-
vance between generated questions and read-
ing passages, graded on a binary scale: Yes
and No.

4. Answerability: Evaluation of the answerabil-
ity of each generated question—answer pair
from a given reading passage, graded on a
four-point scale: Yes, Partially, and No. Here,
“Partially” indicates that the generated answer
does not entirely match the correct answer for
the generated question but partially includes
the correct answer.

Fig 8 shows the relation between the input diffi-
culty values and the averaged scores in the human
difficulty evaluation for the generated questions.
They indicate that the human subjects judged the
questions generated with higher difficulty values to
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Figure 8: Human difficulty evaluation of generated
question—answer pairs for each difficulty.

Table 4: The fluency, relevance, and answerability of
generated questions and answers.

Fluen Yes Acceptable No
uency 76.0% 163%  7.6%
Relovan Yes No
CVANCE  RI8%  12.2%
N Yes Partially No
Answerability 67.4% 17.4% 15.3%

be more difficult. This indicates that the proposed
method can appropriately control the difficulty of
generated question—answer pairs.

Table 4 gives the results for Fluency, Relevance,
and Answerability. It shows that more than 90%
of the questions were generated with correct or ac-
ceptable grammar, and about 90% appropriately
reflected the content of the given reading passages.
Furthermore, about 70% of generated question—
answer pairs were completely answerable, and
about 85% were partially appropriate. These re-
sults indicate that fluency and relevance are accept-
able but further improvement might be required in
terms of answerability, which is planned for future
work.

7 Conclusion

In this study, we proposed a new neural QG method
that generates question—answer pairs while consid-
ering their difficulty, estimated using IRT. We also
evaluated the effectiveness of this method through
experiments using SQuAD.

One limitation of this study is that we used
only the SQuAD dataset in our experiments. The
SQuAD dataset has often been criticized because
it is overly dependent on the similarity of ques-
tion/answer sentences rather than on human-type
reasoning, meaning it requires only superficial read-

ing skills. Thus, examining the effectiveness of our
proposed method by applying it to various other
datasets will be an important future task.

Furthermore, in the human evaluation experi-
ment presented in Section 6.4, we examined only
60 question—answer pairs generated through the
proposed model from ten randomly selected read-
ing passages. The relatively small scale of the
experiment is due to the high workload required
for people to carefully evaluate the various proper-
ties of a large number of questions. However, in
the future, we aim to conduct a larger-scale human
evaluation in order to increase the reliability of the
experimental results.

Although the present study used only five QA
systems, the use of a larger number of QA systems
with different characteristics is expected to improve
the accuracy of question-difficulty estimation and
provide difficulty estimates with finer granularity.
Therefore, examining the effects of increasing the
number and variability of QA systems will be an-
other future direction of this research.

We also need to confirm in greater detail whether
QA systems can be substituted for human learners.
A comparison between IRT-based question difficul-
ties calibrated from the responses of QA systems
as well as human learners might be a plausible
approach.

Another future goal is to develop a method of
transforming the scale of the IRT-based difficulty,
estimated based on QA systems, into a scale appro-
priate for a population of target learners. Such a
scaling adjustment is expected to be achievable by
using equating, which is a well-established tech-
nique in IRT.

Furthermore, our QG method is easily extended
to adaptive QG systems based on the framework
of computerized adaptive testing, as mentioned in
Section 5.3. Developing and evaluating such an
adaptive system using our QG method will also be
our focus in future work.
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Abstract

This paper presents Card-it, a web-based ap-
plication for learning Italian verb conjugation.
Card-it integrates a large-scale finite-state mor-
phological (FSM) analyzer and a flashcard ap-
plication as a user-friendly way for learners to
utilize the analyzer. While Card-it can be used
by individual learners, to support classroom
adoption, we implemented simple classroom
management functionalities such as sharing
flashcards to a class and tracking students’ pro-
gression. We evaluated Card-it with teachers of
Italian. Card-it was reported as engaging and
supportive, especially by featuring two differ-
ent quiz types combined with a verb form look-
up feature. Teachers were optimistic about the
potential of Card-it as a classroom supplemen-
tary tool for learners of Italian as L2. Future
work includes sample sentences and a complete
learners evaluation.

1 Introduction

Learning verb morphology plays a crucial role
in the acquisition of morphologically rich lan-
guages (Slabakova, 2009), such as Italian and
French. Thus, learners of Italian deal with the ac-
quisition of a rich system of verbal inflections (e.g.,
Pizzuto and Caselli, 1994). Explicit morphologi-
cal instructions and training have been shown to
help students on acquiring new words as well as
to improve their syntactic knowledge (Chen and
Schwartz, 2018; Mobaraki and Jahromi, 2019).
Similarly, raising meta-linguistic awareness im-
proves the learners’ production and competence in
second language (L2) acquisition (Heift, 2004; Kie-
seier et al., 2022). To support learners of Italian as
L2, we designed, implemented, and evaluated Card-
it with the help of experts: teachers of Italian as a
foreign language. Card-it fosters meta-linguistic
knowledge when presenting linguistic information
on the analysis of verb forms (i.e., for the verb man-
giare (to eat) “Prima Persona Singulare Presente
Indicativo” — (io) mangio) along with additional
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explanations of linguistic categories related to verb
morphology that are displayed on demand. In ad-
dition, meta-linguistic information is also used to
present corrective feedback (see Sec. 4.2).

Card-it is an online application for teachers and
learners of Italian to create collections of digital
flashcards — based on a semi-automatic approach —
with which they can study and test themselves on
verb morphology explicitly. Our choice for using
a digital flashcard design reflects a traditional way
of learning vocabulary explicitly, which has been
shown to be a successful learning method that is
perceived well by students (Yiiksel et al., 2022).
While some flashcard systems may support verb
morphology with pre-defined cards and modules,
they do not allow for the customization of cards or
decks (e.g., Memrise'). Other systems support cus-
tom card collections, but they require manual input
of the card information (e.g., Anki?). Yet, these
systems do not enable teachers to track and ana-
lyze their students’ progress over time. In addition,
Card-it’s learner-centred design embeds corrective
feedback, meta-linguistic information, and differ-
ent study modes.

This paper introduces the system’s architecture,
the FSM implementation, and Card-it’s iterative
design and features. Lastly, we report the results
of a brief evaluation with Italian teachers which
indicates Card-it’s potential for their classroom and
outlines our future steps towards a learners evalua-
tion.

2 Related Work

Traditionally, Natural Language Processing (NLP)
tools like an FSM are a component of larger
pipelines, for example, as a tokenizer (e.g., Juraf-
sky and Martin, 2009). As a result, using these
tools is often not intuitive or easy for users unfa-
miliar with NLP. However, since these tools can

"https://www.memrise.com/. Accessed 05-2023.
https://www.ankiapp.com/. Accessed 05-2023.
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work with text, NLP has become an integral part
of the field of Computer-Assisted Language Learn-
ing (CALL), with several systems using NLP tools
in a language-learning context. Examples include
E-Tutor (Heift, 2010), an intelligent tutoring sys-
tem for learners of German that is fully incorpo-
rated into the German curriculum at Simon Fraser
University; TAGARELA (Amaral and Meurers,
2011), a system for Portuguese that includes exer-
cises on vocabulary; and FeedBook (Meurers et al.,
2019), an intelligent tutoring system for English
that can be fully integrated into regular classes.

Similarly, Google-Assisted Language Learn-
ing (GALL), corpus-based or data-driven learn-
ing (DDL) are increasing in popularity as language
learning tools (Conroy, 2010; Pérez-Paredes, 2022).
While GALL refers specifically to learners using
tools provided by Google, both GALL and DDL
happen when learners take advantage of online ac-
cess and text processing power to use corpus tools,
such as dictionaries and linguistic corpora.

Furthermore, Yoon (2016) verified that DDL was
an effective cognitive tool for helping people with
their lexical and grammatical problems while deal-
ing with concordance tasks; for example, learning
frequent word pairs such as fo take instead of fo eat
a [medicine] pill. However, he suggests that some
of the available resources are not user-friendly and
difficult to use, such as functions for linguistic re-
sources applied for stemming. That said, Card-it’s
design uses a learner-centred approach with teacher
support features; it provides a user-friendly inter-
face to leverage an FSM to power a semi-automatic
generation of flashcards that can be used to study
and self-assess Italian verb conjugations. Related
to using FSM in Card-it, Kaya and Eryigit (2015)
used a Finite-State Transducer to power a Turk-
ish word synthesis system and a word-level trans-
lation system between Turkish and English. An-
other example is the ICALL system for two Saami
languages that is based on Finite-State Transduc-
ers (Antonsen et al., 2013).

3 Card-it: System Architecture

Card-it is a web-based application consisting of
two components: back-end and front-end.
Back-end: The FSM Analyzer. The main com-
ponent of the back-end is our FSM, containing over
5000 verb lemmata and their conjugations Beesley
and Karttunen (2003). It was created by extracting
verb roots from free resources, the Morph-it! lexi-
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Figure 1: Example of FSM Analysis and Generation for
the verb mangio “I eat”.

con by Zanchetta and Baroni (2005) and the online
dictionary provided by one of Italy’s leading news
magazines, Corriere della Sera’. FSMs are usu-
ally part of a text processing pipeline within NLP
tools. Here, we leveraged our FSM as a dynamic
form generator and analyzer in a language-learning
context. The FSM ties a verb form to its linguistic
analysis: it may analyze a verb form and return its
linguistic tags (analysis) or generate a verb form
given its linguistic tags (generation) — see Fig. 1.
In our case, the FSM consists of a lexicon that
contains verb stems, their inflectional paradigms
and the appropriate morphological analysis. The
lexicon of the FSM creates all verb forms follow-
ing the regular pattern of concatenating stems with
their respective inflectional endings. With the use
of regular expressions the FSM is able to manipu-
late those regular forms of the lexicon on the basis
of phonological rules. For example, some forms re-
quire the insertion of an -/ to retain certain pronun-
ciation patterns. Consider the verb mancare (“to
miss"): the regular inflection paradigm in the lexi-
con creates the incorrect form manci (“you miss"),
for the second person singular present indicative.
However, to retain the correct pronunciation, the
correct form is manchi. Whenever the FSM is run,
it first creates all forms in the lexicon and then ap-
plies regular expressions to manipulate these forms
based on phonological rules of the language. This
architecture allows us to build a powerful and large
morphological resource since it automatically cre-
ates verb forms on the basis of their stems. If we
were to add new verbs to our tool, it simply requires
to manually add verb stems into the FSM lexicon.
Verbs generated by the FSM, user accounts,
flashcards and classroom organization are stored
in a MySQL database. A Flask middleware is re-
sponsible for querying changes users request from
the front-end. These changes are related to flash-

Shttps://dizionari.corriere.it/
dizionario_italiano/. Accessed 05-2023
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Presente Indicativo Prima
Persona Singolare

mangio
of
mangiare

Figure 2: Both sides of the flashcard corresponding to
the verb form mangio “T eat”. Side 1: Verb form (left);
and Side 2: morphological information (right).

card, classroom, and account organization. The
main advantage of this back-end architecture is to
scale the system for multiple users simultaneously;
this integration approach has been taken by oth-
ers (de Bernardinis et al., 2015). A set of Python
scripts are responsible for parsing and updating the
database with any changes to the FSM; currently,
these updates are triggered manually whenever the
list of verbs or morphology is altered.

Front-end: User Interface. The user interface
front-end of Card-it is developed with React.js. The
main function of the front-end is the flashcard de-
sign for users to study and be assessed from. Sec. 4
explains Card-it’s digital flashcards design and in-
teraction.

4 Card-it Design and Features

Card-it can be used for autonomous learners who
may interact with the app to study Italian conjuga-
tions on their own. In addition, Card-it can also be
integrated by teachers in the classroom. In either
case, learners interact with verbs and conjugations
via digital flashcards.

4.1 Grouping and Organizing Flashcards

The flashcards reflect a traditional way of language
learning. Particularly, the flashcard design reflects
both directions of the FSM: one side of the card
contains a verb form, the other its linguistic at-
tributes (compare Figs. 1 and 2); learners may
choose which side they want to use for studying.

Flashcards can be organized in decks; decks
can be organized in collectio