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Abstract

Pre-trained large language models (PLMs) are
adaptable to a wide range of downstream tasks
by fine-tuning their rich contextual embeddings
to the task, often without requiring much task-
specific data. In this paper, we explore the use
of a recently developed Hebrew PLM – aleph-
BERT – for automated short answer grading
of high school biology items. We show that
the alephBERT-based system outperforms a
strong CNN-based baseline, and that it general-
izes unexpectedly well in a zero-shot paradigm
to items on an unseen topic that address the
same underlying biological concepts, opening
up the possibility of automatically assessing
new items without item-specific fine-tuning.

1 Introduction

Advances in NLP offer transformative technology
to support educational practice, including scoring
of constructed (free text) responses in both holistic
and analytic fashion. In particular, pre-trained large
language models (PLMs) hold great promise for
applications that require sophisticated context-rich
analysis of student responses.

However, progress in PLMs and their applica-
tions in English outstrips that in other languages.
Recent research in Hebrew NLP made available
a new Hebrew PLM – alephBERT (Seker et al.,
2022); while it has been shown to be effective for
NLP tasks such as POS tagging and NER, its ef-
fectiveness for a downstream automated scoring
application is an open question.

We evaluate alephBERT-based classifiers for the
task of analytic content-scoring of short answers in
biology in a formative high school setting, compar-
ing it to a strong CNN-based baseline.

We contribute new knowledge about the effec-
tiveness of BERT-based classifiers in languages
other than English for a content-scoring task. Our
two key findings are that the alephBERT-based clas-
sifiers i) provide a significant improvement over

the CNN-based baseline; and ii) generalize surpris-
ingly well to unseen items that deal with the same
underlying scientific concepts but in the context of
a different topic. We briefly discuss implications
of the findings and directions for future work.

2 Related Work

An especially promising application area of NLP
is automated analysis of responses to open-ended
questions, either in the form of a full essay, where
the goal is typically a demonstration of proficiency
in writing in a particular genre (Beigman Klebanov
and Madnani, 2021), or in the form of short re-
sponses, where the goal is typically to demonstrate
content knowledge. In this paper, we consider the
latter application, often termed Automated Short
Answer Grading (ASAG).

To date, most of the scientific development on
ASAG has been done in English (see Haller et al.
(2022) for a survey), including ASAG using PLMs
(Bexte et al., 2022; Li et al., 2021; Condor, 2020;
Sung et al., 2019a,b), although work on PLMS for
ASAG in other languages does exist, e.g., Japanese
(Oka et al., 2022), Arabic (Nael et al., 2022).

Recently researchers also used multi-lingual
PLMs for ASAG: Schneider et al. (2023) used the
LaBSE multilingual transformer model (Feng et al.,
2022) for scoring very short responses (the bulk of
the responses are 5 words or shorter) in a variety
of subjects and in 14 languages. Unfortunately, the
authors did not provide a detailed breakdown of per-
formance by language or by subject area, although
they did show that numeric responses tended to be
easier to score than textual or mixed ones, across
multiple languages. Interestingly, while there were
relatively few responses in English (1.7K), the sys-
tem’s error on scoring textual responses in English
was lower than for Ukranian, which had more than
two orders of magnitude more responses than En-
glish (500K), which could suggest that languages
with smaller digital footprints and therefore less
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data for pre-training the PLMs would still be at a
disadvantage even if there are a lot of responses in
those languages for the specific task.

The ASAG task for Hebrew was addressed by
Ariely et al. (2023). The authors built CNN-based
classifiers that used word2vec embeddings; these
models will serve as baselines for the current work.
Hebrew, like Arabic, is a semitic language where
vowels are generally omitted in writing, resulting in
substantial ambiguity where the same sequence of
written letters can have many meanings depending
on context. Therefore, a PLM that implements the
latest contextualization advancements holds great
promise for ASAG in Hebrew. AlephBERT, the re-
cently introduced Hebrew PLM (Seker et al., 2022),
shows SOTA performance on multiple tasks, in-
cluding morphological and POS tagging and NER.
Our goal is to evaluate alephBERT for the ASAG
task in Hebrew.

3 Experimental Setup

3.1 Data

The data consists of responses to open-ended ques-
tions on three biology items from 669 students in
grades 10-12 from about 25 high schools across
Israel. There are thus 669 labeled responses for
each of the three items (henceforth, q1, q2, q3),
scored by a team of content and pedagogy experts
with a binary score per category; that is, for every
response, there are 10-13 binary labels according
to the analytic rubric for the given item.

The items present questions about the effect of
smoking (q1), anemia (q2), and travel in high al-
titude (q3) on physical activity. A very similar
analytic rubric is used for all three items to assess
students’ ability to write causal explanations in bio-
logy. The rubric consists of a causal reasoning
chain built from 13 categories, each of which eval-
uates whether a specific scientific fact or causal
relation is addressed correctly in a response. Ta-
ble 1 shows the mapping between the items and
the binary analytic categories. Table 2 shows brief
definitions of the categories. Figure 1 shows the
score distributions per item per category. We ob-
serve that item q3 is harder than items q1 and q2
on most categories shared by the three items.

The rubric evaluates the ability to explain step-
by-step the causal chain leading to the phenomenon.
For example, q1 asks students to explain how high
levels of CO make it difficult for smokers to ex-
ercise. Two responses are shown below, trans-

Item Categories
q1 –,1,–,3,4,5,6,7,8,9,10,11,12
q2 –,–,–,3,4,5,6,7,8,9,10,11,12
q3 0,1,2,3,4,5,6,7,8,9,10,11,12

Table 1: The mapping between items and categories.

Cat Definition
0 changes in the amount of RBC
1 changes in oxygen levels that bind to HGB/RBC
2 refer to both groups of athlete travelers (q3)
3 the role of HGB/RBC in oxygen transportation
4 changes in oxygen levels in the body
5 changes in oxygen levels in the cells
6 oxygen is a reactant in cellular respiration
7 energy/ATP is produced during cellular resp.
8 changes in cellular respiration rate
9 using the term ‘cellular respiration’

10 changes in energy/ATP levels
11 using the term ‘energy’ or ‘ATP’
12 energy is consumed during exercise

Table 2: Category definitions. HGB: hemoglobin; RBC:
red blood cells; ATP: energy (adenosine triphosphate ).

lated into English. Response 1 was given credit
for mentioning the changes in oxygen levels after
CO binding to hemoglobin (category 1), for stating
the connection between the decreased cellular res-
piration rates and the reduction in the generation
of energy which is necessary for physical activity
(8-12). However, the reasoning chain is not articu-
lated fully, since the transfer of oxygen to the cells
by red blood cells and the role of oxygen in cellular
respiration are not stated (no credit for categories
3-7). Conversely, Response 2 does mention the im-
pairment of oxygen transfer to the body and cells (4
and 5), but does not include the parts of the expla-
nation that connect oxygen to cellular respiration
and cellular respiration to production of energy for
the physical activity, hence no credit is given on
categories 6-12.

Response 1 A cigarette contains several harmful
substances, including CO. CO has a strong
tendency to bind to hemoglobin found in red
blood cells. As a result, less oxygen binds to
hemoglobin, which affects the rate of cellular
respiration. Because the rate of cellular respi-
ration slows down, less energy is generated in
the cells of the body, so the cells do not have
enough energy to perform physical activity
and difficulty is created. Scores: [-, 1, -, 0, 0,
0, 0, 0, 1, 1, 1, 1, 1]

Response 2 Because those carbon dioxide
molecules bind to hemoglobin, the transfer
of oxygen to the body’s cells is impaired.
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Lack of hemoglobin and oxygen explains the
difficulty of people who smoke to exercise.
Scores: [-, 1, -,0 ,1 ,1 ,0 ,0 ,0 ,0 ,0 ,0 ,0]

This rubric was developed in consultation with
teachers to support in-class formative assessment,
for example by assigning students to small study
groups based on reasoning types revealed in their
response patterns.

The items are typical open-ended questions com-
monly used (or versions of them) in teaching ma-
terials in biology and in the Israeli high school
matriculation exam (‘Bagrut’). The three items
were presented to students in a randomized order.
The average length of response is 55, 48, 70 words
and standard deviation of 34.5, 27.4, 48 for q1, q2,
q3, respectively. The data collection was approved
by IRB and includes permission to use the data for
research. The data was collected prior to and inde-
pendently of this study and was previously used in
computational experiments of Ariely et al. (2023).

3.2 Experiment design

In this study, we investigate how well an aleph-
BERT classifier performs on analytic ASAG, com-
pared to the CNN-based system of Ariely et al.
(2023). We conduct evaluations in two scenarios:
(a) within-item, where train and test data come
from the same item, and (b) cross-items, where
the system is trained on two items and tested on
the third. The main goal of the latter evaluation
is to address cases where a new item is created
that deals with a different application area of the
same scientific concept, that is, a new item that
would address cellular respiration mechanism in a
different real-life application. This is a common
pedagogical strategy for creating teaching, practice,
and multiple forms of assessment materials.

We partition the students into train, development,
and test groups in the 60/20/20 proportions respec-
tively; their responses comprise the q1-train, q1-
dev, q1-test sets, and the same for q2 and q3. This
is done in order to ensure that responses from the
same student do not appear in both train and test
data in the evaluations. We build a classifier for
each category (13 classifiers in total); while the
student responses are the same across categories
(we are using the full text of the response), the la-
bels may differ across categories. That is, a given
response can have the score of 0 on category 3
and the score of 1 on category 8, as in Response 1
shown in section 3.1.

Figure 1: Proportion of correct responses per item per
category.

For within-item experiments, we train on q1-
train and test on q1-test; same for q2 and q3. For
cross-item experiments, we train on the combina-
tion of q1-train and q2-train and test on q3-test; the
same for the other two permutations of the items.
In this design, in addition to benchmarking against
prior work, we also compare performance between
within-item and cross-item scenarios, e.g., results
on q3-test when trained on q3-train vs trained on
the combination of q1-train and q2-train.

For evaluation, we use Cohen’s κ, per item per
category. We also report proportion of categories
with κ > 0.6, to get a sense of the extent to which
the rubric as a whole can be automatically scored
with reasonable reliability for a formative context.
Ariely et al. (2023) reported average performance
over 50 iterations of cross-validation for each item
and each category; in our context, it is prohibitively
time-consuming to run such a large number of
evaluations. We report evaluations on q1, q2, and
q3 test sets for the alephBERT models; thus, per-
formance estimates for alephBERT are somewhat
noisier than for the CNN baseline.

4 Models

4.1 Baseline

For the baseline, we use published results for CNN-
based classifiers reported in Ariely et al. (2023),
where each classifier predicts whether a certain ca-
tegory is addressed in the response. Pre-processing
included tokenizing the input text and performing a
morphological and syntactic analysis using Hebrew
NLP tools. Word embeddings over a vocabulary
of frequently-used morphemes and their part of
speech were constructed using Gensim’s word2vec
CBOW algorithm. The embeddings were fed for-
ward into two consecutive convolutional layers, fol-
lowed by a fully connected layer and a sigmoid
activation function. The embeddings (of size 100)
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were trained on the entire Hebrew Wikipedia.

4.2 AlephBERT based models

AlephBERT PLM (Seker et al., 2022) is based on
the same architecture as the English BERT PLM
(Devlin et al., 2018). AlephBERT was designed to
handle Hebrew morphology; see Seker et al. (2022)
for a detailed description. AlephBERT was trained
on a larger corpus than any Hebrew language model
before it, including Twitter, Hebrew wiki and the
Hebrew portion of the Oscar dataset (Ortiz Suárez
et al., 2020). It was not specifically trained on
biology or science data beyond the occurrence of
these topics in the general corpora. It includes 12
layers, i.e., transformer blocks (768 units per layer),
12 attention heads, the total of 110M parameters
and vocabulary size of 52K.

For every category, we built a classifier that uses
the alephBERT PLM pre-trained embeddings and
an additional classification layer, with sigmoid ac-
tivation. We fine-tune the models on our train-
ing data using cross-entropy loss; all layers of the
model are tuned. The learning rate and number of
epochs hyperparameters were tuned on dev sets.

5 Results

Table 3 shows the performance of the alephBERT-
based system on all <category, item, case> com-
binations, where case refers to ‘within-item’ or
‘cross-item’. The performance of the CNN baseline
is shown as published in Ariely et al. (2023).

5.1 Comparison to CNN baseline

AlephBERT-based models perform significantly
better than the baseline, p = 0.016, using the
one-sided Wilcoxon signed-rank test (paired) with
n = 44 (all <item,category,case> cells in Table 3
that have results for both the models), α = 0.05.
The largest gain is on category 9 within-item: from
κ = .06-.73 (baseline) to κ > .90 (alephBERT). Ca-
tegory 9 looks for a specific phrase (‘cellular res-
piration’). We hypothesize that this improvement
is driven by the improved ability of alephBERT
to capture the rich token-internal structure of the
Hebrew language reported by Seker et al. (2022)
based on morpheme-level evaluations.

5.2 Comparison between within-item and
cross-item performance

We compare the alephBERT-based within-item
models with the cross-items (i.e., zero-shot) models

on all <category, item> combinations where both
models can be run (see Table 3). The cross-item
performance is not significantly worse than within-
item, p = 0.9 using the one-sided Wilcoxon signed-
rank test (paired), n = 32, α = 0.05.

This is a remarkable result, since one would ex-
pect a degradation in performance for models that
saw no data coming from the test item at train time.
In fact, an unseen item on the same biology concept
can be scored with a common analytic rubric with
κ > 0.6 on average across categories for each item,
which may be sufficient for formative uses and may
allow teachers to create and score new items based
on a similar rubric on the fly.

We observe a complete failure of cross-item ge-
neralization on category 1. This category occurs
only in q1 and q3; the cross-item generalization is
thus based on one training item. This could compro-
mise the system’s ability to zero in on those mean-
ing elements that are common to the two training
items and instead overly rely on the specifics of the
training item’s topic. Category 1 is also more diffi-
cult to address well in q3 than in q1 (30% correct
vs 78% correct, see Figure 1), further complicating
cross-item transfer. Understanding the necessary
conditions for transfer is a topic for future research.

6 Conclusions

Pre-trained large language models can be adapted
to downstream tasks by fine-tuning their rich con-
textual embeddings to the task. We explored the re-
cent Hebrew PLM – alephBERT – for short answer
grading in high school biology. We found that the
alephBERT-based system outperformed a strong
baseline and that it generalized unexpectedly well
to items on an unseen topic addressing the same
biology concepts. The second finding provides ev-
idence in support of the viability of the modular
design of the rubric – not only is it the case that
human raters were able to reliably assess different
items with subsets of the same analytic categories,
but an automated model was likewise able to zero
in on the commonalities in the way categories are
manifested in student responses across multiple
topics.

The cross-item generalization has exciting im-
plications for educational practice, as this may al-
low teachers to create and automatically score new
items based on a similar rubric on the fly. A study
of this possibility with teachers and an improve-
ment of our understanding of the conditions neces-
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Model→ Ariely2023 AlephBERT
Item→ q1 q2 q3 q1 q2 q3

Category↓ Case→ W-I W-I W-I C-I W-I C-I W-I C-I W-I C-I
0 .71 .81
1 .53 .76 .72 .00 .61 .01
2 .70 .88
3 .60 .73 .00 .48 .75 .43 .62 .54 .00 .67
4 .61 .52 .60 .38 .50 .61 .35 .05 .71 .47
5 .80 .75 .57 .76 .90 .76 .73 .66 .81 .79
6 .66 .72 .32 .71 .65 .69 .71 .68 .66 .59
7 .71 .80 .47 .61 .68 .51 .73 .78 .50 .76
8 .95 .93 .93 .70 .85 .86 .93 .72 .32 .82
9 .46 .73 .06 .95 .99 .97 .96 .97 .94 .96

10 .83 .80 .60 .80 .88 .88 .65 .71 .97 .87
11 .91 .90 .90 .93 .97 .97 .88 .87 .95 .95
12 .68 .57 .00 .61 .74 .00 .73 .75 .00 .54
Av .70 .75 .51 .69 .78 .61 .73 .67 .63 .68

%κ>.60 73 80 38 80 91 64 90 80 69 64

Table 3: Average Cohen’s κ per item (q1-q3) per category (0-12), for the baseline as reported in Ariely et al. (2023)
and alephBERT models. W-I: within-item (gray); C-I: cross-items. The last row shows % of categories with
κ > 0.6.

sary for the successful transfer to occur are two of
the directions of our future work, as well as further
enhancement of the scoring system.
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