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Abstract

Health-related speech datasets are often small
and varied in focus. This makes it difficult to
leverage them to effectively support healthcare
goals. Robust transfer of linguistic features
across different datasets orbiting the same goal
carries potential to address this concern. To
test this hypothesis, we experiment with do-
main adaptation (DA) techniques on heteroge-
neous spoken language data to evaluate general-
izability across diverse datasets for a common
task: dementia detection. We find that adapted
models exhibit better performance across con-
versational and task-oriented datasets. The
feature-augmented DA method achieves a 22%
increase in accuracy adapting from a conver-
sational to task-specific dataset compared to a
jointly trained baseline. This suggests promis-
ing capacity of these techniques to allow for
productive use of disparate data for a complex
spoken language healthcare task.

1 Introduction

Data-driven models of diverse conditions affect-
ing spoken language abilities offer promising real-
world benefits (Amini et al., 2022; Girard et al.,
2022). However, the datasets available for devel-
oping these models are often small and disparate,
spanning varied diagnostic and non-diagnostic
tasks mapped to different taxonomies at conflicting
granularities (Graham et al., 2020). This has largely
constrained progress to models excelling in special-
ized settings (e.g., individuals with homogeneous
language background describing a standardized im-
age (Luz et al., 2020)). At the same time, it has
created challenges in building more generalizable
knowledge about language patterns associated with
the condition of interest (Guo et al., 2021).

Outside healthcare applications, domain adap-
tation (DA) has long been applied to increase the
capacity of NLP systems to leverage meaningful
information from diverse data (Kouw and Loog,

2018). These techniques generally seek to har-
ness data from one domain (the source) to improve
performance in another (the target). Usually the
target domain has little or no labeled data, while the
source has a relatively large amount of labeled data.
Despite the advantages offered by DA for many
NLP problems, it has remained under-studied for
healthcare tasks due to numerous complexities of
healthcare data (Laparra et al., 2020). Nonetheless,
most healthcare problems offer the ideal learning
settings in which DA is designed to thrive.

We present a systematic analysis of the use of
DA for a low-resource healthcare problem that has
recently been popular in the NLP community: de-
mentia. We adopt a wide definition of dementia
in our work, encompassing datasets pertaining to
Alzheimer’s disease or related dementia (ADRD)
and age-related mild cognitive impairment (MCI),
in line with current NLP community norms (Amini
et al., 2022). Our research questions include:

Q1. Can DA be used to exploit spoken language
data pertaining to dementia from one domain,
to improve its detection in other domains?

Q2. If yes, does this offer performance improve-
ments over simpler joint training?

Q3. How do different linguistic features and class
biases contribute to this performance?

We define domain in this study as a distinct
dataset with supervised labels describing dementia
status in some capacity. Data collection protocol
and precise labeling taxonomy may vary across
domains, making our task slightly more complex
than related work that focused solely on differences
in source language (Balagopalan et al., 2020b) or
labeling taxonomy (Masrani et al., 2017). We find
that DA can indeed support improved dementia
detection across domains compared to joint train-
ing, and we identify key pivot features and factors
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contributing to this success. It is our hope that con-
tinued study of DA in healthcare applications can
further extend the boundaries of our understanding
and promote impactful follow-up work.

2 Related Work

Most prior work on developing spoken language
models of dementia has followed a common pat-
tern, focusing on designing and evaluating dataset-
specific approaches. This has included (most popu-
larly) a picture description task (Balagopalan et al.,
2020a; Yuan et al., 2020; Di Palo and Parde, 2019),
as well as other datasets with more open-ended con-
versational speech (Li et al., 2022; Nasreen et al.,
2021b; Luz et al., 2018). These models singularly
focus on the source domain, with no expectation of
deployment beyond that, opening questions about
their ability to generalize beyond small, publicly
available reference sets.

The extent to which DA has been explored in
this context is limited. Li et al. (2022) leveraged
transfer learning, one form of DA that involves
fine-tuning a model pretrained on a much larger
dataset using the smaller target domain dataset, to
study the perplexity ratio of normal and artificially
degraded Transformer-based language models for
dementia detection. Likewise, Balagopalan et al.
(2020b) achieved performance boosts in detecting
early signs of aphasia in cross-language settings
compared to the unilingual baseline using optimal
transport domain adaptation. A problem with trans-
fer learning in many healthcare contexts is that tar-
get datasets are much smaller than for other NLP
tasks for which the technique has demonstrated
success. The benefits of transfer learning do not
necessarily transfer (no pun intended) to ultra low-
resource settings, where resulting models may be
much less stable (Dodge et al., 2020).

Other forms of DA that may be more suited to
dementia detection and other very low-resource
healthcare problems are feature-based and instance-
based DA. Both were originally leveraged for
smaller datasets closer in scale to (although still
larger than) those available for dementia detection
(Daumé III, 2007; Sun et al., 2016), making it a
promising and perhaps under-appreciated alterna-
tive to transfer learning. Feature-based DA focuses
on modifying the feature space of the source and
target datasets in some way that promotes the clas-
sifier’s ability to generalize across them. Masrani
et al. (2017) experimented with two feature-based

DA techniques to adapt separate domain subsets
split from the same source dataset, DementiaBank
(Becker et al., 1994). Instance-based DA focuses
on reweighting instances based on their importance
to the target domain task (Jiang and Zhai, 2007;
Xia et al., 2014). It has not yet been studied for
dementia detection. We build upon Masrani et al.
(2017)’s promising findings by studying the effects
of numerous feature-based and instance-based DA
techniques across different dementia datasets with
conversational and task-related speech samples.

3 Methodology

3.1 Task Definition
For the scope of the work presented here we ab-
stract dementia detection to the following sce-
nario. Given a dataset with instances X and la-
bels Y from some domain D, then our label space
y = {d, c} ∈ Y is drawn from the binary dis-
tribution of classes (e.g., {probable Alzheimer’s,
control} or {with dementia, without dementia})
present in D. We assign the class with an associa-
tion most proximal to a dementia diagnosis (e.g.,
possible Alzheimer’s or with dementia) to the de-
mentia (d) label, and the other class to the control
(c) label. Our goal is to predict yi ∈ Y for an
unseen instance xi with feature representation xi,
which may be modified from the original represen-
tation according to the applied DA approach.

3.2 Data
We use three publicly available datasets and one
privately-held dataset, representing separate do-
mains, to study DA in this context. The publicly
available datasets, DementiaBank, ADReSS, and
the Carolinas Conversation Collection, are the most
widely used datasets for dementia detection re-
search in the NLP community. They are also the
only datasets for which public access is available.1

Characteristics of these datasets are provided in Ta-
ble 1. In Figure 1, we provide samples from two of
these datasets, quoted directly from Chinaei et al.
(2017) and Davis et al. (2017), to illustrate lan-
guage differences between task-oriented and con-
versational domains. Our privately-held dataset is
used only for conditions requiring multiple source
domains, explained in detail in §3.3.

1Researchers are still required to obtain permission from
the dataset creators prior to using each of these datasets, via
established processes that range from email request (Becker
et al., 1994) to full review and approval by local and external
Institutional Review Boards (Pope and Davis, 2011).
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Dataset # P # T L SD

ADReSSd
tr 54 54 125.5 81.8
te 24 24 95.0 47.0

ADReSSc
tr 54 54 134.7 59.4
te 24 24 120.0 72.0

DBd 162 243 124.8 67.9
DBc 99 303 133.9 67.4

CCCd 46 97 1320.7 1059.1
CCCc 36 192 776.9 469.7

ADRCd 3 3 444.7 132.6
ADRCc 82 82 786.4 338.3

Table 1: Descriptive dataset characteristics. The sub-
scripts d and c refer to dementia and control, respec-
tively. Length (L) is provided as average number of
words per transcript. DB and CCC have differing # Par-
ticipants (P) and # Transcripts (T) because some partici-
pants in those datasets had multiple recorded interviews.
ADReSS is subdivided into standardized (tr)ain and
(te)st partitions established by the dataset’s creators.

DementiaBank (DB). DB (Becker et al., 1994)
is a publicly available compendium of audiorecord-
ings of neuropsychological tests administered to
healthy participants and patients with diagnosed
dementia. It is the most widely used dementia de-
tection dataset in the NLP community, and each au-
diorecording is paired with a manual transcription
formatted using the CHAT transcription protocol
(Macwhinney, 2009). We refer readers to Becker
et al. (1994) for a detailed description of the dataset
collection procedures and its overall composition.

The neuropsychological tests include a picture
description task from the Boston Diagnostic Apha-
sia Examination (Goodglass and Kaplan, 1972),
often referred to as the “Cookie Theft Picture De-
scription Task.” Participants are presented with a
picture stimulus which depicts numerous events,
central to which is a boy stealing a cookie from a
jar. They are asked to describe everything they see
occurring in the picture. The bulk of the dementia
detection work conducted using DementiaBank has
focused on the English-language interactions from
this task. DB contains 169 subjects with probable
Alzheimer’s disease and 99 control subjects.

Alzheimer’s Dementia Recognition through
Spontaneous Speech (ADReSS). ADReSS (Luz
et al., 2021) is a subset of DB created for a series
of shared tasks on dementia detection. Control and

Figure 1: Characteristic language samples from DB
(Chinaei et al., 2017) and CCC (Davis et al., 2017).

dementia subjects are matched in terms of age and
gender, resulting in a balanced set of 156 samples
(78 with dementia and 78 controls) split into train-
ing and test. The goal in developing ADReSS was
to eliminate possible biases that may arise due to
label and demographic imbalance in the original
DB, at the expense of resulting in an ultimately
smaller dataset. Its existence presents an interest-
ing opportunity for comparison of balanced and
unbalanced versions of the same source data. Since
these datasets are drawn from the same source, we
do not adapt DB to ADReSS or vice versa.

Carolinas Conversation Collection (CCC).
CCC (Pope and Davis, 2011) is not derived from
a neuropsychological task; instead, it focuses on
English conversational speech. The dataset, col-
lected by researchers studying language and health-
care across numerous institutions, contains 646
recorded interviews of 48 elderly cognitively nor-
mal individuals with non-dementia related condi-
tions, and 284 individuals with dementia. Interview
topics vary considerably. Members of the cohort
without dementia have one interview with a young
clinical professional and one with a demographi-
cally similar community peer, whereas members
of the cohort with dementia have anywhere from 1-
10 interviews with researchers and student visitors.
The target focus of the conversational interviews is
on eliciting autobiographical narrative pertaining
to health and wellness. Although much less com-
monly used in the NLP community, it has recently
been included a study that focus on the intersection
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between interaction patterns and dementia status
(Nasreen et al., 2021a), study regarding dementia-
related linguistic anomalies in human language (Li
et al., 2022), and so on. We used a transcribed
subset of this corpus.

Alzheimer’s Disease Research Center (ADRC).
ADRC is a new, privately held dataset containing
audiorecordings and matched transcriptions for a
population of 85 elderly participants. Audiorecord-
ings were collected during a structured narrative
storytelling task, in which participants were asked
to describe a memorable event from their young
adulthood. Diagnoses were provided by trained
psychiatrists. Audiorecordings were transcribed in
a semi-automated manner, with an initial pass com-
pleted using the Vosk2 speech recognition toolkit
and a follow-up pass during which trained under-
graduates manually corrected errors in the tran-
scripts. Although not yet publicly available, plans
are in place to release this dataset following guide-
lines created in concert with our psychiatric collab-
orators in an approved protocol from the Institu-
tional Review Board at the University of California
San Diego. We encourage interested parties to con-
tact us for additional details.

3.3 Domain Adaptation

To answer our research questions defined in §1,
we experimented with feature-based and instance-
based DA algorithms. We focused on these tech-
niques for two reasons. First, most dementia detec-
tion models to date are feature-based, owing in part
to clinical interest in the characteristic language
use by people with dementia. Second, the size of
available dementia detection datasets (see Table 1)
precludes the use of the same types of deep learn-
ing models that are common in many other NLP
tasks. The prevalence of smaller scale, feature-
based models suggests that these DA techniques
hold greater immediate task relevancy.

AUGMENT. AUGMENT is a straightforward
feature-based DA algorithm that has been shown
to be effective on a wide range of datasets and
tasks (Daumé III, 2007). It augments the feature
space by making “source-only,” “target-only,” and
“shared” copies of each feature, effectively tripling
the feature set using the following formulation
where ϕs, ϕt : X → X̆ represent mappings for

2https://alphacephei.com/vosk/

the source and target data, respectively:

ϕs(xi) = ⟨xi,0,xi⟩, ϕt(xi) = ⟨0,xi,xi⟩ (1)

In the formulation above, X̆ = R3F is then the
augmented version of the feature space X = RF .
Empty vectors are filled with 0 = ⟨0, 0, ..., 0⟩ ∈
RF . The motivation behind AUGMENT is intuitive.
If a column contains a feature that correlates with
the class label in both the target and source data, the
learning algorithm will weight the shared column
more heavily and reduce the weight on the target-
only and source-only feature copies, reducing their
importance to the model. However, if a feature
correlates with the class label only with target (or
source) data, the learning algorithm will increase
the weight of the target-only (or source-only) col-
umn and reduce the weight of the others. The onus
is thus left to the model to learn feature importance
with respect to the domains.

MULTIAUGMENT. We extend AUGMENT to ac-
commodate multiple source domains following
guidelines sketched out by Daumé III (2007), and
refer to the technique as MULTIAUGMENT. As in
the two-domain case, we expand the feature space,
but this time to R(K+1)F where K is the total num-
ber of domains. The cardinality (k+1)F represents
a distinct feature set F for each domain ki ∈ K,
plus the same shared feature space introduced pre-
viously. For our specific case we test this method
with two source domains, creating the following
mappings to transform from RF to R4F :

ϕs1(xi) = ⟨xi,0,0,xi⟩,
ϕs2(xi) = ⟨0,xi,0,xi⟩
ϕt(xi) = ⟨0,0,xi,xi⟩

(2)

TRADABOOST. TRADABOOST is a supervised
instance-based DA method (Dai et al., 2007) that
extends the AdaBoost classification algorithm (Fre-
und and Schapire, 1997) for transfer learning. The
method is based on a “reverse boosting” princi-
ple, where the weights of poorly predictive source
instances are decreased at each boosting iteration
and the weights of target instances are simulta-
neously increased. The guiding intuition is that
instances with large weights (including source in-
stances that are more distributionally similar to the
target domain instances) can then play a greater
role in training the learning algorithm. We used the
TRADABOOST implementation in Python’s adapt
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Group # Features Category

POS 12 l
CFG 12 l
Syntac. Complexity 16 l
NER 10 l
Vocab. Richness 6 l
SUBTL 1 l
Semantic 5 s
Acoustic 25 a

Table 2: Descriptive feature statistics. Category refers
to the high-level categorization applied to features when
performing experiments: l, s, and a are lexicosyntactic,
semantic, and acoustic features, respectively.

package3 to implement this technique.

3.4 Features

We experimented with lexicosyntactic, semantic,
and acoustic features, summarized below. All fea-
tures are calculated using the participant’s utter-
ances or speech segments. Descriptive statistics
indicating the number of features belonging to each
group, as well as the group’s high-level categoriza-
tion (used when labeling experimental conditions),
are presented in Table 2.

Part-Of-Speech (POS) Tags. POS tags have
proven useful for detecting dementia (Masrani,
2018), as well as primary progressive aphasia and
two of its subtypes (Balagopalan et al., 2020b). We
use the spaCy4 core English POS tagger to capture
the frequency of coarse-grained POS labels in a
transcript using the Universal Dependencies tagset
(Petrov et al., 2012). Frequency counts are normal-
ized by the number of words in the transcript.

CFG Features. Context-Free Grammar (CFG)
features count how often a phrase structure rule
(e.g., NP → V P PP or NP → DT NP ) occurs
in an utterance parse tree. These feature counts
are then normalised by the total number of nodes
in the parse tree. CFG features have previously
demonstrated success for dementia detection (Mas-
rani, 2018; Masrani et al., 2017). We extract parse
trees using the Stanford parser (Qi et al., 2018),
representing constituents using Penn Treebank con-
stituent tags (Marcus et al., 1993).

3https://adapt-python.github.io/adapt/
generated/adapt.instance_based.TrAdaBoost.html

4https://spacy.io/usage/linguistic-features#
pos-tagging

Syntactic Complexity. Measures of syntactic
complexity have proven effective for predicting de-
mentia from speech (Masrani, 2018). We represent
utterance complexity through a suite of features in-
cluding parse tree depth, mean word length, mean
sentence length, mean clause (noun or verb phrase)
length, and number of clauses per sentence.

Named Entity Recognition (NER) Tags. Al-
though NER features have not been studied in
prior work, we suspected that they may be a use-
ful and relatively domain-agnostic way to encode
broad structural patterns, following the previous
success of other more general intent-based fea-
tures (Farzana and Parde, 2022). We extracted
named entity labels using a spaCy5 model trained
on the OntoNotes 5 corpus. This model produces
the fine-grained named entity types present in the
OntoNotes tagset (Pradhan et al., 2007). We in-
cluded a frequency feature for each NER type.
NER frequency counts were normalized by the to-
tal number of entities mentioned in the transcript.

Vocabulary Richness Features. Existing re-
search has shown that measures of vocabulary rich-
ness can be successfully leveraged to diagnose de-
mentia (Masrani et al., 2017; Balagopalan et al.,
2020a). We include a set of well-known lexi-
cal richness measures including type-token ratio
(TTR), moving-average TTR (MATTR), mean seg-
mental TTR (MSTTR), Maas index (Mass, 1972),
the measure of textual lexical diversity (McCarthy,
2005, MTLD), and the hypergeometric distribu-
tion index (McCarthy and Jarvis, 2007, HD-D). We
calculated each measure over the entire transcript
using Python’s lexicalrichness package.6

SUBTL Scores. SUBTL scores represent the fre-
quency with which words are used in daily life
(Brysbaert and New, 2009). They are derived from
large corpora7 of television and film subtitles span-
ning 50 million words. We treated tokens with
the Penn Treebank POS tags PRP, PRP$, WP, and
EX as stopwords and computed transcript-level
SUBTL scores by averaging across all available
word-level scores for the participant’s speech.

Semantic Features. We measure semantic sim-
ilarity between consecutive utterances by calcu-
lating the cosine similarity between the utterance

5https://spacy.io/api/annotation#
named-entities

6https://pypi.org/project/lexicalrichness/
7http://www.lexique.org/
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vectors and then recording the proportion of dis-
tances below three thresholds (0, 0.3, 0.5). We used
averaged TF-IDF vectors to represent each utter-
ance. We also recorded the minimum and average
cosine distance between utterances.

Acoustic Features. Finally, prior work has found
acoustic distinctions between subjects with and
without dementia (Masrani et al., 2017). We chun-
ked the participant’s speech segments from each
audiorecording using Pydub8 prior to extracting
acoustic features. We include prosody features (De-
hak et al., 2007; Vásquez-Correa et al., 2018) from
continuous speech based on duration (i.e., number
of voiced segments per second and standard devia-
tion of duration of unvoiced segments), extracted
using the DiSVoice9 tool.

4 Evaluation

4.1 Classification Settings

For our backbone classifier, we experimented10

with support vector machine (SVM) and logistic re-
gression (LR), implemented using sklearn.11 For
SVM, we used a polynomial kernel and held all
other hyperparameters at their default settings ex-
cept for the trade-off parameter C. For LR, we also
held all hyperparameters at their default settings.
We selected LR and SVM due to their documented
success at dementia detection using one or more
of our datasets (Farzana and Parde, 2020; Masrani
et al., 2017). We tuned our models using K-fold
stratified cross-validation on the training set, using
the following values for the trade-off parameter C:
{0.0001, 0.001, 0.01, 0.1, 0.2, 0.3, 0.5, 1}.

We report the result for the parameter achiev-
ing the best performance, averaged across all five
folds.12 We used stratified cross-validation to
produce the results reported in all results tables.
We maintained the same ratio between the target
classes in all folds and in the full dataset, and
shuffled samples for cross-validation such that all
samples from the same participant remained in the
same fold. This was done to prevent overfitting due
to data leakage stemming from the same participant
being present in multiple folds.

8https://pypi.org/project/pydub/
9https://github.com/jcvasquezc/DisVoice

10Code for our experiments: https://github.com/
treena908/Domain_Adaptive_Dementia_Detection

11https://scikit-learn.org/stable/
12We found that C = 1 resulted in the best performance

across all folds.

4.2 Experimental Conditions

We compared each DA technique against three
baseline models: a model jointly trained using
samples from both the source and target data with-
out applying any DA algorithms (JOINT), a model
trained only on the target data (TARGET), and a
model trained only on the source data (SOURCE).
The training dataset(s) for our DA conditions var-
ied depending on the technique being tested. AUG-
MENT and TRADABOOST were trained on data
from a single source domain and the target do-
main, whereas MULTIAUGMENT was trained on
data from two source domains and the target do-
main. All models, including the DA algorithms
tested and our baseline models, were evaluated us-
ing the target domain test set.

We considered the following source → target
adaptations: CCC → DB, DB → CCC, CCC →
ADReSS, {ADRC, CCC} → DB, {ADRC, DB} →
CCC, and {ADRC, CCC} → ADReSS. For each
DA technique, we also considered several com-
binations of feature subsets (refer to Table 2 for
categorizations): l, l+s, and l+s+a. MULTIAUG-
MENT only used l and l+s since ADRC does not
provide speaker segmentation timestamps; thus,
speech could not be extracted in the same way as
other datasets, preventing use of acoustic features.

4.3 Results

We compared the conditions specified in §4.2 us-
ing accuracy and F1, and report our experimental
results in Tables 3, 4, and 5. Results are subdivided
according to target domain, presenting results from
conditions using DB, CCC, and ADReSS as the
target domains, respectively.

We find that MULTIAUGMENT clearly outper-
forms the baseline techniques in most cases and
usually outperforms the single-source DA algo-
rithms when DB and ADReSS are the target do-
mains, although the best-performing feature sub-
sets vary. This trend is less clear when CCC is
the target domain, with AUGMENT approaching or
exceeding the performance of MULTIAUGMENT.
When task-oriented data (DB or ADReSS) was
used as the target, we observed that the percent-
age of source data in the training set was lower
than that in the target data. As a result, we sus-
pect that adding more conversational data (such
as that found in ADRC) to the source (CCC) may
promote improved performance when adapting to
task-oriented target domains.
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LR SVM
Model Acc. F1 Acc. F1

SOURCEL+S
0.45 0.02 0.45 0.01
(0.01) (0.04) (0.01) (0.01)

TARGETL+S
0.74 0.77 0.67 0.61
(0.05) (0.05) (0.06) (0.11)

JOINTL+S
0.72 0.74 0.66 0.64
(0.06) (0.06) (0.04) (0.06)

AUGMENTL
0.72 0.75▼ 0.70 0.76▲
(0.04) (0.04) (0.04) (0.04)

AUGMENTL+S
0.73 0.75 0.70 0.76▲
(0.06) (0.05) (0.05) (0.04)

AUGMENTL+S+A
0.72 0.74 0.69 0.74▲
(0.05) (0.05) (0.05) (0.05)

TRADABOOSTL
0.66 0.68 0.66 0.68
(0.05) (0.05) (0.06) (0.08)

TRADABOOSTL+S
0.60▼ 0.64▼ 0.63 0.64
(0.05) (0.04) (0.06) (0.08)

TRADABOOSTL+S+A
0.55▼ 0.55▼ 0.65 0.68
(0.05) (0.07) (0.05) (0.06)

MULTIAUGMENTL
0.72▼ 0.75▼ 0.70 0.77▲
(0.06) (0.06) (0.05) (0.05)

MULTIAUGMENTL+S
0.75 0.76▼ 0.70 0.77▲
(0.05) (0.05) (0.05) (0.05)

Table 3: Comparison of DA conditions when CCC is
the source dataset and DB is the target dataset (standard
deviation is reported inside parentheses). For MUL-
TIAUGMENT conditions, ADRC and CCC are jointly
used as the source dataset. Five-fold cross-validation
is used in all cases with each fold having 40% source
data (46.3% class d) and 60% target data (55.5% class
d). MULTIAUGMENT has 46.3% source data (26.70%
class d) and (53.70%) target data (55.2% class d). ▲:
Significantly better than the corresponding LR or SVM
TARGET baseline, with p < 0.05, using a paired t-test.
▼: Significantly worse than the corresponding TARGET
baseline, using the same parameters.

Both AUGMENT and MULTIAUGMENT out-
perform TRADABOOST, regardless of feature
combination, across the board. We achieve
maximum performance of F1=0.77 on DB (us-
ing MULTIAUGMENTL+S with SVM), F1=0.75
on CCC (using MULTIAUGMENTL with SVM),
and F1=0.77 on ADReSS (using AUGMENTL+S,
MULTIAUGMENTL, and MULTIAUGMENTL+S

with SVM). In Table 6, we report additional re-
sults from our highest-performing versions of each
DA technique on the ADReSS test set (Luz et al.,
2020). This facilitates straightforward compari-
son with external models by others who use this
standardized test set. We find that AUGMENTL+S

achieves similar results to those in Table 5.

LR SVM
Model Acc. F1 Acc. F1

SOURCEL+S
0.39 0.51 0.36 0.51
(0.07) (0.05) (0.02) (0.02)

TARGETL+S
0.83 0.72 0.80 0.63
(0.07) (0.15) (0.05) (0.12)

JOINTL+S
0.80 0.66 0.84 0.73
(0.10) (0.18) (0.08) (0.16)

AUGMENTL
0.85 0.75 0.85 0.74
(0.07) (0.15) (0.06) (0.15)

AUGMENTL+S
0.84 0.73 0.84 0.73
(0.07) (0.15) (0.07) (0.15)

AUGMENTL+S+A
0.80 0.68 0.80 0.68
(0.06) (0.15) (0.05) (0.11)

TRADABOOSTL
0.80 0.69 0.84 0.74
(0.05) (0.13) (0.07) (0.17)

TRADABOOSTL+S
0.79 0.66 0.84 0.73
(0.05) (0.14) (0.06) (0.15)

TRADABOOSTL+S+A
0.78 0.65 0.83 0.71
(0.06) (0.14) (0.08) (0.17)

MULTIAUGMENTL
0.85 0.74 0.86▲ 0.75▲
(0.07) (0.15) (0.07) (0.16)

MULTIAUGMENTL+S
0.84 0.73 0.85▲ 0.74▲
(0.07) (0.15) (0.07) (0.15)

Table 4: Comparison of DA conditions when DB is the
source dataset and CCC is the target dataset (standard
deviation is reported inside parentheses). For MULTI-
AUGMENT conditions, ADRC and DB are jointly used
as the source dataset. Five-fold cross-validation is used
in all cases with each fold having 70.3% source data
(55.5% class d) and 29.7% target data (33.6% class
d). MULTIAUGMENT has 73.1% source data (48.2%
class d) and 56.9% target data (33.6% class d). ▲: Sig-
nificantly better than the corresponding LR or SVM
TARGET baseline, with p < 0.05, using a paired t-test.
▼: Significantly worse than the corresponding TARGET
baseline, using the same parameters.

5 Analysis

The results in Tables 3–6 clearly answer our first
research question (Q1), demonstrating that DA can
be used to exploit spoken language data pertaining
to dementia detection in one domain to improve its
detection in other domains. They also answer Q2,
showing that DA offers performance improvements
over jointly training on data from multiple domains.
To answer Q3, we performed additional analyses to
probe the contributions of feature subsets and class
bias to overall performance.

5.1 Feature Analysis

To find correspondences between source and target
domain features, we analyzed the features in the
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LR SVM
Model Acc. F1 Acc. F1

SOURCEL+S
0.52 0.06 0.51 0.03
(0.04) (0.11) 0.04 (0.09)

TARGETL+S
0.80 0.75 0.68 0.54
(0.13) (0.22) (0.12) (0.25)

JOINTL+S
0.69 0.64 0.59 0.47
(0.16) (0.24) (0.14) (0.25)

AUGMENTL
0.77 0.72 0.78▲ 0.74▲
(0.12) (0.20) (0.10) (0.17)

AUGMENTL+S
0.74▼ 0.68▼ 0.81▲ 0.77▲
(0.10) (0.21) (0.07) (0.15)

AUGMENTL+S+A
0.75 0.69 0.80▲ 0.76▲
(0.06) (0.14) (0.15) (0.22)

TRADABOOSTL
0.72▼ 0.67▼ 0.77 0.71▲
(0.14) (0.21) (0.13) (0.21)

TRADABOOSTL+S
0.76 0.70 0.76 0.70▲
(0.13) (0.21) (0.13) (0.21)

TRADABOOSTL+S+A
0.76 0.73 0.70 0.62
(0.12) (0.17) (0.10) (0.19)

MULTIAUGMENTL
0.80 0.75 0.80▲ 0.77▲
(0.13) (0.22) (0.13) (0.20)

MULTIAUGMENTL+S
0.75 0.67 0.81▲ 0.77▲
(0.14) (0.29) (0.14) (0.21)

Table 5: Comparison of DA conditions when CCC
is the source dataset and ADReSS train is the target
dataset (standard deviation is reported inside parenthe-
ses). For MULTIAUGMENT conditions, ADRC and
CCC are jointly used as the source dataset. Ten-fold
cross-validation is used in all cases with each fold hav-
ing 74.8% source data (33.6% class d) and 25.2% target
data (50% class d). MULTIAUGMENT has 79.4% source
data (26.70% class d) and 20.6% target data (50% class
d). ▲: Significantly better than the corresponding LR or
SVM TARGET baseline, with p < 0.05, using a paired
t-test. ▼: Significantly worse than corresponding TAR-
GET baseline, using the same parameters.

shared column from AUGMENTL+S+A using LR and
a DB → CCC domain adaptation mapping. We
referred to these as pivot features. We computed
the most important pivot features across source
and target domain using l1-penalty with logistic
regression.

We find that a subset of specific lexicosyntactic
and acoustic pivot features, including the number
of tokens, average phrase length, and standard de-
viation of the duration of unvoiced segments are
highly positively correlated with the class labels
in both the source and target domains. In contrast,
the number of unique named entities, certain vo-
cabulary richness and lexical frequency measures
(MATTR and SUBTL score), and the number of
voiced segments per second are highly negatively

Model C LR SVM
Acc. F1 Acc. F1

SOURCEL+S
d

0.51
0.00

0.51
0.00

c 0.68 0.68

TARGETL+S
d

0.72
0.65

0.70
0.53

c 0.76 0.77

JOINTL+S
d

0.68
0.62

0.72
0.70

c 0.73 0.75

AUGMENTL+S
d 0.77 0.70 0.77 0.72
c 0.81 0.80

MULTIAUGMENTL+S
d

0.74
0.68

0.74
0.68

c 0.79 0.79

TRADABOOSTL+S
d

0.74
0.70

0.72
0.67

c 0.78 0.76

Table 6: Evaluation on the standardized ADReSS test
set with per-class (C) F1. CCC and ADReSS (train)
are used as source and target data, respectively, when
training with 46.1% source data (no class d) and 54.9%
target data (55.5% class d). For MULTIAUGMENT, both
CCC and ADRC are used as source (77.6% training
data with 26.7% class d), with 32.4% target data (50%
class d). We assessed statistical significance using Mc-
Nemar’s test, and found that no improvements were
significantly different from the TARGET baseline.

correlated with the class labels of both the source
and target domains. Thus, these features offer par-
ticularly strong contributions to model performance
across multiple domains.

5.2 Domain-Specific Class Bias

As shown in Table 1, our domains vary in their class
balance. Class imbalances are especially common
in low-resource healthcare tasks since it is often
challenging to recruit subjects with the target con-
dition. When the source and target domains have
varying class distribution, they are biased towards
different class labels. This can create conditions
such that the learning algorithm is able to capital-
ize upon class bias rather than real properties of
the data to increase perceived performance. For
instance, when adapting from CCC → DB with
the source dataset (CCC) having 33.6% instances
belonging to class d and the target dataset (DB)
having 55.5% instances belonging to class d, it is
possible that the model trivially learns to predict
class d with greater frequency, without learning
real feature distinctions between the classes.

To investigate whether the improvements ob-
served from DA in our case may simply be the
product of domain-specific class biases, we con-
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Domain Class cb1 cb2 cb3 cb4

CCC d 72 57 42 28
c 28 43 58 72

DB d 72 57 42 28
c 28 43 58 72

Table 7: Distribution of instances across domains
(CCC=source; DB=target) and classes within training
folds for four different class biases.

LR SVM
Condition Model Acc. F1 F1 Acc.

Equal JOINTL+S
0.62 0.59 0.58 0.37
(0.09) (0.14) (0.08) (0.20)

AUGMENTL+S
0.64 0.63 0.65 0.64▲
(0.08) (0.09) (0.09) (0.09)

Consistent JOINTL+S
0.65 0.59 0.60 0.41
(0.08) (0.18) (0.08) (0.20)

AUGMENTL+S
0.67 0.64 0.65 0.63
(0.05) (0.13) (0.08) (0.03)

Table 8: Domain-specific class bias results (standard
deviation is reported inside parentheses). ▲: Signifi-
cantly better than the corresponding LR or SVM JOINT
baseline, with p < 0.05, using a paired t-test.

ducted an experiment analyzing performance of
AUGMENTL+S (our best-performing model in terms
of accuracy for the CC → DB mapping, shown
in Table 3) and JOINTL+S across class-biased and
unbiased subsets of the original dataset. In our
equal condition, both domains had perfectly class-
balanced data in each training fold. In our con-
sistent class bias condition, training folds had the
varying class biases shown in Table 7. Each class
bias setting was evaluated using five-fold cross-
validation, and then those results were averaged.
We report the results from this experiment in Table
8. We find that AUGMENT still outperforms JOINT

in both conditions, answering the second part of Q3
by empirically demonstrating that class bias does
not account for the performance improvements re-
sulting from domain adaptation.

6 Discussion and Conclusions

Our work reveals intriguing findings on the use of
DA for dementia detection. First, we find that DA
can be successfully leveraged to improve feature-
based dementia detection performance. This is the
most comprehensive study of feature-based DA for
this task, and the first to consider instance-based
DA. We find that feature-based DA outperforms
instance-based DA, and that an approach allowing

for multiple source domains (MULTIAUGMENT)
holds promise in many cases. In general, F1 score
is similar across target datasets, ranging from 0.76
(CCC) to 0.77 (DB and ADReSS).

Our DA conditions also exhibit clear perfor-
mance improvements over jointly training on the
same data, offering further evidence to support the
use of DA for this task. Finally, in follow-up studies
on the importance of individual features and class
biases in this setting, we find that pivot features per-
taining to number of tokens, average phrase length,
acoustic qualities, named entities, and measures
of vocabulary richness and lexical frequency are
particularly critical to strong performance. This
suggests that these features may be particularly ro-
bust across domains. We also demonstrate that the
performance of DA conditions relative to joint train-
ing is not due to domain-specific class bias, further
strengthening our conclusions. In the future, we
hope to conduct follow-up studies to further probe
the limits and nuances of DA applied to this and
other low-resource healthcare tasks.

7 Limitations

Our work is limited by several factors. First, we
conduct our work primarily using popular, pub-
licly available dementia detection datasets, all of
which are in English. Thus, it is unclear whether
our findings generalize to other languages, espe-
cially with richer morphology where different pre-
dictive patterns may emerge. Second, due to the
emphasis on feature-based models in most demen-
tia detection work, we study only feature-based
and instance-based DA approaches. Neural DA
approaches may yield different findings, although
they are less relevant for many current dementia
detection approaches. Finally, we only study two
backbone classification algorithms in our experi-
ments. These classifiers are among the most com-
mon in prior work with our selected datasets; how-
ever, it may be the case that with a wider scope,
other classification algorithms may yield different
results. Collectively, these limitations present in-
triguing avenues for follow-up work.

8 Ethical Considerations

This research was guided by a broad range of ethi-
cal considerations, taking into account factors as-
sociated with fairness, privacy, and intended use.
Although many of these are described throughout
the paper, we summarize those that we consider
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most critical in this section. It is our hope that by
building a holistic understanding of these factors,
we develop improved perspective of the challenges
associated with the study of low-resource health-
care problems and the positive broader impacts that
they may create.

Data Privacy and Fairness. This research was
approved by the Institutional Review Board at the
University of Illinois Chicago. Access was granted
for all datasets used in this research, and our use
is governed by approved protocols unique to each
dataset. DementiaBank, ADReSS, and the Carolina
Conversations Collection are all publicly available
following access request protocols specified by
their governing organizations. We refer readers
to the citations throughout this work if they are
interested in obtaining access to this data. We are
unable to share it directly, although we can share
our processing scripts and other code to facilitate
reproducibility of our work by others.

ADRC is a privately-held dataset collected in col-
laboration with clinical partners under a rigorous
set of guidelines governed by a separate, approved
Institutional Review Board protocol at the Univer-
sity of California San Diego. This dataset will
eventually be released, following further manual
review to ensure full de-identification, but it cannot
yet be released at this time. The data is currently
stored on a password-protected server under VPN
protection. To maximize reproducibility of our
work by others unable to immediately gain access
to this dataset, we limit the use of this dataset to a
small set of experimental conditions (specifically,
those using MULTIAUGMENT).

Intended Use. Automated models for dementia
detection from spoken language present potential
benefits in real-world scenarios: they offer opportu-
nity to expand healthcare access, minimize cost of
care, and reduce caregiver burden. However, they
may also pose risks if used in unintended ways. We
consider intended use of the work reported here to
extend to the following:

• People may use the technology developed in
this work to study language differences be-
tween individuals with and without dementia,
as a way of building further understanding of
the condition.

• People may use the technology developed in
this work to further their own research into

low-resource NLP tasks, including those asso-
ciated with this and other healthcare problems.

• People may use the technology developed
in this work to build early warning systems
to flag individuals about potential dementia
symptoms, provided that the technology is not
misconstrued as an alternative to human care
in any way.

Any use outside of those listed above is con-
sidered an unintended use. To safeguard against
unintended use of our work, we remind readers
that dataset access must be granted through the ap-
proved channels by the creators of the respective
datasets used in this work. This may include pro-
cesses ranging from email request to full review
and approval by local and external Institutional Re-
view Boards. We reiterate our caution against using
any findings from this paper to build systems that
function as intended or perceived replacements for
human medical care.
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