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Abstract

Non-compositional expressions present a sub-
stantial challenge for natural language process-
ing (NLP) systems, necessitating more intricate
processing compared to general language tasks,
even with large pre-trained language models.
Their non-compositional nature and limited
availability of data resources further compound
the difficulties in accurately learning their rep-
resentations. This paper addresses both of these
challenges. By leveraging contrastive learning
techniques to build improved representations
it tackles the non-compositionality challenge.
Additionally, we propose a dynamic curricu-
lum learning framework specifically designed
to take advantage of the scarce available data
for modeling non-compositionality. Our frame-
work employs an easy-to-hard learning strategy,
progressively optimizing the model’s perfor-
mance by effectively utilizing available train-
ing data. Moreover, we integrate contrastive
learning into the curriculum learning approach
to maximize its benefits. Experimental results
demonstrate the gradual improvement in the
model’s performance on idiom usage recogni-
tion and metaphor detection tasks. Our evalu-
ation encompasses six datasets, consistently
affirming the effectiveness of the proposed
framework. Our models available at https:
//github.com/zhjjn/CLCL.git.

1 Introduction

As a ubiquitous yet special class of expressions in
natural languages, non-compositional expressions
(e.g., the idiom under the weather) have specific
communicative intents (Moon et al., 1998; Baldwin
and Kim, 2010) and are individually rare but col-
lectively frequently appearing widely across genres
(Moon et al., 1998; Haagsma et al., 2020). They
are characterized by non-compositionality in their
meaning because of which, their meaning cannot
be inferred by composing the meaning of their con-
stituent words (Baldwin and Kim, 2010). In ad-
dition, many non-compositional expressions can

be used either figuratively or literally, in a context
dependent manner. For example, the phrase “clean
house” can be interpreted literally, as in We can
not promise you good weather but we can promise
you a clean house and a really good breakfast and
can be understood figuratively, as in Indeed , the
Kursk crisis may provide him with an opportunity
to further clean house in the military.

NLP systems intending to process these non-
compositional expressions need to decide if these
expressions are used in the figurative or literal sense
before modeling their meaning. This is the tradi-
tional and popular non-compositional language pro-
cessing task called usage disambiguation1 which
aims to differentiate the literal (i.e.,compositional)
from the figurative (i.e., non-compositional) us-
age of these expressions in given contexts, dubbed
as idiom usage recognition for idiomatic expres-
sions and metaphor detection for metaphorical ex-
pressions (Peng and Feldman, 2015; Köper and
im Walde, 2016; Liu and Hwa, 2017, 2018; Chen
et al., 2017; Jiang et al., 2022). However, compared
to the abundance of resources for tasks related to
compositional expressions, the available resources
for idiom usage recognition and metaphor detection
are very limited.

Successful disambiguation of the usages of the
non-compositional expressions involves overcom-
ing two challenges: (1) the linguistic challenge of
handling non-compositionality and (2) the resource-
related challenge of learning from scarce training
data. Previous works (Peng and Feldman, 2015;
Köper and im Walde, 2016; Liu and Hwa, 2017,
2018) primarily focus on designing complex archi-
tectures for modeling non-compositionality, while
also ignoring the representational aspect to model
non-compositionality under a limited-resource sce-
nario to address the second challenge. The focus

1It should be noted that in our work usage disambiguation
refers to the task of distinguishing between the literal usage
and the figurative usage of non-compositional expressions.
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of this work is a method to solve the above two
challenges jointly and find sense-specific represen-
tations of the idiomatic expressions.

With the same idioms used in different ways as
natural positive and negative examples whose rep-
resentations could be better by using contrastive
learning, we utilize contrastive learning to address
the first challenge to produce a better representation
of non-compositional expressions for recognizing
their usage. Successful idiom usage recognition
and metaphor detection require different representa-
tions of the same expression when they are used in
a literal and figurative way, respectively. Therefore,
we incorporate a contrastive objective to enhance
the difference between the contextualized represen-
tations of the figurative sense and the literal sense
for the same expression. In this way, we enable
the classifier to make context-dependent decisions
in the embedding space. Secondly, to make better
use of the scarce available data, we use curriculum
learning (Bengio et al., 2009), which enables the
models to gradually proceed from easy training
instances to harder ones, when the instances are
themselves ordered according to a difficulty mea-
sure. Therefore, curriculum learning naturally con-
sists of (1) measuring the difficulty level for each
training example, and (2) scheduling training exam-
ples based on their difficulty levels. Furthermore,
we combine contrastive learning and curriculum
learning together by utilizing contrastive objectives
to measure the difficulty level of the training exam-
ples. During model training, the contrastive objec-
tive is dynamically updated, and thus the difficulty
levels of the training examples are also updated in
accordance with the current ability of the model.

Our study is the first to jointly alleviate the
problems caused by non-compositionality and lim-
ited data resources by strategically and dynami-
cally combining contrastive learning and curricu-
lum learning, and deploying it for idiom usage
recognition and metaphor detection. Our proposed
framework enables the model to first learn from
simple non-compositional expressions and then
from harder ones by building better representations
of non-compositional expressions via contrastive
learning. The contributions of our work are as fol-
lows:

• We propose a novel framework that combines
contrastive learning and curriculum learning
for idiom usage recognition and metaphor de-
tection. The difficulty levels obtained from

contrastive objectives are dynamically up-
dated with the training, based on which the
training examples are dynamically scheduled.

• Empirical evaluations of our proposed frame-
work on the tasks of idiom usage recognition
and metaphor detection affirm the effective-
ness of our framework. Detailed ablation stud-
ies and analyses are provided to support our
claims. As a result, we treat both idiom usage
recognition and metaphor detection under the
same computational umbrella.

• Our proposed framework also shows better
cross-task transfer between idiom usage recog-
nition and metaphor detection compared to the
baseline models.

2 Related Prior Work

Idiom Usage Recognition. Like other non-
compositional expressions, the meaning of many
idiomatic expressions is contextually ambiguous.
Prior studies mainly focus on disambiguating their
figurative/literal use(Salehi et al., 2014; Senaldi
et al., 2016; Flor and Klebanov, 2018; Amin
et al., 2021; Peng and Feldman, 2015; Köper and
im Walde, 2016; Liu and Hwa, 2017, 2018), i.e.,
performing the idiom usage recognition task. Early
works heavily rely on designing representative fea-
tures, e.g., canonical form (Fazly et al., 2009),
to decide literal and figurative usages. With the
emergence of word embeddings and neural net-
works, richer features are encoded into word em-
beddings and utilized for idiom usage recognition
(Liu and Hwa, 2017, 2018). Recently proposed
pre-trained language models have shown great im-
provement on various NLP tasks leading to efforts
that leverage the power of large pre-trained lan-
guage models for this task (Zeng and Bhat, 2021).
However, due to non-compositionality and scarcity
of available data resources, previous works mainly
focused on designing complex architectures while
ignoring the representational aspect to model non-
compositionality under a limited-resource scenario.
Our study is the first to focus on solving both of
these two challenges to fill this research gap.
Metaphor Detection. Like other figurative expres-
sions, metaphors play a crucial role in cognitive
and communicative functions (Choi et al., 2021),
because of which computationally recognizing and
understanding the metaphorical meanings of words
becomes important. Early approaches utilized var-
ious linguistic features to detect metaphors, such
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as word imageability (Broadwell et al., 2013), se-
mantic supersenses (Tsvetkov et al., 2014), and
unigrams (Klebanov et al., 2014). In recent years,
different neural architectures have been widely
used for metaphor detection, including CNN (Wu
et al., 2018), LSTM (Gao et al., 2018). Beyond
these, the prominence of large pre-trained language
models on various NLP tasks has prompted their
use for metaphor detection. Choi et al. (2021)
uses RoBERTa as the backbone model to get con-
textualized representations of words and (Gong
et al., 2020) combines other linguistic features in a
RoBERTa architecture for the purpose of metaphor
detection. The subpar performance of large pre-
trained models when labeled data are scarce has
led to studies exploring data augmentation (Lin
et al., 2021). However, utilizing augmented data
with pseudo labels could be even more detrimental
to the performance due to the noise in the aug-
mented data. Our proposed curriculum learning
framework can potentially alleviate data scarcity
by using the limited data more effectively without
introducing additional noise. This is the first work
to show its positive impact on both tasks of idiom
usage recognition and metaphor detection.

Contrastive Learning. Contrastive learning aims
to learn meaningful representations by pulling se-
mantically similar examples closer and pushing
semantically dissimilar examples further apart in
the embedding space. Widely considered to be
effective for building meaningful representations,
contrastive learning has garnered increasing atten-
tion from researchers in different areas. For ex-
ample, prior works in NLP have leveraged con-
trastive learning to produce better word embed-
dings (Mikolov et al., 2013) and sentence embed-
dings (Logeswaran and Lee, 2018). More recently,
with the dominance of transformer-based models,
contrastive learning is also being used to train trans-
former models (Fang et al., 2020; Giorgi et al.,
2021; Wu et al., 2020). Similarly, in this work, for
a given non-compositional expression, we use con-
trastive learning to pull the expression embeddings
that are used in the same figurative/literal sense
closer while pushing the embeddings between fig-
urative and literal senses apart. Thereby we set
a precedence of utilizing contrastive learning to
enhance the representation quality of idiomatic ex-
pressions for modeling non-compositionality. Be-
sides, we also propose to utilize the contrastive ob-
jective to design curriculum learning, for reducing

the training data quantity needed for transformers.
Curriculum Learning First proposed by (Ben-
gio et al., 2009), curriculum learning aims to en-
able the models to gradually learn from easy to
harder examples according to a difficulty measure
for each example during training. Therefore, cur-
riculum learning enables the model to better utilize
available data. With growing research interests,
curriculum learning has been applied in different
fields. In computer vision, curriculum learning
has been applied to a range of tasks, such as im-
age classification (Weinshall et al., 2018), human
attribute analysis (Wang et al., 2019), and visual
question answering (Li et al., 2020), however, its
NLP application is mainly limited to neural ma-
chine translation (Platanios et al., 2019; Liu et al.,
2020; Zhou et al., 2021; Zhang et al., 2021). So,
prior works on curriculum learning on NLP, includ-
ing their difficulty measurement and scheduling
strategy, are mainly designed for compositional lan-
guage processes, which are largely different from
non-compositional expressions, i.e., idioms and
metaphors. In this study, we propose a new cur-
riculum learning method specifically designed for
non-compositional expression recognition. More-
over, for the first time we show how curriculum
learning based on contrastive learning, results in
performance gains in the idiomaticity-related tasks.

3 Framework

In this section, we introduce our proposed frame-
work as a combination of contrastive learning and
curriculum learning. Overall, we first utilize con-
trastive learning to obtain the contrastive objective,
which is then used as a measurement of the diffi-
culty level for each sentence containing idioms or
metaphors. Then, our proposed dynamic schedul-
ing strategy is used to re-arrange the training exam-
ples. Finally, the model is trained via the classifica-
tion objective and the contrastive objective.

3.1 Contrastive Learning

Contrastive learning aims to learn meaningful rep-
resentations by pulling semantically similar exam-
ples and pushing apart semantically different exam-
ples. In our case, the figurative and literal meanings
for the same non-compositional expression are dif-
ferent. Thus, for the purpose of contrastive learning
the same non-compositional expressions used in
the same (figurative or literal) sense in different
sentences are natural semantically close examples.
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Figure 1: The diagram illustrates the CLCL framework.

On the other hand, the same non-compositional ex-
pressions used in different senses in different sen-
tences are semantically different examples. Train-
ing with contrastive learning allows the model to
learn higher-quality representations by grouping
the embeddings of a given non-compositional ex-
pression into two distinct clusters in the embedding
space, corresponding to its figurative and literal
meaning.

More specifically, for a sentence Yi (anchor ex-
ample) with a non-compositional expression i, its
meaning should be similar to another sentence Y +

i

(positive example) with the same expression i used
in the same sense because they both contain the
same non-compositional expression used in the
same way (figuratively or literally). However, the
meaning of Yi will be different from the sentence
Y −
i (negative example) with the same expression

i but used differently. Therefore, the distance be-
tween the appropriate representations of Yi and Y +

i

(xi and x+i ) is expected to be small, while the dis-
tance between the appropriate representations of Yi
and Y −

i (xi and x−i ) is expected to be large. Thus,
we develop a contrastive objective by considering
(Yi, Y

+
i ) a positive pair and (Yi, Y

−
i ) a negative

pair:

Lcts = −
∑

Y ∈Y
log

f(xi, x+i )
f(xi, x+i ) + f(xi, x−i )

(1)

where f represents the distance function. There-
fore, our final loss is:

L = Lcts + Lcls (2)

where Lcts is the contrastive loss and Lcls is the
cross-entropy loss based on the ground truth class

label for the sense (literal or figurative) of the ex-
pression in Yi.

To prepare for training, for each training exam-
ple Yi (anchor), we randomly sample a Y +

i to form
the positive pair and randomly sample a Y −

i to form
the negative pair, converting the training example
Yi into a triplet of anchor, positive, and negative ex-
amples, i.e., < Yi, Y

+
i , Y −

i >. We use the triplets
to train the models with the aforementioned final
loss.

3.2 Curriculum Learning

3.2.1 Difficulty Metrics

This section defines the difficulty metric used by
our curriculum learning framework. We correlate
the classification difficulty for each example Yi
to its position in the embedding space relative to
its corresponding positive Y +

i and negative exam-
ple Y −

i because the contextualized representation
for the figurative and literal meaning of the non-
compositional expression should be different. Non-
compositionality means that the meaning of a fig-
urative expression is not derivable from its con-
stituent words, but rather, the expression has a con-
ventionalized figurative meaning. Therefore, the
differentiation between figurative and literal seman-
tics demands a distinction between an expression’s
figurative and literal embedding. If the figurative
and literal embeddings for the same expression are
really separable, i.e., they are further apart in the
embedding space, a classifier should be able to
classify the figurative and literal senses more easily.
Conversely, if the embeddings of an expression’s
figurative and literal semantics are not distinctive,
it would be harder for the model to classify the ex-
pression into its figurative and literal senses based
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Algorithm 1: CLCL
Input: Dataset P = {Yi}Ki=1, Model M and

number of epochs N
Output: Fine-tuned Model M∗

1 P∗ = {(Yi, Y +
i , Y −

i )}Ki=1 ;
2 D0 = CTS(P∗,M) ;
3 Sort P∗ based on each difficulty level in D0,

resulting in a re-arranged P∗
0 ;

4 for n = 1;n ≤ N do
5 Mn ⇐ TRAIN(P∗

n−1);
6 Dn = ∅, P̂n = ∅ ;
7 for (Y, Y +, Y −) ∈ P∗ do
8 dMn(Y ) = CTS(Y ;Mn) ;
9 if dMn(Y ) ̸= dMn−1(Y ) then

10 Dn ⇐ Dn
⋃{dMn(Y )} ;

11 P̂n ⇐ P̂n
⋃
(Y, Y +, Y −) ;

12 else
13 continue ;
14 end
15 end
16 Sort P̂n based on Dn, resulting in P∗

n ;
17 end
18 return M∗ = Mn;

on its embedding. Therefore, it makes sense to
use the degree to which the figurative and literal
embeddings are separable in the embedding space
as a measure of classification difficulty. Intuitively,
if Yi is easy for the model to classify, then xi, the
embedding of Yi, should already encode certain
semantic features and thus be located closer to x+i
than x−i in the embedding space.

Hence, given the < Yi, Y
+
i , Y −

i > triplets, we
assess the difficulty of a training example Yi based
on the models’ contrastive objective as

dM(Yi) = CTS(Yi;M) =
f(xi, x+i )

f(xi, x+i ) + f(xi, x−i )
(3)

where M is the model and dM(Yi) is the diffi-
culty measure for Yi.

3.2.2 Scheduling Strategy
After the difficulty levels are determined, the tradi-
tional curriculum learning methods would fix the
order of training examples. However, the diffi-
culty of each example for the model changes as the
model learns. Therefore, it is disadvantageous to
fix the order of training examples. We propose to

update the difficulty levels and dynamically sched-
ule training examples accordingly. Specifically,
since the difficulty levels are measured based on
the contrastive objective, they are naturally updated
during the training process. Therefore, after each
training epoch, the difficulty score dM(Yi) for each
example Yi is updated as:

dMn(Yi) = CTS(Yi;Mn) (4)

where Mn refers to our model fine-tuned for n
epochs in our task. After the difficulty scores for
all the training examples have been updated, the
training examples will be re-arranged according
to the new difficulty scores for the next epoch of
training.

4 Experiments

4.1 Datasets
Idiom Usage Recognition. We conduct experi-
ments on three datasets for idiom usage recogni-
tion: MAGPIE (Haagsma et al., 2020) SemEval5B
(Korkontzelos et al., 2013) and VNC (Cook et al.,
2008). To test the models’ ability to recognize
the usage of unseen idioms, each dataset was split
into train and test sets in two ways: random and
typebased. In the random split, the sentences are
randomly divided, and the same idiom can appear
in both train and test sets, whereas in the typebased
split, the idioms in the test set and the train set do
not overlap. For MAGPIE and SemEval5B, we
use their respective official random/typebased and
train/test splits. For VNC, the official dataset did
not have the typebased split. Therefore, to create
the typebased split, we randomly split the idiom
types by an 80/20 ratio, leaving 43 idiom types in
the train set and ten idiom types in the test set.
Metaphor Detection. Following previous works
on metaphor detection, we conduct experiments on
three datasets for metaphor detection: (1) VUA-18
(Leong et al., 2018), (2) VUA-verb (Steen et al.,
2010), and (3) MOH-X dataset (Mohammad et al.,
2016). The original train/dev/test splits provided
by the official datasets are used in our experiments.

4.2 Baselines
We show the effectiveness of our method via a
comparison between the vanilla RoBERTa clas-
sification model and the RoBERTa classification
model fine-tuned using our method. Besides, we
also choose different SOTA models for different
tasks as baselines.

734



Data Splits Version
MAGPIE SemEval5B VNC

Acc F1-fig F1 Acc F1-fig F1 Acc F1-fig F1

Random
vanilla 95.07 96.70 93.51 92.59 92.33 92.58 93.11 92.82 93.09
DISC - 95.02 - - 95.80 - - 96.97 -
Ours 96.75 97.82 96.75 96.46 96.56 96.46 97.24 98.07 97.22

Typebased
vanilla 92.86 94.79 91.73 73.36 80.12 69.88 80.06 86.85 76.58
DISC - 87.78 - - 58.82 - - 89.02 -
Ours 95.36 97.05 94.20 91.11 92.65 91.16 93.22 96.16 93.25

Table 1: Performance of different methods on MAGPIE, SemEval5B, and VNC under different settings. The best
performances are bold-faced. The best performances in bold are significantly better than the performance of the
baseline models.

Model
VUA18 VUAverb MOH-X

Acc P R F1 Acc P R F1 Acc P R F1
vanilla 93.4 79.4 75.0 77.1 80.4 72.9 68.8 70.7 83.5 82.9 83.4 82.9

MelBERT 94.0 80.5 76.4 78.4 80.7 64.6 78.8 71.0 81.6 79.7 82.7 81.1
MisNet 94.7 82.4 73.2 77.5 84.4 77.0 68.3 72.4 83.1 83.2 82.5 82.5

Ours 94.5 80.8 76.1 78.4 84.7 74.9 73.9 74.4 84.3 84.0 82.7 83.4

Table 2: Performance of different methods on VUA-18, VUA-verb, and MOH-X. The best performances are
bold-faced. The best performances in bold are significantly better than the performance of the baseline models.

Idiom Usage Recognition. DISC (Zeng and Bhat,
2021) is the current SOTA model for idiom usage
recognition. Therefore, we choose this model as
the baseline for this task.
Metaphor Detection. Based on previous works,
MelBERT (Choi et al., 2021), MisNet (Zhang and
Liu, 2022) and CATE (Lin et al., 2021) are current
SOTA models for metaphor detection. However,
CATE not only requires external data resources as
augmentation, but also does not have a publicly
accessible implementation, which makes it repro-
duction difficult. Therefore, we only choose Mel-
BERT and MisNet as our baselines and report the
performance using their released code.

4.3 Experimental Settings

We implement our framework using a pre-trained
RoBERTa Base model from Huggingface. The
model is trained with a batch size of 16 for three
epochs, using the Adam optimizer, and a learning
rate of 3e − 5. During training, for each training
example, we randomly select its positive example
and negative example for contrastive learning. The
classification loss is calculated based only on the
original training example’s label.

4.4 Evaluation Metrics

Considering that the idiom usage recognition task
is a binary classification problem, we use accuracy

and macro F1 score to evaluate the performance.
We also include the F1 score that treats the figura-
tive class as the positive class, denoted as F1-fig.
For metaphor detection, we follow the evaluation
metrics (accuracy, precision, recall, and F1) in pre-
vious studies for a fair comparison. For metaphor
detection, F1 refers to the F1 score that treats the
figurative class as the positive class.

5 Results

As shown in Table 1, for idiom usage recognition,
RoBERTa classification model using our proposed
method (Ours) achieves the best performance over
all the evaluation metrics. For the MAGPIE dataset
with random split, compared with the performance
of the vanilla RoBERTa model, our framework out-
performs it by 1.72 points in accuracy, 1.12 points
in F1-fig score, and 3.24 points in F1 score. Com-
pared with the DISC model, our method still outper-
forms it by 2.8 points on the F1-fig score. For the
MAGPIE dataset with typebased split, our frame-
work outperforms the vanilla model by 2.5 points
in accuracy, 2.26 points in F1-fig score, and 2.47
in F1 score. For the SemEval5B dataset with ran-
dom split, our framework outperforms the previous
SOTA model by 0.76 on the F1-fig score. For the
SemEval5B dataset with typebased split, our frame-
work outperforms the SOTA model by 33.83 on the
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Data Splits Version
MAGPIE SemEval5B VNC

Acc F1-fig F1 Acc F1-fig F1 Acc F1-fig F1

Random
Ours w/o CL 95.14 96.73 93.64 94.11 94.12 94.11 94.94 95.77 95.12

Ours w/o CTS 95.26 96.81 93.82 94.61 94.54 94.61 95.11 95.88 95.32
Ours 96.75 97.82 96.75 96.46 96.56 96.46 97.24 98.07 97.22

Typebased
Ours w/o CL 92.67 94.64 91.53 86.87 88.67 86.54 89.43 92.11 89.32

Ours w/o CTS 91.04 93.30 89.89 83.20 85.43 82.80 86.22 89.12 86.11
Ours 95.36 97.05 94.20 91.11 92.65 91.16 93.22 96.16 93.25

Table 3: Ablation study of our method on idiom detection task on MAGPIE, SemEval5B, and VNC under different
settings. The best performances are bold-faced. The best performances in bold are significantly better than the
performance of the baseline models.

Model
VUA18 VUAverb MOH-X

Acc P R F1 Acc P R F1 Acc P R F1
Ours w/o CL 94.4 80.5 75.9 78.1 83.4 68.9 78.8 73.5 83.8 83.3 83.3 83.3

Ours w/o CTS 93.9 80.3 75.8 78.1 84.1 73.1 73.8 73.5 83.8 84.3 81.4 82.5
Ours 94.5 80.8 76.1 78.4 84.7 74.9 73.9 74.4 84.3 84.0 82.7 83.4

Table 4: Ablation study of our method on metaphor detection task on VUA18, VUAverb, and MOH-X. The best
performances are bold-faced. The best performances in bold are significantly better than the performance of the
baseline models.

Model
Trained on VUA and Tested on MAGPIE Trained on MAGPIE and Tested on VUA
Accuracy Precision Recall F1 Accuracy Precision Recall F1

MelBERT 60.9 92.7 51.6 66.3 70.1 11.2 10.1 10.6
Ours 61.5 92.9 52.3 67.0 74.0 20.5 28.7 23.9

Table 5: Transfer study of our method on idiomaticity detection and metaphor detection.

F1-fig score, which is a significant improvement.
For the VNC dataset with random split, our frame-
work outperforms the previous SOTA model by
1.1 on the F1-fig score. For the VNC dataset with
typebased split, our framework beats the SOTA
model by 7.14 on the F1-fig score. Therefore,
our method outperforms all the baselines on three
datasets across all the evaluation metrics, which
shows the effectiveness of our method.

As shown in Table 2, for the task of metaphor,
RoBERTa classification model using our proposed
method achieves the best performance on all the
datasets in F1 score. For VUA18 dataset, com-
pared with the performance of SOTA MelBERT,
our framework achieves competitive performance
without utilizing POS taggings and other linguistic
features except for the original RoBERTa model’s
parameters. For the VUA-verb dataset, our method
outperforms MelBERT by 4.0 absolute points in
accuracy, 10.3 in Precision, and 3.4 in F1 score.
Besides, our model outperforms MisNet by 5.6
points in Recall, and 2.0 points in F1 score. On
the MOH-X dataset, our method achieves the best

performance by outperforming MelBERT by 2.7
points in Accuracy and 2.3 points in F1 score and
outperforming MisNet by 1.2 in Accuracy and 0.9
in F1 score. As a result, our method not only per-
forms the best on the task of idiom usage recogni-
tion but also on the task of metaphor detection.

6 Analysis

Ablation Study To investigate the effects of the
different components in our method, i.e., con-
trastive learning and curriculum learning, we com-
pare variants of our method without curriculum
learning (w/o CL) and without contrastive learning
(w/o CTS). As shown in Table 3, both have worse
performance than the complete version. Without
curriculum learning, the accuracy drops by more
than 1 point, and the F1 score drops by more than
2 points on all the datasets across both random and
typebased settings. It should be noted that the cur-
riculum learning and contrastive learning are more
effective under a typebased setting as shown in Ta-
ble 3. For metaphor detection, the results presented
in Table 4 show a similar trend that each component
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(a) w/o fine-tune (b) w/ fine-tune (c) w/ cts (d) w/ cts and cl
Figure 2: t-SNE visualization on SemEval under random setting for in the bag. The red color denotes the
metaphorical instances and blue color denotes the literal instances. Here cts refers to contrastive learning and cl
refers to curriculum learning.

(a) w/o fine-tune (b) w/ fine-tune (c) w/ cts (d) w/ cts and cl
Figure 3: t-SNE visualization on SemEval under typebased setting for be my guest. The red color denotes the
metaphorical instances and blue color denotes the literal instances.

is important for our method. Besides, we also ob-
serve in the Table 3 and 4 that contrastive learning
and curriculum learning can individually improve
model performance. Furthermore, when combined
together, they complement and boost each other to
further improve the performance.

Analysis on Data Splits. Our method’s effective-
ness is most prominent on unseen idiomatic ex-
pressions, as shown in Table 1. The improvement
brought about by our curriculum learning method is
always more prominent in a typebased setting com-
pared with the gain in a random setting. Therefore,
with contrastive learning and curriculum learning,
our method can enable the RoBERTa model to
generalize over unseen idioms and transfer knowl-
edge on recognizing non-compositionality to un-
seen non-compositional expressions.

Analysis on the Datasets. Results shown in Ta-
ble 1 and 2 also demonstrate that our method is
most effective on the datasets with smaller num-
bers of training examples. On the MAGPIE dataset,
which is the largest dataset for idiom usage recog-
nition, our method only outperforms the vanilla
RoBERTa model by 1.68 in accuracy. However,
on the smaller SemEval5B dataset, our method
outperforms the vanilla RoBERTa model by 3.87
in accuracy. Similarly, on the VUA-18 dataset,

which is the largest dataset for metaphor detection,
our method only achieves competitive performance
with MelBERT. However, on smaller VUA-verb
and MOH-X datasets, our method significantly out-
performs the baseline models. As a result, with the
help of curriculum learning, our method utilizes
the available data more efficiently, especially in a
low-resource scenario.

Analysis on the Cross-Task Transfer. Results
shown in Table 5 also demonstrate that our method
has a better ability to transfer across different tasks.
For the transfer study, we use the random split of
MAGPIE dataset and VUA18. When trained on
the dataset for one task and tested on the dataset for
another task, our method always outperforms the
baseline method, MelBERT. Besides, we observe
that the models achieve good results in idiom us-
age recognition when trained in metaphor detection.
However, when trained on idiom usage recognition,
the models’ performance on metaphor detection is
much worse. Therefore, the symbolic knowledge
learned during the task of metaphor detection could
be transferred to perform the idiom usage recog-
nition while the idiomatic knowledge cannot help
with the metaphor detection. We leave the deeper
study of this phenomenon to future research.

Embedding Visualization In Figures 2 and 3, we
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visualize for SemEval5B sample contextual embed-
dings for sentences from two idioms under different
data split settings. As shown in Figure 2, under the
random-split setting, with simple fine-tuning and
contrastive learning, the literal and figurative repre-
sentations are already separated with a few points
mis-clustered. However, with our method, all the
points are correctly separated. In Figure 3, under
the typebased-split setting, simple fine-tuning fails
to separate senses in the embeddings space into
differentiable groups. We observe that even with
contrastive learning, there are still points clustered
into the wrong group. However, with both con-
trastive learning and curriculum learning, all the
points are distinctly separated.

7 Conclusion and Future Work

In this paper, we propose a novel method specifi-
cally for non-compositional expression detection,
including idiom usage recognition and metaphor
detection. Our proposed method combines con-
trastive learning and curriculum learning. Con-
trastive learning is used to build better represen-
tations to model non-compositionality. Besides,
the difficulty levels obtained from the contrastive
learning objective are dynamically updated during
the training, based on which the training examples
are dynamically scheduled. As a result, the model
could be trained in an easy-to-hard manner. We
evaluate our proposed method on both idiom usage
recognition and metaphor detection. Experiment
results affirm the effectiveness of our method on
both tasks. Detailed ablation studies and analyses
are provided to support our claims. As a result, our
work is the first to propose a framework for idiom
usage recognition and metaphor detection. Our
proposed framework also shows better cross-task
transfer ability based on idiom usage recognition
and metaphor detection.

Limitations

Our scheduling strategy only re-arranges the train-
ing examples after each training epoch, limiting
the flexibility of scheduling them compared with
re-arranging the examples after each training step.
Therefore, the order of the training examples will
still be fixed within each training epoch.

Besides, our method finds it challenging to trans-
fer from the task of idiom usage recognition to
that of metaphor detection. Therefore, more ad-
vanced methods for learning the broad nature of

non-compositionality, including those of idioms
and those of metaphors are needed. We leave this
to a future study.
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A Implementation

Our experiments and implementation are based on
the Transformers library and PyTorch.

B Experimental Details

All of our experiments were conducted using two
GPUs with 16GB RAM (NVIDIA V100).

B.1 Hyperparameter Choices
For the task of idiom usage recognition, we use
the Adam optimizer during the training with batch
size 32. The maximum input length is set to 128.
We use a constant learning rate of 1e-5 for fine-
tuning. For all the experiments, we fine-tune the
models for 30 epochs and select the model with
the best performance on the development set for
testing. For the task of metaphor detection, we
used the Adam optimizer during the training with
batch size 16. All the other hyperparameters are set
to default values used in (Choi et al., 2021). All of
our experiments are performed for five times. The
mean results are reported.

B.2 Number of Parameters
Considering that our proposed contrastive learn-
ing and curriculum learning do not introduce more
parameters, the number of parameters is identical
to the number of parameters in the underlying lan-
guage model: 125M for RoBERTa (base).

B.3 Average Runtime
The training process for one epoch on two GPUs
took approximately 40 minutes, including 10 min-
utes for evaluating difficulties and 30 for fine-
tuning.
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