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Message from the General Chair

Welcome to ACL 2023, the 61st Annual Meeting of the Association for Computational Linguistics! The
conference will be held in Toronto, Canada, July 9-14, 2023. Following the succession of the recent con-
ferences in our field, ACL 2023 will adopt a hybrid format. While the impact of Covid has considerably
diminished in terms of traveling, obtaining visas to Canada entails a very long process. Moreover, the
global economic conditions pose challenges for many individuals to travel to conferences. Recognizing
these circumstances, we know many participants may not be able to attend the conference in person.
Therefore, we are committed to providing a great virtual platform so everyone has the opportunity to
interact with other participants and enjoy the conference. Based on the current registered participants,
approxiately 30% have chosen to attend the conference virtually. Whether you join us in person or vir-
tually, we sincerely hope everyone has a remarkable conference experience.

This General Chair’s message is where I express my gratitude to the many individuals who have made
enormous contributions to the conference over the past year.

First and foremost, I am grateful for the tremendous efforts by the program chairs: Anna Rogers, Jordan
Boyd-Graber, and Naoaki Okazaki. The rapid growth of our field is challenging from the perspective
of organizing a conference. Program chairs have admirably handled a huge number of submissions and
implemented novel review criteria to improve the quality of reviews and the paper decision process. They
responded promptly after ChatGPT was launched and provided guidelines for using it in paper writing.
Beyond their responsibilities as program chairs, they have assisted me with various other decisions. Their
efforts have truly shaped the conference. Also, thanks to all the senior area chairs, area chairs, reviewers,
and the best paper committee, whose commitment and dedication made paper review and selection pos-
sible.

Next, I would like to thank the entire organizing committee for their service. It has been an honor for me
to collaborate with such a dedicated team. This includes:

• Industry track chairs: Beata Beigman Klebanov, Jason Williams, and Sunayana Sitaram. An addi-
tion to this year’s ACL is the introduction of a separate industry track. This is motivated by two
factors. First, ACL is held in North America this year (and thus no NAACL), and NAACL has
an established tradition of hosting an industry track. Second there was an increasing number of
industry track submissions at EMNLP last year from previous years. We hope that a separate indu-
stry track can foster the dissemination of research on real-world applications in industry settings.
Thanks to the industry track chairs for their efforts in coordinating all the logistics associated with
this track.

• Demo chairs: Alan Ritter, Danushka Bollegala, and Ruihong Huang, who managed demo submis-
sions and accepted 58 demos that will be presented in the main conference.

• Student research workshop (SRW) chairs: Gisela Vallejo, Vishakh Padmakumar, and Yao Fu,
who showed remarkable enthusiasm and dedication in organizing the workshop. They selected 45
papers to be presented in the main conference program. Also thanks to the faculty advisors: Ivan
Vulic and Lu Wang, for providing guidance to the SRW chairs and obtaining NSF support for the
workshop.

• Workshop chairs: Annie Louis, Eduardo Blanco, and Yang Feng, who collaborated with EACL
workshop chairs to select 22 workshops, and served as the vital link between the conference and
individual workshop organizers.

• Tutorials chairs: Margot Mieskes, Siva Reddy, and Vivian Chen, who also worked with EACL
chairs to select 6 high quality tutorials that cater to the interest and needs of our conference.
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• Ethics chairs: Dirk Hovy and Yonatan Bisk, who checked papers flagged with ethics issues. Tha-
nks for their meticulous work to ensure our papers uphold the ethical standards.

• Publication chairs: Ryan Cotterell, Chenghua Lin, Jesse Thomason, Lei Shu, and Lifu Huang,
who prepared the conference handbook, ensured proper formatting of papers, and produced the
conference proceedings.

• Virtual infrastructure chairs: Jiacheng Xu, Martín Villalba, and Pedro Rodriguez, who worked hard
to develop a virtual platform to ensure an engaging conference experience for both in-person and
remote participants. They also made various innovations and enhancement on top of the Underline
platform, which the conference utilizes.

• Publicity and social media chairs, Devamanyu Hazarika, Eva Vanmassenhove, and Tong Xu, who
communicated and publicized the conference through various social media channels, enhancing
the visibility and reach of the conference.

• Website chairs: Jinho Choi and Zhongyu Wei, who updated and maintained the conference website
to keep participants informed.

• Diversity and inclusion (D&I) chairs: Daniel Beck, Maryam Fazel-Zarandi, and Nedjma Djouh-
ra Ousidhoum, who arranged support to participants facing financial hardships, and organized a
diverse array of activities aimed to promoting diversity and inclusion in our community.

• Student volunteer chairs: Ayah Zirikly and Tao Yu, who reviewed applications and selected student
volunteers for the conference.

• Sponsorship chairs: Alla Rozovskaya and Lei Li. Thanks to them and Chris Callison-Burch, the
ACL sponsorship Director for their efforts in securing sponsorships and managing the relation-
ship between sponsors and the conference. The generous support from our sponsors has played a
crucial role in enabling us to maintain a reasonable registration cost for attendees, and the addi-
tional sponsorship for D&I initiatives helps our commitment to fostering a diverse and inclusive
environment.

• Visa assistance team: Ayana Niwa, Qingwen Liu, Renxiang Zhang, Samridhi Choudhary, and Tao
You. Many participants require visas to attend the conference, and we fully understand this lengthy
process. This team has been diligently handling visa requests by sending out numerous invitation
letters to facilitate visa applications.

• Infrastructure support from Softconf (Richard Gerber) and Underline (Damira Mrsic, Sol Rosen-
berg). Both platforms kindly accommodated our many, many requests and implemented several
new features.

I also want to specially thank Jennifer Rachford, the ACL event director, who handled all the local
arrangement for this conference. Though she was relatively new to the role, and often times needed
to juggle multiple ACL conferences, she remained well organized, and consistently provided all the
necessary information to all members of the organizer committee. Her contributions ensure the success
of this conference.
Thanks to previous ACL/EMNLP conference chairs for sharing their knowledge, tips, and best practice
on organizing this conference, and ACL Exec for the support they provided throughout the entire planning
and execution of this conference.
Lastly, I extend my appreciation to every participant. Regardless of your role, whether as authors or pre-
senters, workshop organizers, tutorial speakers, student volunteers, session chairs, or simply attendees,
your involvement is essential in creating a memorable conference.
Welcome everyone to the conference!
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Message from the Program Chairs

It’s hard to believe that we’re actually going to be seeing the program come together in Toronto. We’re
really looking forward to it and to seeing you all there!
Most of the work of a program chair is behind the scenes: herding reviewers and chairs, wrangling data
from various sources, and answering lots and lots of email. This is a volunteer position, so the only
reward we get for this is our chance to make the process of submitting and reviewing papers to our
conference better. This letter will outline some of those experiments.
First, we asked reviewers for two scores: soundness and excitement. Our goal was that any sound paper
would be accepted to some ACL affiliated venue, but that the “main conference” distinction (limited by
space) would be focused on the most exciting papers. Our hope was that soundness would be less noisy
than a single “overall recommendation” score, which would help reduce the randomness of decisions.
Judging by the exit surveys, this change was well received: over 80% of the chairs, reviewers and authors
either expressed support or did not object to this change.
Next, we developed a new process for matching papers to reviewers based on keywords for not only the
subject matter of the paper, but also its type of contribution and target language(s). This allowed more
fine-grained control over the paper-reviewer matches, and we were also able to provide the chairs with
context for the paper-reviewer matches.
To improve review quality, we also updated the reviewer guidelines, and developed a system for the
authors to flag specific types of issues with reviews. Finally, we have also proposed a new initiative for
recognizing outstanding reviewers and chairs (73 awards at ACL’23).
Finally, we have tried to give more options for presentations. Findings papers now have an in-person
presentation spotlight slot and virtual posters in addition to recording videos. Virtual posters have portals
to link in-person attendees to virtual posters. We have also brought back Miniconf and RocketChat to
allow for better virtual communication between papers (regardless of where the authors are).
This conference is a result of the joint efforts of over ten thousand people. We deeply thank them all, and
apologize for the many nagging emails we had to send out. In particular:

• the general chair Yang Liu, who led the whole process;

• the incredible team of 70 SACs, 438 ACs, and 4490 reviewers, who were able to handle our record
number of submissions;

• the 13,658 authors for their phenomenal scientific contributions, which we were honored to she-
pherd through the reviewing process;

• the ACL Executive (esp. Iryna Gurevych, Tim Baldwin, David Yarowsky, Yusuke Miyao, Emily
M. Bender) for their support of many of our crazy ideas;

• 21 ethics committee reviewers, chaired by Dirk Hovy and Yonatan Bisk, for their hard work to
uphold the ACL code of ethics;

• Our Best Paper Award committee (Jonathan Berant, Jose Camacho-Collados, Danqi Chen, Ben-
jamin Van Durme, David Jurgens, Desmond Elliott, Sasha Luccioni, Jonathan May, Tom McCoy,
Yusuke Miyao, Ekaterina Shutova, Emma Strubell, Jun Suzuki, Xiaojun Wan, Luke Zettlemoyer),
who reviewed a record number of nominated papers under tight schedule;

• Our assistant Youmi Ma, for reducing our email and Softconf workload significantly and sugge-
sting ideas to make the job run smoothly;

• Past ACL PCs, including Smaranda Muresan, Preslav Nakov and Aline Villavicencio (ACL 2022),
Yoav Goldberg, Zornitsa Kozareva, Yue Zhang (EMNLP 2022), Anna Rumshisky, Luke Zettle-
moyer, Dilek Hakkani-Tur (NAACL 2021), for their advice and suggestions;
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• Publication chairs Ryan Cotterell, Chenghua Lin, Jesse Thomason, Lei Shu, and Lifu Huang, who
ensured the proper formatting of camera-ready papers;

• Emma Strubell, Ian Magnusson, and Jesse Dodge for their help in preparing publishable versions
of Responsible NLP checklist;

• ACL Anthology director Matt Post;

• TACL editors-in-chief (Asli Celikyilmaz, Roi Reichart, Ani Nenkova) and CL Editor-in-Chief
Hwee Tou Ng for coordinating TACL and CL presentations with us;

• Workshop chairs Annie Louis, Eduardo Blanco, and Yang Feng, for helping us to connect the
Findings papers to possible presentation slots at workshops;

• Rich Gerber at Softconf, who answered countless emails and implemented several new features on
our request;

• Kyle Lo and Semantic Scholar team, who kindly assisted us with data for paper-reviewer matching;

• Our virtual infrastructure chairs (Pedro Rodriguez, Jiacheng Xu, Martín Villalba) and Underline
team (Damira Mrsic, Sol Rosenberg) for enabling a new kind of hybrid experience, combining
miniconf and Underline;

• the ACL event director Jennifer Rachford and our visa support team (Ayana Niwa, Qingwen Liu,
Renxiang Zhang, Samridhi Choudhary, and Tao You), who did everything possible to facilitate the
Canada visa situation for ACL attendees.

Submission and Acceptance

We had two routes to submit papers to ACL 2023: directly to the conference or through ACL Rolling
Review (ARR). We received a record number of direct submissions (3601 long papers and 958 short
papers) in January 2023. In addition, we received 305 commitments from ARR (271 long papers and
34 short papers) in March 2023. In total, we considered 4864 (3872 long and 992 short) papers with
70 senior area chairs, 438 area chairs, 4024 reviewers, 445 secondary reviewers, and 21 ethics reviewers
in 27 tracks. We accepted 910 (23.50%) long and 164 (16.53%) short papers for the main conference,
and 712 (41.89% including the long papers for the main conference) long and 189 (35.58% including the
short papers for the main conference) short papers for Findings. To sum long and short papers, ACL 2023
accepted 1074 (22.08%) papers for the conference and 901 (40.60% including the papers for the main
conference) papers for Findings. The ACL 2023 program also features 46 papers from the Transactions of
the Association for Computational Linguistics (TACL) journal, and 7 from the Computational Linguistics
(CL) journal.

Limitations Section and Responsible NLP Checklist

Following EMNLP 2022 and EACL 2023, we required that each submitted paper must include an expli-
citly named Limitations section, discussing the limitations of the work. This was to counterbalance the
practice of over-hyping the take-away messages of papers, and to encourage more rigorous and honest
scientific practice. This discussion did not count towards the page limit, and we asked reviewers to not
use the mentioned limitations as reasons to reject the paper, unless there was a really good reason to.
In addition to the mandatory discussion of limitations, a new element at ACL 2023 is that the Responsible
NLP Checklist for the accepted papers is not only considered by the reviewers, but also published together
with the accepted papers as a special appendix, in an effort to improve transparency and accountability
in the field.
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Areas

To ensure a smooth process, the submissions to ACL 2023 were divided into 26 areas. The areas mostly
followed these of previous ACL, and more broadly *ACL conferences, reflecting the typical divisions in
the field. Following EMNLP 2022, we split the “Large Language Models” track away from “Machine
learning in NLP”, reflecting the growth of submissions in the area. We also offered two new tracks (“Lin-
guistic diversity” and “Multilingualism and Cross-Lingual NLP”). For the papers authored by SACs, the
final recommendation decisions were made by a separate SAC team. The most popular areas (with over
250 submissions) were “Dialogue and Interactive Systems”, “Information Extraction”, “Large Language
Models”, “Machine Learning for NLP”, and “NLP Applications”.

Best Paper Awards

ACL’23 implemented the new ACL award policy, aiming to expand the pool of work that is recognized
as outstanding. In total, 73 papers were nominated by the reviewers or area chairs for consideration for
awards. These papers were assessed by the Best Paper Award Committee, and with their help we selected
4 best papers, 3 special awards (social impact, resource, reproduction), and several dozen outstanding
papers. The best and outstanding papers will be announced in a dedicated plenary session for Best Paper
Awards on July 10 2023.

Presentation Mode

In ACL 2023, there is no meaningful distinction between oral and poster presentations in terms of paper
quality. The composition of the oral sessions were proposed by the SACs of their respective tracks, so as
to compose a thematically coherent set of papers on a shared topic or method, which would allow for an
engaging discussion. The decisions were not based on the authors’ virtual or on-site attendance.
We hope you enjoy the program and the new elements we introduced (but let us know either way). We
are looking forward to a great ACL 2023!

Anna Rogers (IT University of Copenhagen, Denmark)
Jordan Boyd-Graber (University of Maryland, USA)
Naoaki Okazaki (Tokyo Institute of Technology, Japan)
ACL 2023 Programme Committee Co-Chairs
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Cannon, Erion Çano, Boxi Cao, Hailong Cao, Hejing Cao, Jiangxia Cao, Jie Cao, Kris Cao, Men-
gyun Cao, Pengfei Cao, Qingqing Cao, Qingxing Cao, Ruisheng Cao, Shuyang Cao, Yixuan Cao,
Yu Cao, Yu Cao, Yuan Cao, Yuwei Cao, Ziqiang Cao, Cristian Cardellino, Rémi Cardon, Boaz
Carmeli, Xavier Carreras, Paula Carvalho, Francisco Casacuberta, Fabio Casati, Helena Caseli,
Pierluigi Cassotti, Sheila Castilho, Arie Cattan, Andrew Cattle, Paulo Cavalin, Roberto Cente-
no, Dumitru-Clementin Cercel, Christophe Cerisara, Mauro Cettolo, Sky Ch-Wang, Haixia Chai,
Heyan Chai, Joyce Chai, Junyi Chai, Yekun Chai, Tuhin Chakrabarty, Megha Chakraborty, Tanmoy
Chakraborty, Bharathi Raja Chakravarthi, Yllias Chali, Ilias Chalkidis, Nathanael Chambers, Hou
Pong Chan, Zhangming Chan, Anshuma Chandak, . Chandrahas, Raman Chandrasekar, Baobao
Chang, Buru Chang, Ernie Chang, Haw-Shiuan Chang, Heng Chang, Kent Chang, Serina Chang,
Shuaichen Chang, Tyler Chang, Yapei Chang, Yung-Chun Chang, Tai Chang-You, Guan-Lin Chao,
Rajen Chatterjee, Akshay Chaturvedi, Iti Chaturvedi, Aditi Chaudhary, Vishrav Chaudhary, Subha-
jit Chaudhury, Geeticka Chauhan, Kushal Chawla, Chao Che, Ciprian Chelba, Emmanuel Chem-
la, Beiduo Chen, Berlin Chen, Bo Chen, Boli Chen, Canyu Chen, Catherine Chen, Chacha Chen,
Chen Chen, Deli Chen, Derek Chen, Dongsheng Chen, Francine Chen, Fuxiang Chen, Guanhua
Chen, Guanliang Chen, Guanyi Chen, Hanjie Chen, Howard Chen, Huiyuan Chen, Hung-Ting
Chen, Jia Chen, Jiaao Chen, Jiangjie Chen, Jiaze Chen, Jifan Chen, Jingye Chen, John Chen,
Junfan Chen, Junyang Chen, Kehai Chen, Kezhen Chen, Lei Chen, Lichang Chen, Lihu Chen,
Lin Chen, Linqing Chen, Long Chen, Lu Chen, Luoxin Chen, Maximillian Chen, Mei-Hua Chen,
Meiqi Chen, Meng Chen, Mingda Chen, Nuo Chen, Pei Chen, Qian Chen, Qiang Chen, Qianglong
Chen, Qin Chen, Qipin Chen, Qiyuan Chen, Ruey-Cheng Chen, Sanxing Chen, Shijie Chen, Shiz-
he Chen, Sihao Chen, Tao Chen, Tongfei Chen, Xiaojun Chen, Xiaoli Chen, Xiaoyin Chen, Xilun
Chen, Xingran Chen, Xinhong Chen, Xiuyi Chen, Xiuying Chen, Yang Chen, Yangbin Chen, Yan-
gyi Chen, Yanping Chen, Yen-Chun Chen, Yiming Chen, Ying Chen, Yongjun Chen, Yu Chen,
Yubo Chen, Yubo Chen, Yue Chen, Yue Chen, Yulong Chen, Yun Chen, Yunmo Chen, Zeming
Chen, Zhibin Chen, Zhihong Chen, Zhijun Chen, Zhiyu Chen, Zhiyu Chen, Zhuang Chen, Fei

xix



Cheng, Liying Cheng, Lu Cheng, Myra Cheng, Pengxiang Cheng, Qinyuan Cheng, Shanbo Cheng,
Sijie Cheng, Weiwei Cheng, Yong Cheng, Yu Cheng, Zhi-Qi Cheng, Vijil Chenthamarakshan, Joe
Cheri, Artem Chernodub, Emmanuele Chersoni, Jackie Chi Kit Cheung, Jianfeng Chi, Zewen Chi,
Cheng-Han Chiang, David Chiang, Patricia Chiril, Nadezhda Chirkova, Luis Chiruzzo, Billy Chiu,
Javier Chiyah-Garcia, Hyunchang Cho, Hyundong Cho, Hyunsoo Cho, Sangwoo Cho, Seunghyuk
Cho, Sungjun Cho, Sungzoon Cho, Won Ik Cho, Young Min Cho, Daejin Choi, Jihun Choi, Jinho
D. Choi, Seungtaek Choi, Yejin Choi, Yunseok Choi, Shamil Chollampatt, Jaegul Choo, Shub-
ham Chopra, Leshem Choshen, Prafulla Kumar Choubey, Monojit Choudhury, Md Faisal Mahbub
Chowdhury, Shammur Absar Chowdhury, Lukas Christ, Chenhui Chu, Yun-Wei Chu, Zewei Chu,
Zhendong Chu, Yung-Sung Chuang, Jayeol Chun, Jin-Woo Chung, Abu Nowshed Chy, Alessan-
dra Teresa Cignarella, Philipp Cimiano, Manuel Ciosici, Jorge Civera Saiz, Christopher Clark,
Elizabeth Clark, Vincent Claveau, Ann Clifton, Maximin Coavoux, Anne Cocos, Daniel Cohen,
Raphael Cohen, Mariona Coll Ardanuy, Davide Colla, Marcus Collins, Pedro Colon-Hernandez,
Andrei Coman, Mathieu Constant, Paul Cook, Asa Cooper Stickland, Anna Corazza, Francesco
Corcoglioniti, João Cordeiro, Nathan Cornille, Gonçalo Correia, Erin Crabb, Benoit Crabbé, Ma-
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Chaitanya Kirti, Xenia Klinge, Erik Körner, Ádám Kovács, Vojtěch Kovář, Shachi H Kumar, Vivek
Kumar, Gitanjali Kumari, Maddalen López De Lacalle, Jack Lanchantin, Loic De Langhe, Anna
Laskina, Chaeeun Lee, Dongryeol Lee, Kang-Il Lee, Sunkyung Lee, Yongjae Lee, Els Lefever,
Zhihong Lei, Elisa Leonardelli, Hang Li, Jiazhao Li, Junlong Li, Mengyu Li, Minghan Li, Senyu
Li, Shiyang Li, Shuqin Li, Wenyan Li, Xinhang Li, Yan Li, Yichen Li, Yichuan Li, Yunshui Li,
Zekun Li, Zhaoqun Li, Zhuoqun Li, Zitong Li, Zhenwen Liang, Ruotong Liao, Boda Lin, Jiuheng
Lin, Hali Lindsay, Alisa Liu, Andy T. Liu, Hong Liu, Hongyi Liu, Huijun Liu, Mengying Liu,
Zhexiong Liu, Alessandro Locaputo, Roberto López, Sebastian Lopez-Cot, Yuze Lou, Xuantao
Lu, Kamile Lukosiute, Gunnar Lund, Chu Fei Luo, Haoran Luo, Xin Lv, Congbo Ma, Da Ma, An-
drew Mackey, Hiren Madhu, Daniele Malitesta, Oscar Mañas, Fabienne Marco, Salima Mdhaffar,
Marek Medveď, Nikhil Mehta, Di Mei, Althis Mendes, Augusto Mendes, Stefano Menini, Elena
Merdjanovska, Hossein Mohammadi, Samraj Moorjani, Yusuke Mori, Durgesh Nandini, Gaurav
Negi, Hoang Nguyen, Vincent Nguyen, Feng Nie, Anna Nikiforovskaya, Jingcheng Niu, Gibson
Nkhata, Rik Van Noord, Michael Ogezi, Olubusayo Olabisi, Katrina Olsen, Talgat Omarov, An-
dreas Opedal, Junshu Pan, Suehyun Park, Daraksha Parveen, Maya Pavlova, Diogo Pernes, Jan
Pfister, Alejandro Piad-Morffis, Max Ploner, Alexander Podolskiy, Dejan Porjazovski, Pradyot
Prakash, Adrien Pupier, Maarten De Raedt, Pétur Orri Ragnarsson, Sai Krishna Rallabandi, Leo-
nardo Ranaldi, Abhinav Rao, Anton Razzhigaev, Sebastian Reimann, Raphael Reinauer, François
Remy, Jiaqian Ren, Siyu Ren, Akseli Reunamo, Valentin Richard, Ruty Rinott, Elsa Rizk, Giu-
lia Rizzi, Sean Robertson, Cristian Rodriguez, Sudipta Singha Roy, Susanna Rücker, Elena Sofia
Ruzzetti, Tasnim Kabir Sadik, Joy Sain, Jose Ignacio Abreu Salas, Hossein Salemi, Mufan Sang,
Twisampati Sarkar, Simone Scaboro, Felix Schmidt, Frederik Schmitt, Christopher Schröder, Si-
meon Schüz, Nina Seemann, Vincent Segonne, Yasas Senarath, Ashish Seth, Silvio Severino, Lele
Sha, Stephen Shaffran, Anastassia Shaitarova, Hee Ming Shan, Kai Shen, Xingyu Shen, Shuqian
Sheng, Kaize Shi, Ke Shi, Yuanjun Shi, Yuxuan Shu, Lucas Dos Santos Silva, Harmanpreet Singh,
Pranaydeep Singh, Salam Michael Singh, Iustin Sirbu, Sonish Sivarajkumar, Mohamed Soliman,
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Chenyang Song, Kunzhe Song, William Soto, Florian Steuber, Manuel Stoeckel, Vit Suchomel,
Bin Sun, Changzhi Sun, Cong Sun, Jingdong Sun, Qiujie Sun, Xiaohui Sun, Xueyao Sun, Shah-
baz Syed, Zhaoxuan Tan, Shaowen Tang, Ziming Tang, Kumar Tanmay, Jingxuan Tu, Sichang Tu,
Xiao Chi Tu, Mehmet Deniz Turkmen, Sagar Uprety, Hannah Vanderhoeven, Julien Velcin, Elad
Venezian, Radhakrishnan Venkatakrishnan, Ivo Vigan, Fedor Vitiugin, Nikolas Vitsakis, Xiang-
peng Wan, An Wang, Bingyu Wang, Cong Wang, Haoran Wang, Hu Wang, Junlin Wang, Junting
Wang, Ke Wang, Lei Wang, Lingzhi Wang, Qianli Wang, Ruofan Wang, Shih-Heng Wang, Teng
Wang, Weizhi Wang, Xinyou Wang, Yigong Wang, Yiming Wang, Yueguan Wang, Zihao Wang,
Haitian Wei, Martyna Wiacek, Ronald Wilson, Moritz Wolf, Haibin Wu, Jay Zhangjie Wu, Jian
Wu, Yexin Wu, Yuan-Kuei Wu, Siyuan Xiang, Yang Xiao, Yao Xiao, Zhouhang Xie, Benfeng Xu,
Chenwei Xu, Kaishuai Xu, Yuzhuang Xu, Zhichao Xu, Zhiyang Xu, Bo Xue, Siyuan Xue, Xiaojun
Xue, Baosong Yang, Kaiqi Yang, Shiping Yang, Yanjie Yang, Yinguan Yang, Jiarui Yao, Bingyang
Ye, Yongjing Yin, Yuwei Yin, Tarik Yousef, Guoxin Yu, Nan Yu, Tiezheng Yu, Zhengqing Yuan,
Klim Zaporojets, Urchade Zaratiana, Omnia Zayed, Weihao Zeng, Ge Zhang, Hanlei Zhang, Jin-
gyu Zhang, Le Zhang, Mian Zhang, Qi Zhang, Ruike Zhang, Songyang Zhang, Tao Zhang, Weijia
Zhang, Yidan Zhang, Yunan Zhang, Zhiling Zhang, Ziheng Zhang, Ziqiing Zhang, Ziqing Zhang,
Honghong Zhao, Jiahao Zhao, Jinman Zhao, Siyang Zhao, Wei Zhao, Xingmeng Zhao, Yingxiu
Zhao, Yu Zhao, Gui Zhen, Kangjie Zhen, Kai Zheng, Kaiwen Zhou, Terry Zhou, Zhengping Zhou,
Zhijie Zhou, Ming Zhu, Zhihong Zhu, Haojie Zhuang, Anni Zou
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Keynote Talk: Two Paths to Intelligence
Geoffrey Hinton

University of Toronto (emeritus)

Monday, July 10 – Time: 9:30 - 10:30 EDT – Room: Metropolitan

Abstract: I will briefly describe the forty year history of neural net language models with particular at-
tention to whether they understand what they are saying. I will then discuss some of the main differences
between digital and biological intelligences and speculate on how the brain could implement something
like transformers. I will conclude by addressing the contentious issue of whether current multimodal
LLMs have subjective experience.

Bio: Geoffrey Hinton received his PhD in Artificial Intelligence from Edinburgh in 1978. After five
years as a faculty member at Carnegie-Mellon he became a fellow of the Canadian Institute for Advanced
Research and moved to the University of Toronto where he is now an emeritus professor. He is also the
Chief Scientific Adviser at the Vector Institute.
He was one of the researchers who introduced the backpropagation algorithm and the first to use back-
propagation for learning word embeddings. His other contributions to neural network research include
Boltzmann machines, distributed representations, time-delay neural nets, mixtures of experts, variational
learning and deep learning. His research group in Toronto made major breakthroughs in deep learning
that revolutionized speech recognition and object classification.
He is a fellow of the UK Royal Society and a foreign member of the US National Academy of Engi-
neering, the US National Academy of Sciences and the American Academy of Arts and Sciences. His
awards include the David E. Rumelhart prize, the IJCAI award for research excellence, the Killam prize
for Engineering, the Royal Society Royal Medal, the NSERC Herzberg Gold Medal, the IEEE James
Clerk Maxwell Gold medal, the NEC C&C award, the BBVA award, the Honda Prize and the Turing
Award.
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Keynote Talk: Large Language Models as Cultural
Technologies: Imitation and Innovation in Children and

Models
Alison Gopnik

University of California at Berkeley

Wednesday, July 12 – Time: 14:00 - 15:00 EDT – Room: Metropolitan

Abstract: Its natural to ask whether large language models like LaMDA or GPT-3 are intelligent agents.
But I argue that this is the wrong question. Intelligence and agency are the wrong categories for un-
derstanding them. Instead, these Al systems are what we might call cultural technologies, like writing,
print, libraries, internet search engines or even language itself. They are new techniques for passing on
information from one group of people to another. Cultural technologies arent like intelligent humans,
but they are essential for human intelligence. Many animals can transmit some information from one
individual or one generation to another, but no animal does it as much as we do or accumulates as much
information over time, . New technologies that make cultural transmission easier and more effective have
been among the greatest engines of human progress, but they have also led to negative as well as positive
social consequences. Moreover, while cultural technologies allow transmission of existing information
cultural evolution, which is central to human success, also depends on innovation, exploration and causal
learning. Comparing LLM’s responses in prompts based on developmental psychology experiments to
the responses of children may provide insight into which capacities can be learned through language and
cultural transmission, and which require innovation and exploration in the physical world. I will present
results from several studies making such comparisons.

Bio: Alison Gopnik is a professor of psychology and affiliate professor of philosophy at the University
of California at Berkeley, and a member of the Berkeley AI Research Group. She received her BA from
McGill University and her PhD. from Oxford University. She is a leader in the study of cognitive science
and of children’s learning and development and was one of the founders of the field of “theory of mind”,
an originator of the “theory of cognitive development”, and the first to apply Bayesian probabilistic
models to children’s learning. She has received both the APS Lifetime Achievement Cattell and William
James Awards, the Bradford Washburn Award for Science Communication, and the SRCD Lifetime
Achievement Award for Basic Science in Child Development. She is an elected member of the Society
of Experimental Psychologists and the American Academy of Arts and Sciences and a Cognitive Science
Society, American Association for the Advancement of Science, and Guggenheim Fellow. She was 2022-
23 President of the Association for Psychological Science.
She is the author or coauthor of over 140 journal articles and several books including “Words, thoughts
and theories” MIT Press, 1997, and the bestselling and critically acclaimed popular books “The Scientist
in the Crib” William Morrow, 1999, “The Philosophical Baby; What children’s minds tell us about love,
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truth and the meaning of life” 2009, and “The Gardener and the Carpenter” 2016, Farrar, Strauss and
Giroux, the latter two won the Cognitive Development Society Best Book Prize in 2009 and 2016. Since
2013 she has written the Mind and Matter column for the Wall Street Journal and she has also written
widely about cognitive science and psychology for The New York Times, The Economist, The Atlantic,
The New Yorker, Scientific American, The Times Literary Supplement, The New York Review of Books,
New Scientist and Slate, among others. Her TED talk on her work has been viewed more than 5.2 million
times. She has frequently appeared on TV, radio and podcasts including “The Charlie Rose Show”, “The
Colbert Report”, “Radio Lab” and “The Ezra Klein Show”. She lives in Berkeley with her husband Alvy
Ray Smith and has three children and five grandchildren.
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The Future of Computational Linguistics in the LLM Age

Panel Discussion

Chair: Iryna Gurevych
Technische Universität Darmstadt

Tuesday, July 11 - Time: 14:45-15:45

This is a panel discussion with:

• Dan Klein (UC Berkeley)

• Meg Mitchell (Hugging Face)

• Roy Schwartz (the Hebrew University of Jerusalem)

They will present short statements (5 to 7 min.) related to the main topic of the panel

• New opportunities (e.g., artificial general intelligence, responsible NLP);

• Technical challenges (e.g., multimodality, instruction-tuning, etc.)

• Real life problems & societal implications (e.g., hallucinations, biases, future job market);

• LLMs and the future of NLP; and

• Open-science vs. commercial LLMs

Followed by discussion with the panel and audience.
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Memorial: Dragomir Radev

Tuesday, July 11, 2023 - Room: Metropolitan - Time: 13:00–13:30

Dragomir Radev, the A. Bartlett Giamatti Professor of Computer Science at Yale University, passed
away this year on Wed, March 29th. Drago contributed in substantial ways to research in NLP, to the
organization of the ACL and to mentoring the next generation of computational linguists. Drago’s role
in our ACL community spans four decades. He was recognized for his work over this period through his
selection as an ACL Fellow in 2018 for his significant contributions to text summarization and question
answering, and through his receipt of the Distinguished ACL Service Award in 2022. In this session,
speakers from different time periods of his life will discuss his contributions to the field and the impact
his life had on so many of us.
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Ethics Panel

Karën Fort, Min-Yen Kan and Yulia Tsvetkov, Luciana Benotti, Mark Dredze, Pascale Fung, Dirk
Hovy, Jin-Dong Kim, Malvina Nissim

Tuesday, July 11, 2023 - Room: Pier 4&5 - Time: 16:15–17:45

We present our ACL Ethics Committee’s progress over the last few years. Of core interest, we will
present the results of the ACL stakeholder survey about the role of ethics and ethics training exposure.
Results from the survey respondents indicate that ethics is of primary interest to the community and
that there is a mandate for the further creation and dissemination of ethics related training for authors,
reviewers and event organisers. We will briefly review the survey results and feature a lengthed question
and answer session in support of extended dialogue with our community. Our session will culminate
through a dialogue with our session’s participants in a moderated panel that includes participation from
the entire ethics committee.
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Transitioning to Rolling Review Discussion

Mausam, Professor, IIT Delhi (ARR EIC), Jonathan K. Kummerfeld, Assistant Professor,
University of Sydney (ARR CTO)

Tuesday, July 11, 2023 - Room: Metropolitan - Time: 14:15–14:45

This session will contain a presentation on progress in ARR over the past year and provide an opportunity
for community questions and discussion.
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Program Chairs’ Report on Peer Review at ACL 2023

Anna Rogers♢ Marzena Karpinska♡ Jordan Boyd-Graber♠ Naoaki Okazaki♣

♢IT University of Copenhagen ♡University of Massachusetts Amherst
♠University of Maryland ♣Tokyo Institute of Technology

arog@itu.dk mkarpinska@cs.umass.edu
jbg@umiacs.umd.edu okazaki@c.titech.ac.jp

Abstract

We present a summary of the efforts to improve conference peer review that were implemented at ACL’23.
This includes work with the goal of improving review quality, clearer workflow and decision support
for the area chairs, as well as our efforts to improve paper-reviewer matching for various kinds of non-
mainstream NLP work, and improve the overall incentives for all participants of the peer review process.
We present analysis of the factors affecting peer review, identify the most problematic issues that the authors
complained about, and provide suggestions for the future chairs. We hope that publishing such reports
would (a) improve transparency in decision-making, (b) help the people new to the field to understand how
the *ACL conferences work, (c) provide useful data for the future chairs and workshop organizers, and
also academic work on peer review, and (d) provide useful context for the final program, as a source of
information for meta-research on the structure and trajectory of the field of NLP.

1 Introduction

With the continued growth of our field and the rising number of conference submissions, peer review
draws more and more attention from the community—as an application area (Hua et al., 2019; Anjum
et al., 2019; Stelmakh et al., 2019, inter alia), in meta-research (Rogers and Augenstein, 2020; Church,
2020, inter alia), in initiatives to organize and release peer review data (Kang et al., 2018; Jecmen et al.,
2022; Dycke et al., 2022, inter alia), and, of course, in the regular heated social media discussions during
submission deadlines, review release dates, and acceptance notifications. It is unlikely that peer review
will ever be perfect – it remains ‘the least bad system’ we have for ensuring the quality of scientific
publications (Smith, 2010). Still, with each iteration we should learn a little more about what works better
for organizing peer review at such scale, and in a community so diverse in expertise and experience.

As a step in that direction, ACL’23 makes its peer review report public and an official part of the
conference proceedings, complementing the introduction and other administrative materials. The goal is
to increase the visibility of the results of the conference process, as well as any incidental findings from
conference organizations and the lessons learned the hard way that may be useful to the future chairs and
workshop organizers. Such publications also provide extra incentives for the future program chairs to
invest more effort in the analysis of their process, and they provide a useful background to the composition
of the final program that may be useful for meta-science research (since they essentially document the
selection process for that program). Last but not least, such publications will improve the transparency of
the *ACL conference process, which may be useful to the researchers who are new to the field.

We present the core statistics per track (§2), analysis of resubmissions (§3) and core demographics (§4),
our efforts for improving peer review quality (§5), improving decision support for the chairs (§6), out
analysis of various factors contributing to review scores and final decisions (§7), ethics review and best
paper selection (§8), and our efforts towards improving incentives for the authors, reviewers and chairs
(§9). We conclude with overall recommendations for future conference organizers (§10). The materials
we developed will be available at a dedicated repository1.

The results presented here are based on the analysis of internal data of ACL’23, as well as exit surveys
that we sent to the chairs, authors and reviewers. We received responses from 25 senior area chairs (SACs)

1https://github.com/acl-org/acl-2023-materials
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Direct submissions ARR submissions
Track Submitted Main Findings Submitted Main Findings

Computational Social Science and Cultural Analytics 113 22.12 19.47 10 90.00 10.00
Dialogue and Interactive Systems 269 24.54 15.24 19 21.05 42.11
Discourse and Pragmatics 52 21.15 34.62 1 100.00 0.00
Ethics and NLP 54 22.22 31.48 7 42.86 42.86
Generation 175 25.71 20.57 6 66.67 16.67
Information Extraction 279 25.45 16.13 33 24.24 36.36
Information Retrieval and Text Mining 94 14.89 21.28 9 44.44 0.00
Interpretability and Analysis of Models for NLP 189 24.34 28.04 20 35.00 55.00
Language Grounding to Vision, Robotics, and Beyond 147 24.49 21.77 5 40.00 40.00
Large Language Models 252 28.17 21.03 10 50.00 30.00
Linguistic Diversity 18 27.78 22.22 1 0.00 100.00
Linguistic Theories, Cog. Modeling & Psycholinguistics 38 23.68 23.68 8 50.00 37.50
Machine Learning for NLP 313 21.09 23.32 37 56.76 2.70
Machine Translation 198 25.25 18.18 7 0.00 57.14
Multilingualism and Cross-Lingual NLP 85 20.00 30.59 12 25.00 16.67
NLP Applications 354 22.88 19.77 25 52.00 8.00
Phonology, Morphology, and Word Segmentation 21 28.57 19.05 0
Question Answering 197 18.78 18.78 22 45.45 18.18
Resources and Evaluation 213 28.17 19.72 23 56.52 0.00
Semantics: Lexical 54 25.93 25.93 3 66.67 33.33
Semantics: Sentence-level Semantics 81 27.16 11.11 9 22.22 22.22
Sentiment Analysis, Stylistic Analysis, Arg. Mining 107 17.76 30.84 10 30.00 0.00
Speech and Multimodality 72 27.78 36.11 7 57.14 14.29
Summarization 139 23.02 21.58 12 33.33 8.33
Syntax: Tagging, Chunking, and Parsing 69 23.19 21.74 5 20.00 20.00
Theme: Reality Check 110 26.36 30.91 1 100.00 0.00

Total 4559 20.73 18.36 305 42.30 20.98

Table 1: Number of submissions and acceptance rates per track for direct and ARR submissions to ACL’23.

(35.7% response rate), 134 area chairs (ACs) (30.5% response rate), 510 reviewers (11.4% response rate),
and 556 authors (4.07% response rate of all authors2).

2 Tracks and Acceptance Statistics

ACL’23 had 26 tracks, most of which have also been offered at other recent NLP conferences. At the
suggestion of EMNLP 2022 chairs, we kept their separation of “Large Language Models”3 track from
“Machine Learning for NLP” track. At community requests we added the following tracks: “Linguistic
Diversity” and “Multilingualism and Cross-lingual NLP”. Each track had at least two Senior Area Chairs
(SACs), who then recruited area chairs (ACs) for that track. The full list of senior chairs per track is
available at the conference website.4

Internally, in the START system there were also two special tracks: “Ethics review” track (which
handled the reviews of papers that were flagged for ethical issues), and “Conflicts of interest” (COI) track,
which handled the papers with which the SACs of the relevant tracks had a COI.

ACL’23 implemented a hybrid process, in which it was possible to submit papers either directly to
the START system (to be reviewed through ACL’23 internal peer review process to be described in this
report), or commit it through ACL ROlling Review (ARR) with reviews already performed at ARR. Most
submissions to ACL’23 were direct submissions (4559), and 305 more came through ACL Rolling Review
(ARR). Table 1 shows acceptance for each type of submission and in each track.

2Assuming that in most cases at most one author per paper responded to the survey, the upper bound on the response rate for
author feedback per paper would be 11.4% of all direct and ARR submissions that were reviewed. 37.9% of the authors who
responded to the survey indicated that they disagreed with the outcome for their submission.

3The EMNLP original name was Language Modeling and Analysis of Language Models.. In our version it was simply Large
Language Models, as they are the most frequent topic currently, but in retrospect the original version is preferable as it is more
inclusive.

4https://2023.aclweb.org/committees/program/
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Figure 1: Resubmissions at ACL’23

ACL Rolling Review (ARR). Table 1 shows that in most tracks, ARR submissions had a much higher
acceptance rate, sometimes twice higher. This is to be expected because ARR submissions self-select for
high scores and positive reviews before committing to ACL.

Since in the hybrid process ARR submissions and direct submissions directly compete for acceptance, a
question arises to what extent this is a fair competition. We asked that question to our SACs. 58.3% believe
that this process is fair enough, 12.5% - that it is unfair to the direct submissions, and 29.6%—that it is
unfair to the ARR submissions. Of 17 SACs who believed that this situation is unfair in some way, 23.5%
suggested that they should have separate acceptance rate, 41.2%—that they should have a separate process
and acceptance criteria, and 47.1%—that there should be some other solution (many comments pointing
to the confusion, the apples-to-oranges comparisons of reviews performed with different evaluation, the
less-than-ideal import of openreview data into START (browsing attachments takes more time). Many
expressed a preference for a non-hybrid process.

As program chairs, our biggest challenge with ARR was that by design it provides reviews and meta-
reviews, but the acceptance decisions are then made by our SACs—who generally do not provide extra
feedback to either direct submissions or ARR submissions (nor can they be expected to: some tracks
had over 300 papers per 3 SACs). For direct submissions, nobody expects SAC-level feedback. But
to ARR authors, who likely self-selected for high scores and positive reviews, to be rejected without
explanation is more frustrating, and we received a lot of angry emails demanding extra feedback (even
though neither we nor ARR promised that). It seems that by design, a process where there are acceptance
quotas, and decisions are fully decoupled from feedback, will necessarily leave the majority of authors
rejected without explanation—and hence disappointed and unsure what they could do to improve their
work (and we agree that this would indeed be frustrating to the authors).

The above factors could transform into a bigger problem in the future. We only had 305 ARR
submissions, but if a majority of our submissions came with high scores and positive reviews—this just
would not be a useful signal anymore. The acceptance odds of direct submissions would decrease (as
compared to a process where everyone starts at the same stage of peer review). The SAC-ing would
become harder (since selecting among high-quality papers is less easy than among papers of varying
quality), and the authors would be disappointed because many would be rejected with high scores and no
idea what they could do differently.

3 Resubmissions

Among the 4559 direct submissions to ACL’23, 754 indicated that they were resubmissions (see fig. 1a).
The biggest “donors” were EACL5 (296), EMNLP (258), ICLR (103), AAAI (52), and ACL Rolling
Review6 (39). Although the selectivity of top-tier conferences means that the majority of papers are

5Because our submission deadline was shortly before EACL and ICLR notification deadlines, we made an exception to no-
cross-submission policy and allowed their submissions to be also submitted to ACL. After their respective notifications many
such papers withdrew from our pool, which explains the high withdrawal rate in Figure 1c.

6There were 11 resubmissions from October 2022, 6 from September, and 1-3 from many other months of 2022.
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Figure 2: Author and reviewer pool at ACL’23*
* All information is self-reported, not independently verified, and does not correspond to any specific definition of affiliation,
gender, or country (e.g., some authors from Edinburgh may elect to list their country as “Scotland” rather than “UK”.)

rejected, the bulk of the ACL’23 submissions are new, which means that at this point the burden of
re-reviewing is relatively low. It is possible that this is due to the wider acceptance of Findings as a
publication channel, as more *ACL conferences continue to offer this option.

Moreover, ACL’23 authors had the option to submit previous reviews as an attachment, but only 243
submissions used this option, which suggests that most resubmitters preferred to have a completely new
set of reviewers. ARR allows that option within ARR, but the ARR submissions themselves did not have
a high rate of revise-and-resubmit (only 8/305), as shown in fig. 1b.

Intuitively, one could expect that resubmissions have a higher chance of acceptance, since these are the
papers that have received feedback and had a chance to revise. But fig. 1c suggests otherwise. See more
analysis in §7.3.

4 Authors and Reviewers at ACL’23

We received a record 4864 submissions (4559 direct, 305 from ARR) from the total of 13,658 authors,
reviewed by 4490 reviewers. This section reviews our recruitment process and the three demographic
variables (country, affiliation type, and gender) to which we had access in the global START profiles of all
participants of ACL peer review process.

Reviewer recruitment. We initially sent review invitations to the reviewer list which we had received
from the organizers of previous conferences. We also required the authors of all submissions to nominate
at least one experienced reviewer, whom we also sent invitations.

As we elicited reviewer data, we found that for a quarter of our reviewers7 there is no reliable
Semantic Scholar publication history data that can be used for paper-reviewer matching. For
conferences that fully rely on automated paper–reviewer matching based on publication history, this factor
obviously sets a bound on their possible performance. Often the author pages exist because Semantic
Scholar automatically created them, but the authors did not claim them and did not clean them up, which

7Out of the reviewers who filled in our sign-up forms, only 75.4% confirmed that their Semantic Scholar profile is accurate and
can actually be used to estimate their areas of interest and expertise. In addition to that, 8.9% reviewers listed in START did
not specify their Semantic Scholar IDs in their profiles.
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may result in the addition of publications by namesake authors (e.g. the automatically created profile
for “Anna Rogers” originally had contributions from at least three researchers with that name.) This is
particularly worrying because at this point many venues have used this information for paper-reviewer
matching, and urged the NLP community to maintain their Semantic Scholar profiles. We also specifically
reminded about this, but still a quarter of our sign-up pool stated that their publication history is not
accurate. In addition to this problem, matching based on publication history has the issue with establishing
expertise of different authors on on multi-author publications. Hence, we developed an alternative
matching approach described in §5.2.

Affiliation types. Figure 2a presents the overall distribution of the affiliations of our authors and
reviewers (as stated in START profiles). The biggest group of authors, reviewers, and chairs are academic
faculty. The second biggest group (by absolute numbers) in all three categories is industry, which is
relevant to the recent concerns about the influence of industry on academic NLP research (Abdalla et al.,
2023). Furthermore, students form at least 26% of reviewer pool (Ph.D. 22.7%, M.Sc. 3.3%). This was
also our experience as area chairs at other recent conferences, and it highlights the need to continue the
reviewer training efforts.

Gender distribution. Based on the information in softconf profile, about 20% of ACL peer review
participants in all roles did not answer the question about their gender (Figure 2b). For a part of this
population this is likely a deliberate choice, but judging by how many other fields in the START profiles
were not accurately filled in or updated, in many cases this likely signals simply the lack of desire to fill
in forms, especially for the new authors who had to register in START last minute in order to make a
submission. Considering only those profiles that responded to this question, we see a heavy imbalance for
“male”, in agreement with the reports on under-representation of women in Computer Science (Jaccheri
et al., 2020; Pantic and Clarke-Midura, 2019), where a lot of NLP research is currently happening. This
underscores the need to continue the Diversity and Inclusion efforts.

Top contributing countries. The analysis of the countries of all authors and reviewers suggests that the
balance between reviewing and submitting papers is considerably off for many locations, and particularly
China.8 We believe that this is at least partly due to the fact that our recruitment efforts started with
the pool of the previous conferences. That pool needs to be deliberately expanded by more active and
targeted reviewer recruitment efforts among Chinese institutions.

Church (2020) estimates that at 20% acceptance rate the authors of published papers “owe” the
community at least 15 reviews per each publication (3 for their own paper, and 4x3 for the papers that
didn’t get in). While some dis-balance between the author and reviewer list is to be expected (e.g., since
many junior authors are not yet qualified to review, and many senior authors perform other organization
roles)—we clearly need to decrease it in order to decrease the reviewer load. Our default quota was six
papers9 per reviewer, in line with most recent conferences. This is a significant workload, and it can
hardly be expected to improve the quality of reviews. Moreover, the more reviewers are in the pool, the
smaller the trade-off between optimizing for best matches or smaller workload per reviewer.

5 Efforts towards improving review quality

This section describes the following steps that ACL’23 proposed and implemented within its peer review
process to improve review quality: review tutorials (§5.1), Area-Contribution-Language paper-reviewer
matching (§5.2), flagging of review issues by the authors (§5.3). The efforts to improve the overall
incentives are decribed in §9.2 and §9.3.

8In absolute numbers: 3881 authors vs 1271 reviewers for China (ratio 3.05, absolute difference 2610). For the US: 2608
authors, 1809 reviewers (ratio 1.4, absolute difference 799. While the reviewer:author ratios are also high for India (2.6) and
Korea (2.64), from the point of view of a conference organizer China stands out due to the sheer volume of submissions.

9We gave the reviewers a chance to request a lighter load at sign-up, and respected those quotas in our automated assignments,
but there were still some over-assignments due to manual corrections of assignments by the chairs.
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5.1 Reviewer training
As part of reviewer training, we prepared the following public materials (as a revision of an earlier
tutorial10, developed by Anna Rogers and Isabelle Augenstein for ARR):

• ACL’23 Peer Review Process: the general tutorial about review process for novice reviewers, that
covers the basic structure of *ACL peer review process, author response, and discussion period, as
well as tips for planning the time, reporting conflicts of interest and assessing whether to ask for
reassignment. These materials were optional for experienced reviewers, and could be used across
different *ACL venues as is.

• ACL’23 Peer Review Policies: the tutorial explaining our review form and responsible NLP checklist
(§9.1), as well as our peer review policy: specific, professional reviews with scores supported by
the text. Our list of reviewer heuristics such as “reject if not SOTA” currently contains 14 heuristics
(continued from the original eight heuristics pioneered at EMNLP 2020 (Cohn et al., 2020)). We
asked even experienced reviewers to read this tutorial. The future chairs could reuse parts of this
tutorial, with necessary updates to the review form description and review policies.

Feedback. The exit survey indicates that the reviewers found the materials clear (43% respondents rated
them as at 4 out of 4 and 40.5% - as 3 out of 4 on 4-point scale). One avenue of improvement suggested
in many free comments was adding examples of good reviews.

We also asked the reviewers about their preferences for alternative formats, and the self-paced text-based
tutorial was the majority choice (62.5% vs 13% preferring video tutorials and 9.6% preferring interactive
tutorial with quizzes). But 13.4% respondents said that they would probably never be able to spend time
on reviewer training, no matter what format it is offered in. This suggests that reviewer training, while
valuable, will not help in all cases, and could perhaps be interpreted as an upper bound on the effect of
any reviewer training.

5.2 ACL paper-reviewer matching: Area-Contribution-Language
One of the peer review issues that authors (and chairs) often complain about is “meh” reviews: the
reviewer does not really find any significant problems with methodology or execution of the paper, but the
overall recommendation is middling. This could be a symptom of paper-reviewer mismatch: the reviewer
just is not sufficiently interested in the overall topic or approach, and hence no matter how good the paper
is, it would not elicit much enthusiasm. In a recent survey (Thorn Jakobsen and Rogers, 2022) of authors,
reviewers and ACs about their prior experience at NLP venues, many reviewers stated that “the area
match was right, but... the subject of the paper was not interesting to me (e.g. I would prefer another NLP
task, model, or data)” (54%), or the paper was not asking a research question that would be interesting
for me” (45%). At the same time, over 27% of the author respondents in that survey reported that they had
experience of reviews where the reviewer was not interested in the subject of the paper.

Most recent *ACL conferences and ARR work with some version of an automated paper-reviewer
matching system that computes affinity scores between the abstract and title of the submission and the
candidate reviewer, based on their publication history. Interestingly, the same survey by Thorn Jakobsen
and Rogers (2022) found that both authors, reviewers, and ACs generally considered these scores to be
the least important factor for paper-reviewer matching. Besides the limitations of the current systems,
one factor here is probably the noise in the reviewer publication history data (only 75% of our reviewers
indicated that their Semantic Scholar profiles were accurate enough to use for review assignments, see
§4). Then there is also the inherent difficulty with establishing level of expertise on a particular topic in
multi-author papers.

A traditional alternative to affinity scores, that also addresses the issue with reviewer interest, is bidding:
the reviewers explicitly say which papers they would be interested in. But this process is rather laborious:
for a big track, a reviewer would need to indicate their interest for hundreds of papers. It also opens up the
possibility of collusion rings (Littman, 2021). In our experience, many reviewers do not even respond to
bidding calls on time, which once again leads to some part of assignments being essentially random.

10https://aclrollingreview.org/reviewertutorial
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Match by area Match by contribution Match by language Review count Review %

✓ ✓ English 8996 71.36
n/a* n/a n/a 1052 8.35
✗ ✓ English 691 5.48
✓ ✗ English 558 4.43
✓ ✓ ✓ 476 3.78
✓ ✓ ✗ 345 2.74
✗ ✓ ✓ 164 1.3
✗ ✗ English 142 1.13
✗ ✗ ✓ 52 0.41
✓ ✗ ✓ 50 0.40

Table 2: The number of reviews matched to submission by different combinations of ACL (Area-Contribution-
Language) criteria. The ’n/a’ row corresponds to manual assignments by ACs, for which we do not have the match
information.

Thus, we experimented with a new workflow that we dub ACL (Area-Contribution-Language) paper-
reviewer-matching. It is a keywords-based matching process that explicitly targets three dimensions
of submissions: track sub-areas (topical match), contribution types (match by focus/methodology), and
target language (for submissions not focusing on English). To the extent possible, the paper-reviewer
matching aimed to provide matches across all these dimensions. This approach further enabled us to
provide the ACs with explanations for the specific matches (see §6.3).

Track sub-areas. Each track at ACL 2023 had an associated set of keywords describing its potential
sub-areas. The goal was to describe the biggest expected sub-areas, and hopefully provide the authors
with a better idea of the kind of work that the track was inviting. The full list of our keywords is publicly
available in our blog post.11 Our keywords were provided by the SACs of all tracks independently, but
the future chairs may wish to take a more top-down approach to editing this list, and to ask their SACs
to check that the list still describes the sub-areas for which the most submissions are expected, and the
individual keywords are sufficiently clear for the authors.

Language(s). Due to the “default” status of English (Bender, 2019), submissions targeting other
languages may be perceived as “niche” by reviewers. Additionally, the lack of expertise in a language may
make it harder for reviewers to spot potential issues. Hence, for papers on languages other than English,
we endeavoured to also maximize reviewer matches along this dimension.

Contribution types. The contribution types cross-cut tracks, and we hope they would help to decrease
the amount of cases where the reviewer just fundamentally does not recognize a certain type of work
(Bawden, 2019) and hence scores it down, or has unreasonable expectations (e.g. experimental results in a
position paper). For example, the category of compute/data-efficiency creates a de-facto equivalent of
efficiency track spread across all tracks.

Our contribution types are based on COLING 2018 classification (Bender and Derczynski, 2018), which
we extended as follows: (1) NLP engineering experiment (most papers proposing methods to improve
state-of-the-art), (2) approaches for low-compute settings, efficiency, (3) approaches for low-resource
settings, (4) data resources, (5) data analysis (6) model analysis & interpretability, (7) reproduction studies,
(8) position papers, (9) surveys, (10) theory, (11) publicly available software and pre-trained models.

Implementation. To collect the information for this kind of matching, we asked the authors at submis-
sion time to specify their preferred track (up to two), the best-matching keywords in that track (multiple
selection possible, or “other” option with free text entry), the best matching contribution type(s) and
target language(s). Correspondingly, at reviewer recruitment stage we asked the reviewers to fill in a form
specifying their preferences for the tracks, keywords, contribution types, and the language(s) the work
on which they could review. The matching itself was based on Integer Linear Programming, aiming to
maximize matches across the three keyword types (with more types of matching being more valuable than

11https://2023.aclweb.org/blog/reviewer-assignment/
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e.g. more matches only by area). As a fallback, we also retrieved Semantic Scholar profile data for the
reviewers and computed the similarity between submission abstracts to the abstracts in the publication
history of candidate reviewers, but this factor was given the lowest priority in the assignment strategy.

The Area-Contribution-Language matches, as well as the most similar paper of the reviewer, then also
became the basis for the rationales for the match (see §6.3). The SACs were given the opportunity to
selectively check and adjust the matches as described in §6.2 (although few of them did), and the ACs and
SACs were able to see the rationales for the matches when considering the reviews.

From the analysis of the final 12606 reviews in START, 1052 (8.3%) did not have the match information
(due to manual reviewer reassignment by the chairs, most likely emergency reviewers). Of the remaining
93.7% reviews made by our criteria, only 1.13% reviews with automated assignment were assigned based
on the similarity scores from publication history, after exhausting the possible keywords-based matches in
the reviewer pool. 82.9% reviews had at least one match by the type of area, 84.97% - by contribution
type. Importantly for DEI efforts and development of NLP for languages other than English, we had 1167
reviews for submissions that specified at least one target language other than English – and we were able
to provide a reviewer matching by (at least one) language in 63.58% such reviews.

Feedback. When asked to rate on 4-point scale how well the paper-reviewer matching worked for them,
85.5% ACL’23 reviewers rated it positively (35.7% at 4/4, 49.8% at 3/4). When asked for the kinds of
mismatch, if any, 28.4% pointed at the topic, 13.7% at the methods, 10.4% at the type of contribution,
4.5% at languages, and 5.7% at other kinds of mismatch.

We conclude that Area-Contribution-Language assignments are overall a promising direction that
can contribute to DEI efforts in the field and diversity of its contributions (see also §7). The matches
could be further refined by (a) revising the area keywords12, and (b) more targeted reviewer recruitment
to include speakers of various languages. One of our SACs suggested providing a glossary together
with the list of keywords. We also recommend investing effort into a dedicated interface for checking
reviewer assignments that would enable ACs to help with reviewer assignment checks while seeing the
up-to-date reviewer availability information, and highlighting the possible problems with the current
assignments (such as imperfect matches, rare types of contributions or languages that may need extra
attention, insufficient pool for a area or a contribution that turns out to be more popular this year).

5.3 Review issue flagging
Even with all the above efforts, we anticipated that there would still be problematic and mismatched
reviews. Given that the only people with the incentive to read the reviewer guidelines and enforce them
are the authors, we developed a way for them to flag reviews for specific issues, which the ACs could be
given specific instructions about, and be able to address more systematically.

Unfortunately, the START system does not have an editor for the author response form or meta-review
form. Hence we had to provide the authors and ACs with the list of possible issues, and ask them to
specify their type and rationale in plain text form, as shown in Figure 3. As could be expected, even with
a template there were many format errors. We recommend that the future conferences use a form with a
multi-selector, per each reviewer.

The authors actively used this feature at ACL’23, flagging 12.9% of all reviews. This is reassuring:
judging by the intensity of online discussions of peer review at each review release day, most reviews are
bad). The frequency of various reported issues is shown in Table 3. The biggest reported problem is the
heuristics such as “not novel”, “not surprising”, “too simple”, and “not SOTA”. Particularly concerning
are the rude/unprofessional reviews: even though there are only 1.69%, they have the most potential to
impact the mental health of the authors, and we should strive for that number to be 0.

The author-reported issues should be interpreted as a lower bound on the number of review issues,
because of 100 papers were reviewed but withdrew before the final decisions. It is possible that they
did because they (a) agreed with the criticism and wished to revise the paper, or (b) that they disagreed
but did not see a chance to persuade the reviewers. Assuming the latter, and that all their reviews were
problematic, this would raise the upper bound of problematic reviews to 15.3%. But it is unlikely that all

12In particular, our Language Grounding SACs indicated that their keywords should be revised and clarified.
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Figure 3: Review issue flagging: minimal plain-text implementation in START

withdrawn papers were of the (b) type, and the comments from ACs also suggest that many issues were
not fully justified.

Feedback. When asked to rate the utility of this system at ACL’23 on 4-point scale, with 4 being the
highest score, 42.1% of the authors in our exit survey rated it at 4/4, and 40.3% - at 3/4. We interpret it as
overwhelming support, and recommend that this feature is maintained in the future conferences. However,
the qualitative analysis of the authors’ comments suggests that in some cases the ACs did not respond to
the flagged issues properly, which entails the need for further training and monitoring by the SACs.

Our follow-up analysis suggests that ACs reported addressing the author-flagged issues in at least
30.59% submissions (judging by their using a similar template to Figure 3 in the “confidential notes to
chairs” in the meta-review. This should be interpreted as a lower bound: since the interface was very
clunky, it is possible that some ACs did consider the flagged issues, but did not report their actions. But,
clearly, many issues were not properly addressed, and there is much room for improvement and further
training of ACs. Still, given that this is the first implementation of this system, this is a promising approach
and it should improve in the future.

5.4 Reviewer discussion

Similarly to most of the recent *ACL conferences, we implemented the author response period: a week
during which the authors have the opportunity to read the reviews and send their response. The goal of
this process is improving the quality of the reviews, and we supplemented that goal with the above new
option for the authors to flag specific types of review issues (§5.3). The authors could (but didn’t have to)
provide a response and flag review issues; this was done for 88.3% of reviewed submissions. In 57.3%
review forms the reviewers indicated that they read the response (it is possible that more did read the
response but did not fill in the form).

Those comments were seen by the ACs, not the reviewers. The ACs had the option to initiate reviewer
discussions for the cases where they saw significant disagreements, quality issues, or misunderstand-
ings. Each paper had an associated “forum” on START, where the reviewers could communicate in an
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Type of issue Number
of reviews % of reviews

A: The review is not specific enough 272 2.16
B: Review heuristics such as “not novel”, “not surprising”, “too
simple”, “not SOTA” 678 5.38

C: The scores do not match the review text 448 3.55
D: The review is rude/unprofessional 213 1.69
E: The review does not evince expertise 542 4.3
F: The review does not match the paper type 98 0.78
G: The review does not match the type of contribution 152 1.21
H: The review is missing or too short 205 1.63
I: The review was late 12 0.1
J: Other 162 1.29

Table 3: Review issue statistics

anonymized fashion (as R1, R2, R3). The ACs were provided with instructions and suggested starter
message template.

In total, out of 4559 direct submissions to ACL, 4069 had received reviews, and for 2901 out of those
the ACs initiated discussions. In total, ACL review process generated 8553 messages (3879 by the ACs).
However, only 2107 discussions (72.63%) had at least one response from at least one reviewer. Somewhat
consistently, the discussions were overall initiated by 77.4% of all ACs. We conclude that both AC and
reviewer involvement have room for improvement.

We reviewed one case of a strong paper that ended up being rejected. The AC could have been
persuaded by a “champion” reviewer, and there was one such expert in the set who was surprised by the
final outcome—but they did not engage in the forum discussion. We followed up with the reviewer, and
they explained that since their review was already positive, they did not feel that they needed to be “on the
case” anymore. We cannot establish how common this misconception is, but we would urge all reviewers
to always read all reviews and author response, and when certain of the merit of a paper—to try to make
sure that the AC is convinced.

6 Improving decision support for the chairs

In addition to the efforts for improving the quality of peer review (§5), we implemented the following
steps for facilitating the decision support by ACs and SACs: revised SAC and AC guidelines (§6.1),
guidance for assignment checking (§6.2), match rationales (§6.3), Soundness/Excitement scores (§6.4).

6.1 Updated SAC and AC guidelines

We updated the SAC/AC guidelines that we received from the program chairs of ACL’21 in following ways.
We reformatted it to Markdown to utilize the ecosystem of GitHub (e.g., version control, asynchronous
collaboration among PCs, automated deployment). The guides were built by Sphinx13 with MyST
extension14, which enables to use Markdown and variables (making it easy to keep the consistency of
dates and external URLs between SAC and AC guides and for the future chairs to adapt to their timeline).
We also adjusted the existing instructions and created new instructions to incorporate everything we
developed, from the new reviewer guidelines to guidelines for making recommendations. We shared the
guides before the review process so that SACs and ACs can be prepared for the tasks and workloads.

Feedback. 83.3% SACS and 90.3% ACs rated the clarity of instructions at 3/4 or 4/4. Some of the
free-text comments indicated a preference for shorter guidelines, but since the process is complex, and
the guidelines need to serve both new and experienced chairs, there are limits to how much they can be
shortened.

13https://www.sphinx-doc.org/
14https://myst-parser.readthedocs.io/
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6.2 Support for checking assignments

As mentioned above, the usual workflow in large conferences is that the assignments are made automati-
cally based on affinity scores between candidate reviewers’ publication history and submissions. Usually,
the automated assignments are then shown to the ACs and SACs to check manually, but this is very
difficult in practice: SACs cannot process such a large volume on their own, so they need to rely on ACs.
But ACs, at least on START, do not have access to the list of possible reviewers together with their current
number of assignments and all their COIs, which means that even if they spot an error—it is difficult
for them to identify and recommend an available alternative. Providing the up-to-date quota and COI
information on all reviewers in track to the ACs is not possible in the current START platform. There
are also no detailed guidelines for this step, which means that even if ACs had the reviewer information,
everybody would be suggesting alternatives based on different criteria.

In our experience as SACs in previous conferences, although the automated assignments are not perfect,
very few ACs actually report the problems or propose alternatives. To see whether this was widespread,
we asked our SACs in the exit about whether, in their experience, the ACs asked to check the automated
assignments usually recommend many changes. Only 9 of our respondents previously served as SACs
in this set-up, but most of them (6/9) concurred with our experience, reporting that ACs adjust very few
assignments. When asked why the ACs do not recommend more changes, 33.3% SACs stated that there
are no adjustments because the ACs don’t really check, 29.9%—that it happens because the automated
assignments are already good enough, 29.2%—because of the difficulty with sharing up-to-date reviewer
availability information with them, and 20.8%—that there are no better candidates even if the ACs check.
37.5% indicated that there are also other issues contributing to the ACs not recommending more changes.

We interpret these results as pointing to the fundamental issue of systematically sharing up-to-date
reviewer availability information together with their preferences, experience, and profile information, in a
way that would make it easy for the ACs to perform such checks and recommend alternatives.

Given that the above factors make it unrealistic to adjust assignments with help of ACs, and that the
volume of assignments to check was too large for SACs, we experimented with an alternative approach:
since we had the “explanations” for the matches and also the quantitative information about different
types of contributions, languages and area keywords, this information would make it possible for SACs
to identify the types of submissions most in need of extra checks, and to focus on those. This way the
workload would remain manageable, and the SACs would be able to do that while having full access
to the latest reviewer availability data. To assist in this process, we developed Jupyter notebooks with
quantitative analysis per track (identifying which keywords, types of contributions and languages were
rare and could need extra attention)—as well as reviewer lookup functionality by preferred keywords,
languages or types of contribution (or any combination thereof). This solution was better than nothing,
but admittedly clunky and could be much improved.

Feedback. 66.7% of SACs stated that they believed selective checking to be overall sufficient given
sufficiently strict reviewer pool criteria (although in our specific case not all reviewers in our pool were up
to all SAC’s standards).

Caveat: we encountered difficulty with uploading the final automated assignments due to dynamic
computation of conflicts-of-interest in START. Because of that, several hundred automated assignments
had to be redone manually at the last minute. For the conferences based on START, we strongly recommend
that this computation is frozen after the main part of reviewers and chairs are added to the tracks.

6.3 Paper-reviewer match rationales

Given the information for the paper-reviewer matches that we had collected (§5.2), we were able to
provide the ACs with a list of rationales for each match (except for those reviewers who were added
manually by the chairs, and for whom we did not have this information.) A sample “explanation” for a
match is shown in Figure 4a. The idea was to provide the AC with not only the general information about
the reviewer, but also what are their interests that match this submission. Importantly, we highlighted
the cases where the author-stated type of contribution or language was not among the reviewer’s stated
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(a) Example of paper-reviewer match rationales. The most similar paper titles directly link to the
papers (based on Semantic Scholar). For contributions and languages, the rationales either show
the match, or alert to the lack of the match, so that the AC could take that into account.
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(b) Chair feedback on which features of the match explanation they found the most useful.

Figure 4: Example explanation for paper-reviewer matches, and AC utility ratings for individual features displayed.

interests, which would ideally provide the AC with grounds to check potential bias against certain kinds
of work.

Feedback. This feature received overwhelming support from the chairs: 87.5% SACs and 73.9% ACs
rated its utility at 3 or 4 out of 4 (Figure 4b). Among the suggestions for the future improvement, the
SACs suggested indicating whether the reviewer was an emergency reviewer, and how late the review
was, as well as some elements of reviewer history (e.g. whether they were late for other conferences). The
numerical similarity scores were less useful than the titles of the most similar papers. While predominantly
the ACs were very positive about easily accessible links to reviwer profiles (Figure 4b), some ACs raised
fair concerns about the effect of this feature on reviewer deanonymization: the reviewers are already
visible to ACs since they need this information for chasing late reviews, but providing links to reviewer
profiles increases the saliency of the reviewers’ identities, and hence may by itself increase bias against,
for instance, student reviewers.

6.4 Soundness/Excitement scores

While most of the experimental aspects of the ACL 2023 process was focused on matching reviewers to
papers more effectively, a larger change visible to authors and reviewers was the introduction of two new
scores on the review form to replace the Overall Recommendation that was previously the centerpiece of
*CL review forms.

We asked reviewers for two scores: Soundness and Excitement.15 Our goal was that any sound paper
would be accepted to some ACL affiliated venue (i.e., Findings), but that the “main conference” distinction
(limited by space) would be focused on the most exciting papers. Our hope was that Soundness, as a more
specific rubric with more objective criteria, would be less noisy than a single Overall Recommendation
score, which would help reduce the randomness of decisions. The AC guidelines had explicit instructions
for how these scores should map to their recommended status.

One more factor motivating our proposal was that the Soundness/Excitement distinction could help with
the author-reviewer communication during the author response. When a reviewer points out issues with

15See our definitions and rubrics for the review form and extra explanation here.
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Soundness, the authors generally have a fair chance to clear any misunderstandings or issues with review
quality, and the chairs are interested in this kind of discussion. The Excitement, however, is subjective,
and the authors do not have a fair chance to convince reviewers that their general views or research agenda
are wrong. The Soundness/Excitement distinction helps to focus the response on the Soundness issues,
and hence have a more productive discussion.

Feedback. Judging by the exit surveys, this change was overall well received: over 80% of the chairs,
reviewers and authors either expressed support or did not object to this change. 38.1% authors, 35.1%
reviewers and 29.9% ACs indicated that while the idea was good, it could be better executed. Among
the named issues was the clarity of communication about what these scores meant, the difference in
granularity (our scale for Excitement had 9 points, and Soundness only 5), and the wording could be
adjusted to remove the semblance to Overall recommendation score. We made these recommendations to
the program chairs of EMNLP 2023, who decided to keep this system.

From the communication with the authors who expressed dislike for this system, our impression is that
one of the factors here is the mistaken impression that the final decisions are overall based on scores, and
the papers with similar scores should be guaranteed the same outcome—whereas in reality the chairs
know that scores can be noisy and miscalibrated, and hence the final decisions are made on case-by-case
basis, with the full view of the reviews and meta-review, and also taking into account the acceptance
quotas and their editorial priorities.16 The Soundness/Excitement scores were rather intended to make it
harder for the chairs to just sort by the scores.

7 What Factors Contribute to ACL Peer Review Outcome?

Here we present the results of statistical analysis of ACL’23 data, with the goal of explicating what factors
contributed to the final decisions and to the quality of individual reviews. We hope that this process both
improves the transparency around chair decision-making, and highlights the potential biases and points of
improvement for future conferences.

For the new authors, we should explain the general process for the acceptance decisions at ACL’23.
First, the reviewers contribute their reviews. At the author response the authors see the reviews and have
an opportunity to respond: a process mostly intended to clarify any misunderstandings (we disallowed
submitting new results). Then the ACs initiate the reviewer discussion, with the goal to clarify misunder-
standings and improve the quality of the reviews. Based on the final reviews and their own expertise, they
write the meta-reviews and make recommendations for acceptance (Main track or Findings) or rejection.
They are not concerned with the acceptance quotas. Their recommendations and meta-reviews (as well as
reviews and author response if necessary) are then considered by the SACs, who have the constraint of
the target acceptance quota (which we set at about 22% for the main track and 35% for Findings). Their
decisions are based on three main factors: meta-reviews, quotas, and editorial priorities (with case-by-case
consideration as needed). If they run out of their quota, they may additionally rank more papers by priority
that may be accepted to main/track Findings if there is space (e.g., because some tracks did not use their
quota fully). The final step is that the program chairs confirm the SAC decisions, and try to fit in as many
papers of the ranked “maybes” as possible. In our case, that resulted in accepting more Findings papers
than we originally planned based on prior conferences.

7.1 Review Scores: Overall Distribution

We start by exploring the overall distribution of the new Excitement and Soundness scores (described in
§6.4) and how they mapped to the three possible decision outcomes (Rejection, acceptance to the Main
track, or Findings). Both Excitement and Soundness are ordinal variables, and we use the mean as a rough
estimate of the central tendency. Figure 5a shows that for both scores the means are higher for main track
than for Findings, and for Findings they are higher than for rejections. For Excitement this is fully in line
with our instructions to the chairs. For the main track, this suggests that higher (above 3) Soundness scores

16This is a general problem, and we imagine this would have also happened in the case of an Overall recommendation score.
The drawback of the Soundness plus Excitement system is that less noisy decision cutoffs make outliers more salient
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Figure 5: Soundness and Excitement scores per acceptance status

Findings Coeff Main Coeff Findings SE Main SE

(Intercept) -1.48 3.77 0.79 1.43
Soundness Mean 0.71 0.76 0.22 0.37
Excitement Mean 0.61 0.03 0.23 0.42
AC Recommendation (L) 2.66 4.50 0.50 0.94
AC Recommendation (Q) -1.16 -0.05 0.43 0.81
AC Recommendation (C) -0.04 0.10 0.31 0.58
AC Recommendation (^4) 0.04 -0.27 0.19 0.37
SAC Recommendation (L) 5.84 28.26 0.47 0.71
SAC Recommendation (Q) -1.06 13.59 0.34 0.77
SAC Recommendation (C) 1.18 7.82 0.60 0.82
SAC Recommendation (^4) 1.52 4.48 0.64 0.74

Table 4: Coefficients and Standard Errors (SE) for the Multinomial Logistic Regression Model predicting the final
acceptance decisions given the mean scores and AC/SAC recommendations. Each row corresponds to a predictor
in the model, with separate coefficients reported for each level of the outcome variable (Findings and Main). The
‘L‘, ‘Q‘, ‘C‘, and ‘4̂‘ subscripts for AC_ordinal and SAC_ordinal represent linear, quadratic, cubic, and quartic
polynomial terms, respectively, reflecting the assumed shape of the relationship between these ordinal predictors
and the log-odds of the outcomes.

also played a role in main vs Findings decisions, although the difference is less than between Findings
and rejection. The overall score distribution is shown in Figure 5b.

7.2 Factors Impacting the Final Acceptance Decisions

7.2.1 Reviewer Scores and Chair Recommendations
To establish the odds of a paper being accepted into Findings or the Main track vs it being Rejected, based
only on reviewer and chair recommendations, we fit a multinomial log-linear model with multinom()
function from the NNET package in R (Venables and Ripley, 2002).18 The dependent variable (DV) is
the Outcome coded as a three-layer categorical variable (Main track, Findings, or Reject) with Reject
being set as the reference level. The independent variables (IVs) are AC Recommendation (ordinal), SAC
Recommendation (ordinal), mean Soundness score (interval), and mean Excitement score (interval).19

The analysis is performed on the papers submitted directly to the conference as the ARR submissions
were reviewed through a different process and had different scores. The model coefficients are shown in
Table 4. The model is a good fit for the data with McFadden’s pseudo-R2 of 0.777 (McFadden, 1973).20

17Signif. codes: ‘p < 0.001’ ‘***’, ‘p < 0.01’ ‘**’, ‘p < 0.05’ ‘*’, ‘p < 0.1’ ‘.’, ‘p > 0.1’ ‘ ’.
18While ordinal regression would be more fit to represent the ordinal order of the possible outcome (Main track > Findings >

Reject) we use the multinomial model as it does not have the proportional odds assumption.
19Note both, the Excitement and Soundness are ordinal variables. Here, we employ the mean to obtain a rough estimate of the

central tendency.
20Please note the pseudo-R2 for logistic models cannot be directly interpreted as the proportion of variance explained as in

linear models. Nevertheless, the high value observed here signifies a good fit to the data. We also report Cox and Snell
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LR Chisq Df Pr(>Chisq)

Soundness Mean 10.88 2 0.0043 **
Excitement Mean 9.67 2 0.0080 **
AC Recommendation 209.71 8 0.0000 ***
SAC Recommendation 1438.12 8 0.0000 ***

Table 5: Type III Analysis of Deviance for Multinomial Logistic Regression in Table 4.17

To obtain the significance values for each IV (Table 5), we use the ANOVA() function in R on the
fitted model (Type III Anova). As expected, all four IVs are significant (p<0.05) but at different levels.
The SAC Recommendation (χ2(8) = 1438.12, p< 0.001)21 and AC Recommendation (χ2(8) = 209.71,
p< 0.001) significantly predict the Outcome with the SAC Recommendation appearing to be a better
predictor (as expected, since AC recommendation are made without regards to the acceptance quotas).
The mean Soundness score (χ2(2) = 10.88, p= 0.0043) and mean Excitement score (χ2(2) = 9.67, p
= 0.0080) are also significant at p<.05.

To establish the exact contributions of mean Soundness and Excitement scores to acceptance decisions
for the Main track and Findings, we can look at Table 4 again. Note that since it is a multinomial regression
model, the coefficients indicate an increase in log odds rather than directly interpretable odds (for which
the coefficients need to be exponentiated). The “Findings Coeff” and “Main Coeff” correspond to the
log-odds of being accepted into the Findings and Main track as opposed to being rejected.

Soundness. In the case of the mean Soundness score the coefficient is positive for both Findings (0.71)
and the Main track (0.76). This means that for one unit increase in the mean Soundness score the log-odds
of being accepted as opposed to being rejected increase by 0.71 for Findings and 0.76 for the Main track.
By taking the exponential of these values, we see that for one unit increase in the mean Soundness score
the odds to be accepted increase 2.03 times for Findings and 2.14 times for the Main track.

Excitement. Similarly, both coefficients are positive for the mean Excitement score for both Findings
(0.61) and the Main track (0.03). This means that for one unit increase in the mean Excitement score the
log-odds of being accepted vs rejected increase by 0.61 for Findings and 0.03 for the Main track. By
taking the exponential of these values we see that for one unit increase in the mean Excitement score the
odds of being accepted increase 1.84 times for Findings and 1.03 times for the Main track. While the
values are still positive, this increase is much lower22 than for the mean Soundness scores, especially for
the Main track. The overall distribution of these scores per acceptance status is shown in Figure 5b.

AC Recommendations. Since AC Recommendation is an ordinal variable, it is coded using polynomial
contrast, so the L indicates linear effect, Q a quadratic effect, C a cubic effect, and so on. Here we look
mostly at the linear effect since it has a direct (linear) effect on the outcome. We see that both coefficients
are positive, indicating that with an increase of one unit, the log-odds of being accepted vs being rejected
increase by 2.66 units for Findings and 4.50 units for the Main track. By taking the exponential of these
values we see that one unit increase in AC Recommendation corresponds to a 14.30-fold increase in the
odds of being accepted into Findings (vs being rejected) and 90.02-fold increase in the odds of being
accepted into the Main track (vs being rejected).

SAC Recommendations. SAC Recommendation is also an ordinal variable, hence we see the same
types of coefficients. However, the magnitude of the SAC’s decision appears to be much greater with
a greater effect on the final outcome. With one unit increase in SAC Recommendation the log-odds of
being accepted vs being rejected increase by 5.84 units for Findings, and 28.26 units for the Main track.

pseudo-R2=0.794 (Cox and Snell, 1989) and Nagelkerke pseudo-R2=0.913 (Nagelkerke, 1991).
21χ2 denotes likelihood ratio chi-square statistic.
22This latter finding seems counter-intuitive, given that our AC guidelines stressed that Findings is a venue for all sound work,

while “sound& exciting” would be the basis for recommendations to the main track—but even among the papers accepted to
the main track 39% have at least one “negative” Excitement score (Figure 7b). At the same time, even among the Findings
papers, only 49% have predominantly negative Excitement ratings, so there is a preference for at least some Excitement. This
could be related to the confusion about the meaning of the scores in the initial iteration (see subsection 6.4).
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LR Chisq Df Pr(>Chisq)

Paper Type 12.47 2 0.0020 **
Review Issues 43.61 2 0.0000 ***
Preprinted 47.96 2 0.0000 ***
Previous Submissions 4.38 2 0.1120
Languages Number 0.57 2 0.7528
Languages not only English 3.53 2 0.1711
Contribution: Efficiency 1.18 2 0.5540
Contribution: Resource 4.34 2 0.1139
Contribution: Reproduction 16.59 2 0.0002 ***
Contribution: Theory 7.70 2 0.0213 *
Contribution: Software 19.62 2 0.0001 ***

Table 6: Type III Analysis of Deviance for Multinomial Logistic Regression, predicting submission Outcome (Main,
Findings, Reject) conditioned on the variables listed in the table.24

Converting these values to their exponentials, we see that one unit increase in SAC Recommendation
corresponds to a 343.78-fold increase in the odds of being accepted into the Findings (vs being rejected)
and a massive increase of 1.88× 1012 for the odds of acceptance into the Main track (vs being rejected).

The model hence shows that the SAC recommendation is a much stronger predictor than the AC
recommendation, which helps to explain why it is possible for a paper to be rejected even with a positive
meta-review. AC recommendations are made without regards to the acceptance quotas, and SACs
necessarily have to override them in many cases.

7.3 The Impact of Other Submission Properties
There are many properties of submissions that could systematically make a difference to their final
outcome. In this section we investigate the possible effect of the type of contribution, the target languages,
whether the reviews were problematic (as reported by the authors), and whether the paper was available
as a preprint. To establish the importance of these factors, we fit another multinom() model, similarly
to what we did in Table 4, and obtain the significance levels for each variable using Type III Anova.
While the ordinal model would potentially better preserve the natural order of the final outcome (rejection
being the worst and acceptance to the main track being the best outcome), the fitted model violated the
assumptions of the ordinal model.

Since this model does not include strong predictors such as reviewer scores and chair recommendations,
the fit of this model is relatively poor23 compared to the model in Table 4, which has a McFadden’s
pseudo-R2 of approximately 0.80 (indicating a substantial improvement over the null model). In contrast,
this model has a McFadden’s pseudo-R2 of approximately 0.01, suggesting that it barely improves upon
the null model. Nevertheless, this model can still be used to establish the individual contributions of the
submission-level properties, which likely interact in complex ways in the scores and recommendations.
Statistically significant factors are also not necessarily strong predictors by themselves.

The results of this experiment are shown in Table 6. According to this analysis, the following factors
have a statistically significant impact on submission outcome: low-quality reviews, preprinting, short/long
paper type, and three types of contributions (software, reproduction, and theory).

To also assess the relative importance of our predictors in forecasting the final outcome, we employed a
Random Forest algorithm (Liaw and Wiener, 2002). The results are shown in Figure 6. The most crucial
predictor was Review Issues (i.e., author complaints about reviews25) with a Mean Decrease Gini value of
46.09. This suggests that this predictor played the most significant role in reducing the Gini impurity, and
therefore, in improving the precision of our model. The second factor with the biggest Mean Decrease
Gini is Preprinting (22.84). This analysis does not state the absolute importance of any factor (e.g., that

23Its 3-class accuracy is 52%, vs 90% for the model shown in Table 4. This is the accuracy of the model on the withheld test set
when the model is fitted with 70% of the data. The accuracy of the model on all data is about 1% higher.

24Signif. codes: ‘p < 0.001’ ‘***’, ‘p < 0.01’ ‘**’, ‘p < 0.05’ ‘*’, ‘p < 0.1’ ‘.’, ‘p > 0.1’ ‘ ’.
25The number of author complaints likely reflects (at least) two factors: the reviews that were truly problematic, and simply

negative reviews since the authors are more likely to complain about those. In the latter case the leading cause for rejection is
the negative review.
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Figure 6: The importance of predictors in predicting the Outcome, ranked by mean decrease in Gini impurity.
Predictor significance is indicated by color, with dark purple for not significant and dark green for significant
predictors as per levels of significance indicated in Table 6.

Contribution type % submissions Match Mismatch Match-Mismatch

Efficiency 9.62 50.27 46.56 3.71
NLP engineering experiment 61.5 46.66 47.33 -0.67
Software and pre-trained models 12.14 56.75 45.56 11.19
Data resources 19 49.25 46.37 2.88
Data analysis 10.48 48.14 46.78 1.36
Reproduction studies 2.08 66.25 46.51 19.74
Approaches for low-resource settings 18.22 49.79 46.28 3.51
Surveys 1.64 44.44 46.96 -2.52
Interpretability 25.29 51.8 45.27 6.52
Theory 3.8 56.85 46.53 10.32
Position papers 2.57 53.54 46.74 6.8

Table 7: Acceptance rate among direct submissions that were reviewed and considered for acceptance, with (Match)
and without (Mismatch) given contribution types. The average acceptance rate in this pool is 46.92%.

Preprinting increases the chances of acceptance by X%), and we are not claiming that these effects are
independently large—but they do appear to be statistically significant. We will discuss these factors
further: short/long papers in §7.3.1, contribution types in §7.3.2, review issues in §7.5.5, preprints in
§7.5.7.

7.3.1 Short/long papers
Short papers have had significantly lower acceptance rates at most recent *ACL conferences. To mitigate
that, we highlighted the problem in the reviewer instructions, had a separate Soundness formulation
for short papers, and asked the SACs to consider the short and long papers separately, with their own
target acceptance quotas. Despite all that, the significant effect of paper type (Table 6) is obvious: the
long papers had 23.50% acceptance rate to main track vs 16.53% for short, and for Findings, the rate
was respectively 41.89% vs 35.58%. The core reason seems to be that the source reviewer scores are
systematically lower, despite all calls to not expect 120% thoroughness of short papers.

7.3.2 Types of contribution
We were pleasantly surprised to find a significant positive effect for the contributions of theory, reproduc-
tions, and pre-trained models and software (Table 6). The two latter types are in line with the findings
by (Magnusson et al., 2023) who report that reproducibility efforts are rewarded. This effect is also
visible from simply considering the differences in acceptance rates for papers with and without these
contribution types, shown in Table 7. In fact, the “average” acceptance rate of 46.92% is the closest to
the most “mainstream” type of contribution (NLP engineering experiment, 61.5% submissions) – and all
other contribution types except surveys have the acceptance rate at least slightly higher than that.
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Submissions subset Contribution type % submissions Match Mismatch Match-Mismatch

Resources & Evaluation Resource 5.48 48.39 48.21 0.18
All tracks without Resources & Evaluation Resource 94.52 49.48 46.34 3.14
Interpretability and Analysis of Models Interpretability 4.89 52.69 57.14 -4.45
All tracks without Interpretability Interpretability 95.11 51.61 45.18 6.43

Table 8: Acceptance rate among direct submissions inside and outside tracks that targeted a resources and inter-
pretability contributions, with (Match) and without (Mismatch) given contribution types. The average acceptance
rate in this pool is 46.92%.

Accepted papers only Rejected papers only All papers
% α[CI] % α[CI] % α[CI]

Ordinal Soundness 20.72 0.093[0.047,0.137] 17.68 0.116[0.076,0.156] 19.10 0.318[0.294,0.340]
Excitement 12.68 0.120[0.075,0.169] 10.65 0.134[0.094,0.173] 23.23 0.311[0.287,0.334]

Categorical Soundness 77.28 0.032[−0.052,0.112] 37.39 0.092[0.064,0.119] 53.80 0.221[0.194,0.248]
Excitement 37.11 0.087[0.055,0.120] 49.60 0.074[0.039,0.114] 43.74 0.233[0.212,0.255]

Table 9: Inter-reviewer agreement on soundness and excitement scores, measured as raw % agreement (%) and
Krippendorff’s alpha (α) with 95% confidence interval [CI].26 We consider only direct submissions to ACL’23 that
were fully reviewed, and for which the final decisions were made: 3847 in total, 1805 “accept” (to either Main track
of Findings), and 2042 “reject”.

The lack of a visible disadvantage in acceptance rates for non-mainstream types of contributions is a
very positive finding. Consider the case of efficiency-oriented papers: they did not have a dedicated track,
but their acceptance rate was not lower (and even a bit higher) than for the average in the pool (where
the majority of engineering-oriented submissions focuses on performance). In effect, every track was
an efficiency track, allowing both access to the area expertise and reviewers with interest in this type of
contribution. We cannot establish to what extent this is due to Area-Contribution-Language matching or
an overall increased interest in the need for efficient NLP solutions. But as long as such contributions are
in the minority, we would recommend ensuring the matches by this criterion.

A complication for our analysis arises for two contribution types that also had large associated tracks:
resources and interpretability. In this case, it is possible that the lack of difference in acceptance rate is
due to the extra effort of ensuring the reviewers with matching interests through the track mechanism.
To check for that, we compare the acceptance rates for these types of contributions inside and outside of
the dedicated tracks (Table 8). We find that in all cases the match between tracks and contribution types
yields a 3-6% increase above the average acceptance rate of 46.92%. An interesting case is interpretability
and model analysis, which has a 4.45% higher acceptance rate outside of its dedicated track (probably
indicating an appreciation for papers that perform analysis in addition to some other type of contribution).

7.4 How Much do ACL Reviewers Agree?

The issues with consistency of peer review were recently highlighted in the ML community by the
two NeurIPS experiments (Price, 2014; Cortes and Lawrence, 2021; Beygelzimer et al., 2021). By
treating peer review as an annotation problem (Rogers and Augenstein, 2020), we can apply the existing
methodology for analyzing inter-annotator agreement (IAA). We consider three reviewers (annotators) per
paper, discarding the rare cases of 4 reviews (from emergency assignments). We compute Krippendoff’s
α (Krippendorff, 2011) on the Soundness and Excitement scores (Table 9). We treat these scores as
ordinal data. We also experiment with mapping both scores to binary “positive/negative” categories (3–5
> “sound" for Soundness and 3.5–5 > “exciting” for Excitement, since the borderline scores were 2 for
Soundness was 2 and 3 for Excitement).

26“Ordinal” refers to the α coefficient computed using raw scores treated as ordinal variables. The percentage agreement for
Soundness was computed using the raw scores (5-point scale). In order to match the scale length the percentage agreement
for Excitement was computed on the rounded scores (i.e., 3.5 was treated as 4.0, etc.). “Categorical” denotes scores converted
into either positive or negative decisions based on the given threshold (3.0 for Soundness and 3.5 for Excitement).
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Figure 7: Review scores vs acceptance outcome. “Positive” scores (+) refer to the above-borderline scores
(Soundness >=3, Excitement >=3.5), and “negative” (-) - to the number of scores below borderline.

Consistent with the general perception of inconsistency in peer review, α shows a level of IAA that
seems far too low (the rule of thumb is that “substantial” agreement is in the range of 0.6-0.8 (Artstein
and Poesio, 2008; Paun et al., 2022)). However, the raw agreement for the accepted papers (in the
categorical view, i.e. as sound/unsound, exciting/unexciting) is almost twice higher for Soundness
than for Excitement. We interpret this as an indication that although the scores are still noisy, it helps
to ask more specific questions with more objective criteria. The much lower raw agreement on the
Excitement is also in line with our point that this is overall a less relevant direction for the author response
and reviewer discussion. Arguably we do not even want a high agreement on Excitement: everybody
interested in the same thing could indicate that the field is ossifying and stagnating.

As a sanity check, we also analyzed IAA for the raw reviewer scores of EMNLP 2022 and EACL
2023. Both of these conferences used a single “overall recommendation” score, formulated differently for
short and long papers. In EMNLP 2022, for 3092 observations for 3 reviewers (discarding R4 data), with
scores treated as ordinal data, we got α 0.316 for the short papers, 0.31 for long, and 0.318 for the whole
distribution – which is almost exactly the same as our α for both our scores (in the ordinal case). In EACL
2023, for 1121 subjects for 3 reviewers we got α 0.317 for the short papers, 0.34 for long, and 0.348 for
the whole distribution.
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A related question is “what kind of disagreements do we actually have?” Figure 7a shows the distribution
of individual score values for all papers in a given acceptance status, which suggests that even papers
accepted to the main conference had some very negative reviews. Figure 7b breaks down the scores into
“positive” (Soundness >= 3, Excitement >= 3.5) and “negative”, and considers the combinations of three
reviews as “all positive” (+ + +), “all negative” (- - -), “2 positive, 1 negative” (+ + -) and “2 negative, 1
positive” (- - +). We can see that despite disagreements on the exact scores, the papers accepted to the
main track have a high ratio of “positive” review combinations for Soundness (88%, only 11% papers with
one negative Soundness score). But for Excitement our SACs accepted to the main track 39% papers with
one negative Excitement score, and 37% papers with a single “champion” reviewer. For Findings, they
even accepted 37% papers which only 1 reviewer was excited about. Figure 7c shows the total number of
submissions with various combinations of positive and negative Soundness and Excitement scores, and
Figure 7d shows the same categories, but with the number of accepted papers with that score combination.

Our data indicates that despite noisy scores and high disagreement, the mechanism of ACs and SACs
does “rescue” many papers with one negative review, and at least the raw agreement does improve for the
more specific Soundness score. Judging by the community feedback (§5), in this first implementation
there was a lot of confusion about what the scores meant, and we expect that in future iterations the
agreement could improve further.

7.5 Analysing Reviews and Review Scores

In this section, we take a step back from the final acceptance decisions and look only at the individual
reviews and their scores, rather than the final outcome of the submission.

7.5.1 Do the Area-Contribution-Language matches impact reviewer scores?

To answer this question, Figure 8 shows the distributions of the individual reviewer scores for Soundness,
Excitement, reviewer Confidence, and Reproducibility for all cases where the reviews were or weren’t
matched by the area, contribution type, or language. The biggest visible impact is in reviewer Confidence,
where the contributions are not matched by area: the ratio of reviews with high scores (4+) is decreased
by about 14%. A worrying observation is that there is a 5% increase in high Confidence scores for the
submissions where the reviewer is not matched by language and could be expected to feel less rather than
more confident. We also observe an 11% increase in Soundness ratings 3+ from reviewers matched by
language vs those mismatched, and 7% in Reproducibility.

7.5.2 Do the Area-Contribution-Language matches impact the reviewer activity?

To establish whether Area-Contribution-Language matching had any effect on reviewer activity, we
counted the reviewers as “active” if they had at least one forum message or more than one review edit. The
distributions of active/inactive reviewers that are/aren’t well-matched to submissions by Area-Contribution-
Language criteria are shown in Figure 9. At a glance, there are a lot more matched & active reviewers, but
since generally a lot more reviewers were matched than mismatched (see Table 2), we would generally
expect that to be the case even by chance.

To establish whether there are any statistically significant effects, we first fit a generalized linear
model (GLM) using the glm() function in R.27 The dependent variable was binary (the activity of the
reviewer). The predictors were a contribution match (binary variable), a studied language match (three-
layer categorical variable),28 and an area match (binary variable), all of which were treated as categorical
variables (at least one matching keyword of the correct type). The link function was logit, corresponding
to a binomial distribution of the response variable (logistic regression).

27To validate the assumptions of the GLM, we examined the variance inflation factors (VIFs) using the vif() function in R to
assess multicollinearity among predictors. The VIFs were all close to 1, suggesting that multicollinearity was not a concern.
We also visually inspected residual plots to assess the model fit and did not find any obvious deviations from homoscedasticity
or linearity.

28For the language we consider three categories: (1) non-English language match, (2) non-English language mismatch, and (3)
match only by English; under the assumption that all reviewers will be familiar with English.

29Signif. codes: ‘p < 0.001’ ‘***’, ‘p < 0.01’ ‘**’, ‘p < 0.05’ ‘*’, ‘p < 0.1’ ‘.’, ‘p > 0.1’ ‘ ’.
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Figure 8: Area-Contribution-Language Matches impact on reviewer scores. In each plot, True/False refers to the
reviews where the submissions were/weren’t matched by area, contribution or language.

The results of the GLM (see Table 10) suggest that contribution match is a significant predictor of the
reviewer’s activity (β = 0.16, SE = 0.08, z = 1.97, p = 0.048). Since the estimates relate to log-odds we
consider the exponential of the reported value (1.178) which suggests that the odds of the reviewer being
active when the contribution type is well-matched are 1.178 times higher than when the contribution does
not match the reviewer’s expertise. The remaining variables, that is language match and area match, are
not significant predictors in this model (p > 0.05).30

Finally, we considered the language match as a binary variable, excluding English language papers. We
conduct a Chi-square test (χ2) to examine the association between the language match (excluding English)
and reviewer activity Table 11. The test reveals no significant association between the language match
and reviewer activity (χ2(1)=0.73432, p = 0.3915). The chi-square test was performed using Pearson’s
Chi-squared test with Yates’ continuity correction with the chisq.test() function in R.

We conclude that of the Area-Contribution-Language matching rubrics, only the contribution type
contributes to improvement in reviewer activity. Although the effect is modest (1.178 times increase
in likelihood of reviewer activity), given that reviewer activity post-submission is very important, and
its level needs to be improved (§5.4), we would urge the future chairs to consider this criterion in the
assignments. It also provides a quick and interpretable way to consider the variety of the types of work

30McFadden‘s pseudo-R2 of the model is 0.0008231973, which is very low. This suggests that our model does not explain
much of the variability in the data. However, it is important to note that in the context of generalized linear models, the inter-
pretation of pseudo-R2 is not as straightforward as it is in ordinary least squares regression. The pseudo-R2 is not necessarily
a measure of the proportion of variance explained by the model in the data. Instead, it is a measure of the likelihood improve-
ment per observation relative to the null model. Despite the low pseudo-R2, our model could still provide valuable insights
into the relationships between the independent variables (match type) and the reviewer‘s activity.
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Figure 9: Area-Contribution-Language matches vs reviewer activity. In each plot, True/False refers to reviews
where the reviewers weren’t matched to the submission by area, contribution or language

Estimate Std. Error z value Pr(>|z|)
(Intercept) 1.1511 0.1012 11.38 0.0000 ***

Match Contribution (True) 0.1638 0.0830 1.97 0.0484 *
Match Language (False) -0.1076 0.1142 -0.94 0.3461
Match Language (True) 0.0114 0.0921 0.12 0.9015

Match Area (True) -0.1151 0.0786 -1.46 0.1432

Table 10: Generalized linear model (GLM) estimates for predicting reviewer activity using match categories. Each
row represents a different predictor.29

Test Chisq df p-value
Pearson’s Chi-squared (Yates’ correction) 0.73432 1 0.3915

Table 11: Results of Pearson’s Chi-squared test with Yates’ continuity correction for the effect of language match
(excluding English) on the reviewer’s activity

that are being submitted, and to provide extra attention to the assignments for the non-mainstream kinds
of work.

7.5.3 Do reviewer confidence scores reflect their experience?
START profiles contain self-reported reviewer experience labels (“never”, “first time”, “3 or fewer events”,
“4 events and more”. We explored the relationship between this data and reviewer Confidence scores
but found no strong effect. We do observe a small (about 4%) increase in the volume of 4+ Confidence
scores for the most experienced reviewers, and it’s significant according to the ordinal logistic regression
model31. But the effect is quite small, and judging by this data we don’t recommend relying on confidence
as a proxy for reviewer experience. Moreover, we observe no relation between this reviewer experience
data and the number of review issues reported by the authors. This is a rather depressing finding from the
perspective of reviewer training, and we hope that it is rather due to START profiles not being updated by
the reviewers.

7.5.4 Do the reviewer scores correlate with length of the reviews?
The ACL review form had the following text input fields: summary, reasons to accept, reasons to reject,
questions to the authors, missing references, suggestions&typos, and confidential notes to the chairs. We
roughly estimated the length of these inputs by splitting on the whitespace, and computed Spearmans
correlation (Spearman, 1987) between these variables and reviewer scores for Soundness, Excitement,

31We fit model in R using the polr() function from the MASS package (Venables and Ripley, 2002) with reviewer’s confidence
as an ordinal DV and experience as a three-layer categorical IV. We compare this model to an intercept-only model using
the Anova() function. While the difference between these models is significant, McFadden’s pseudo-R2 is extremely low
(4.247533× 10−4).
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Figure 10: Spearmans’ correlation between reviewer scores, confidence, and the length of review text fields. The
insignificant correlation was left blank (p>0.05).

Confidence, and Reproducibility. The results are shown in Figure 10.
As could be expected, we observe a significant negative correlation (-0.35-0.36) between the length

of Reasons to Reject and both Soundness and Excitement scores, and the opposite trend for the Reasons
to Accept (0.28-0.37). Interestingly, the length of Reasons to Accept also correlates positively with the
Reproducibility score, indicating that the community appreciates this factor (0.15). Confidence has a
similar correlation with the length of missing references. Finally, there is a high correlation between the
length of “questions to the authors” and “suggestions”, indicating that the reviewers who engage with the
submission deeply use both of these fields.

The highest positive correlation is between our Soundness and Excitement scores32 (0.68), which is in
line with the intuition that unsound work would probably not be found exciting either.

7.5.5 What factors are associated with review issues?

As discussed in §5.3, we introduced a mechanism for the authors to flag specific types of issues with
reviews, and we received such flags for 12.9% of the reviews. Figure 11 shows the ratio of reviews with
complaints (True) and without (False). For both Soundness and Excitement there is a clear trend towards
more complaints with lower scores, but there are also complaints for high scores (e.g., 43.1% of reviews
which the authors complained about had Soundness 4). This makes more sense if we consider the figure
Figure 11d, which shows that 95% complaints are made about reviews where at least one of the scores is 3
or less. This suggests that reported review issues are associated with negative reviews, even for Excitement
(although we tried to make it clear that this score is subjective and does not need arguing).

To explore other possible factors that could make the reviews more likely to be reported we fit a GLM
model using the glm() function in R. The dependent variable is the presence or absence of reported
issues (binary variable), and the predictors are the Excitement score (ordinal), Soundness score (ordinal),
Confidence score (ordinal), Reproducibility score (ordinal), length of Reasons to Reject (interval), length
of Reasons to Accept (interval), the Contribution Match (binary), Area Match (binary), Language Match
(three-layer factor), Reviewer’s Experience (three-layer factor), and Reviewer’s Activity (binary). The link

32This finding is important for the model reported in Table 4: the acceptance decisions are indeed based on both factors, and
they are meant to capture different information, but the high correlation between these two variables suggests that the esti-
mates obtained in Table 4 should be interpreted with caution.
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Figure 11: Reviewer scores vs the amount of issues reported with reviews. In each plot, True/False refers to the
reviews which were or were not flagged for review issues by the authors.

function was logit, corresponding to a binomial distribution of the response variable (logistic regression).33

The coefficients of the fitted model are presented in Table 12.
We further employ the type III Anova using the ANOVA() function in R in order to obtain significance

levels for each factor which are presented in Table 13. While McFadden’s pseudo-R2 of the fitted model
is only 0.067, several variables of this model are significant predictors of the review issues.

The most significant factors are Soundness, Excitement, and the length of Reasons to Accept. All of
these variables have a negative relationship with the reviewer issues, perhaps unsurprisingly, with higher
scores the review is less likely to be reported. Similarly, longer text in the Reason to Accept field leads to
less chance of the review being reported. Counter-intuitively, the positive coefficient associated with the
reviewer being active suggests that when the reviewer is active (i.e. with at least one review revision or a
forum message) the log-odds of the review issue increase by about 0.32, all else being equal. That is, the
more active reviewers (putting in more effort) are actually receiving more complaints.

Other significant factors are Language Match and the reviewer’s confidence; both associated with
negative coefficients. This suggests that when the reviewer is familiar with the non-English language
investigated in the study, the log-odds of a review issue decrease by approximately 0.26 (i.e., the review
is 1.29 times less likely to be flagged for issues). Similarly, the negative coefficient of the reviewer’s

33We inspect the residuals plots and compute the variance inflation factor to assure that the assumptions of GLM are not vio-
lated.

34Signif. codes: ‘p < 0.001’ ‘***’, ‘p < 0.01’ ‘**’, ‘p < 0.05’ ‘*’, ‘p < 0.1’ ‘.’, ‘p > 0.1’ ‘ ’.
35Signif. codes: ‘p < 0.001’ ‘***’, ‘p < 0.01’ ‘**’, ‘p < 0.05’ ‘*’, ‘p < 0.1’ ‘.’, ‘p > 0.1’ ‘ ’.
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Estimate Std. Error z value Pr(> |z|)
(Intercept) 0.5999 0.2570 2.334 0.0196 *
Soundness -0.3816 0.0479 -7.967 1.63e-15 ***
Excitement -0.4584 0.0549 -8.349 < 2e-16 ***
Confidence -0.0855 0.0393 -2.176 0.0295 *
Reproducibility 0.0609 0.0335 1.816 0.0693 .
Reasons to Reject 0.0004 0.0002 1.508 0.1315
Reasons to Accept -0.0052 0.0011 -4.748 2.06e-06 ***
Match Contribution (True) 0.0763 0.1148 0.664 0.5066
Match Area (True) -0.1352 0.1030 -1.313 0.1892
Match Language (False) 0.0270 0.1476 0.183 0.8550
Match Language (True) -0.2639 0.1275 -2.070 0.0384 *
Experience (Experienced) -0.0744 0.0684 -1.087 0.2769
Experience (Zero) -0.0274 0.1164 -0.235 0.8143
Reviewer Active (True) 0.3172 0.0737 4.303 1.69e-05 ***

Table 12: Coefficients of the Generalized Linear Model predicting the review issues. The table includes the
coefficient estimate, standard error, z-value, and p-value for each predictor.34

LR Chisq Df Pr(>Chisq)

Soundness 64.65 1 0.0000 ***
Excitement 70.45 1 0.0000 ***
Confidence 4.71 1 0.0300 *
Reproducibility 3.31 1 0.0688 .
Reasons to Reject 2.23 1 0.1353
Reasons to Accept 24.17 1 0.0000 ***
Match Contribution 0.45 1 0.5035
Match Area 1.69 1 0.1940
Match Language 4.61 2 0.0998 .
Experience 1.24 2 0.5386
Reviewer Active 19.35 1 0.0000 ***

Table 13: Type III Analysis of Deviance for the variables in the Generalized Linear Model predicting whether issues
were reported for the given review.35

Confidence suggests that with an increased Confidence score the likelihood of the review to be reported
decreases though by a small margin.

7.5.6 Do we have bad actors?
To explore the possibility that many reported review issues are due to individual unprofessional reviewers,
let us consider the fact that 1,620 reviews with reported issues were authored by 1311 reviewers, i.e. about
a third of our total pool. But most of these reviewers had more than three reviews, and 1060 of them were
only reported once. Of the remaining reviewers, 201 were flagged twice, and 50 reviewers had more than
3 complaints. We conclude that while there are indeed some unprofessional reviewers, and conferences
need to systematically share such information and develop a system to address this problem, there are
few such cases (6.2% if we consider all reviewers with more than 2 flags, and 1.2% with more than 3
flags). An interesting takeaway from Figure 11c is that the reviews that are problematic according to
the authors, do not have lower confidence scores, so these are unlikely to be the new reviewers or the
reviewers unfamiliar with the area.

According to folk wisdom, the bad reviewer is usually Reviewer2 (sometimes Reviewer3). We clear
their good name: at ACL’23, the most issues were reported for Reviewer1, as shown in Figure 12.

7.5.7 Can the reviewers tell who the authors are?
In 567/12606 (4.5%) reviews the reviewers indicated that they have seen the paper, either by seeing a
preprint (533) or by other means (34). Additionally, 513 (4.1%) reviewers indicated that they had a good
guess of the author identity based on the paper content. 11460 (90.9%) ACL’23 reviews were reported as
fully anonymous.

The community “recall” on the preprinted submissions is as follows: we had 628 submissions (13.8%
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Figure 12: The number of review issues reported for R1, R2, and R3

of all direct submissions) for which the authors had disclosed preprints. The reviewers identified 306
(49%) of them. Hence, we estimate that although in our sample the number of “guesstimates” based on
content is about the same as the number of preprinted papers, if the current 1-month embargo period was
to be lifted, and the volume of preprints were to increase – the latter would also increase, while the volume
of “guessed” authorship cases should stay the same (at about 4-5%). Interestingly, our reviewers reported
another 102 submissions, for which preprints were not disclosed by the authors. We recommend that the
future chairs investigate at earlier stages whether such cases are due to false memories of similar preprints,
or preprint policy violations.

7.5.8 Do preprints affect the peer review process?

Having established that reviewers do have a high recall for preprints (§7.5.7), we investigate the possible
connection between the reviewer’s awareness of the author identity on their Soundness, Excitement, and
Confidence scores by fitting Cumulative Link Mixed Effect models with the Laplace approximation using
the clmm() function for the ordinal package in R (Christensen, 2022). The response variable is the given
score and the predictor is the Anonymity answer (fixed effects). We also employ random intercepts for the
paper (SubmissionID) and reviewer (ReviewerID) to account for this variability (random effects).36

Soundness. The results of the model fitted for the effect of Anonymity on the Soundness scores are
present in Table 14. The Anonymity has five possible values: (1) the reviewer does not know the authors
(reference level), (2) the reviewer may know the authors, (3) the reviewer knows the authors via means
other than online posting, (4) the reviewer knows the authors via online posting prior to the anonymity
period, and (5) the reviewer knows the authors via online posting post to the anonymity period. Estimates
for different answers to the anonymity question presented in Table 14 suggest that the reviewers were
1.59 times more likely to assign higher Soundness scores when they thought they may know the authors,
and 1.75 times more likely to assign higher Soundness scores when they have seen the preprint online.37

Excitement. The results of the model fitted for the effect of Anonymity on Excitement are present in
Table 15. Estimates for different answers to the anonymity question presented in Table 15 suggest that the
reviewers were 1.49 times more likely to assign higher Excitement scores when they thought they may
know the authors, and 1.73 times more likely to assign higher Excitement scores when they have seen the
preprint online.

Confidence. The results of the model fitted for the effect of Anonymity on reviewer’s Confidence are
present in Table 16. Estimates for different answers to the anonymity question presented in the table
suggest that the reviewers were 1.29 times more likely to report higher Confidence scores when they

36We validate the model fit by examining residual plots and convergence criteria. The residual plots showed no clear patterns
or extreme outliers, and the satisfactory convergence indicates a reasonable model fit. We further observe that, perhaps
unsurprisingly, both SubmissionID and ReviewerID account for a substantial portion of the variability in each of the response
variables.

37We take the exponential of each coefficient.
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Estimate Std. Error z-value Pr(>|z|)

Random effects:
SubmissionID (Intercept) 2.2427 1.4976
ReviewerID (Intercept) 0.7806 0.8835

Fixed effects:
Anonymity (2) 0.46037 0.11744 3.920 8.85e-05 ***
Anonymity (3) 0.02567 0.41291 0.062 0.9500
Anonymity (4) 0.55947 0.13081 4.277 1.90e-05 ***
Anonymity (5) 0.36749 0.27565 1.333 0.1820

Table 14: Cumulative Link Mixed Model Results for the effect of Anonymity on the Soundness scores. The reference
level is Anonymity (1) (i.e., not knowing the authors).

Estimate Std. Error z-value Pr(>|z|)

Random effects:
SubmissionID (Intercept) 1.6675 1.2913
ReviewerID (Intercept) 0.5163 0.7185

Fixed effects:
Anonymity (2) 0.39828 0.10629 3.747 0.000179 ***
Anonymity (3) 0.13179 0.37724 0.349 0.726816
Anonymity (4) 0.54498 0.11816 4.612 3.98e-06 ***
Anonymity (5) 0.08329 0.24708 0.337 0.736049

Table 15: Cumulative Link Mixed Model Results for the effect of Anonymity on the Excitement scores. The reference
level is Anonymity (1) (i.e., not knowing the authors).

thought they may know the authors, and 1.80 times more likely to assign higher Confidence scores when
they saw the preprinted online.

We thus conclude that submissions with preprints, as well as submissions where the reviewers believe
they could guess the authors, systematically receive higher ratings for both Soundness and Excitement,
as well as higher Confidence scores. We further note that preprinted papers are disproportionately
recommended for consideration for best paper awards (and without such a recommendation from at least
one reviewer the submissions are not considered by the best paper committee). In total, only 1.6% papers
received any reviewer nominations at all, and for 30% of those papers, the authors had disclosed preprints.

While our data shows the pattern of higher scores, acceptance chances, and best paper nominations
for preprinted submissions, the causal mechanism remains a question: is it because such papers are
inherently higher quality, or because of the benefits of community feedback they may receive, or because
of the well-documented reviewer biases towards towards famous names and institutions (Peters and
Ceci, 1982; Tomkins et al., 2017, among many others)? Since these possibilities necessitate different
actions on the part of the chairs who strive for higher-quality program, the causal question needs to be
answered for informed policy decisions. Since we observe an increase in likelihood of higher scores
both for real preprints and for submissions where the reviewers only thought that they might know the
authors (although the effect is smaller in that case), we can conclude that the social factor is definitely
present—but more research is needed to establish its exact contribution. But the fact that we only had
13.8% preprints suggests that the current 1-month embargo policy is effective in at least reducing the
volume of the problem.

8 Special Review Processes

8.1 Ethics review
Following the practice started at NAACL 2021, we formed an Ethics Committee (EC) dedicated to ethical
issues. The review process was based on work in prior conferences and further developed by ARR and
recommendations from the ACL ethics committee. Initially there were 235 technical reviews flagging 218
papers for ethics concerns, and the SACs narrowed down the list based on the guidelines developed by the
ethics chairs) to 75 papers, 6 of which did not make it to the ethics review (either withdrawn or cleared).
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Estimate Std. Error z-value Pr(>|z|)

Random effects:
SubmissionID (Intercept) 0.416 0.645
ReviewerID (Intercept) 3.413 1.847

Fixed effects:
Anonymity (2) 0.2576 0.1227 2.099 0.0358 *
Anonymity (3) 0.4210 0.4194 1.004 0.3155
Anonymity (4) 0.5874 0.1342 4.376 1.21e-05 ***
Anonymity (5) 0.3413 0.2864 1.192 0.2334

Table 16: Cumulative Link Mixed Model Results for the effect of Anonymity on the Confidence scores. The
reference level is Anonymity (1) (i.e., not knowing the authors).

20 papers under ethics review were labeled accept as-is, 43 received conditional accepts, and 6 were
recommend for rejection. Of those recommended for rejection, 1 was accepted nonetheless, 1 was rejected
as a result, and 4 were rejected on technical grounds. Of the conditionally accepted ones, 26 were rejected
on technical grounds, and 1 was withdrawn. 16 passed the technical review and were conditionally
accepted, meaning the ethics issues had to be addressed in the camera-ready version, to be verified by the
SAC (based on EC guidance) prior to final acceptance.

The authors of all conditionally accepted papers submitted the camera-ready version and a short
response that explained how they had made the changes requested. The SAC double-checked these revised
submissions and responses, and confirmed that the ethical concerns had been addressed. As a result, all
conditionally accepted papers were accepted to the main conference or Findings.

8.2 Best paper selection

ACL’23 implemented the new ACL award policy, aiming to expand the pool of work that is recognized as
outstanding. In total, only 73 papers, i.e. 1.6% of all direct38 submissions were nominated by the reviewers
or ACs for consideration for awards. These papers were assessed by the Best Paper Award Committee, and
with their help we selected 4 best papers, 4 special awards (social impact, resource, reproduction, theme
paper), and 39 outstanding papers. The best and outstanding papers will be announced in a dedicated
plenary session for Best Paper Awards on July 10 2023.

We encountered several issues with implementing the best paper policy as described in the wiki. With
73 nominated papers, to keep it down to 10 papers per judge and have 2 reviews per paper, we had to
recruit 15 judges. At this scale, the workload is compatible with organizing a separate track: recruitment,
paper assignments, chasing late reviews – only this time recruiting exclusively very senior and busy
people, and it is very important to upheld diversity considerations (which we weren’t able to do full
justice). For the future, we recommend that a separate chair role is created for managing this process,
similar in scope to the role of the ethics review chairs.

Furthermore, since the diversity considerations in the committee selection entail incompatible time
zones, we found it impractical to require the judges to meet and jointly decide on the cases where they
disagree (as recommended in the policy). Hence, after the judges cast their votes39, the PCs made the final
decisions on the basis of their recommendations (in particular, in the cases where one judge recommended
outstanding paper and the other recommended not considering it further), we upheld the objections to
flaws in the papers, shallowness of analysis, and ethical issues, which left us with 39 papers (a little short
of the 1-1.5% total submissions policy target for the outstanding papers).

Finally, the ACL award policy described an Area Chair Award: the award that the SACs of a given
track can give to one paper in their track, fully on their own authority. This was part of the guidelines
for the final SAC recommendations, but we did not require them to be made at the same time. We
sent out reminders after that, but received such nominations from only 12/26 tracks (with the theme

38This is only for the direct submissions to ACL. Due to the difficulty of seeing ARR nominations in START, we did not notice
the 2 nominations out of 305 ARR submissions until it was too late.

39We found the agreement on the best paper committee votes to also be not very high: only 24/73 nominated papers received a
unanimous vote to either consider for (any) award or not consider further.
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track nomination transformed into the special Theme paper award). We recommend batching these
recommendations with the final SAC recommendations as a single task.

9 Improving the Incentives

9.1 Improving Reporting Incentives for the Authors: Responsible NLP checklist

Following the effort started by NAACL 2022 and continuted at ACL Rolling Review (Carpuat et al.,
2021), we used the Responsible NLP Checklist as a way to ensure that all submissions conform to a
certain minimum standard of reporting on their reproducibility efforts, data collection principles, and
consideration of broader impacts. However, at NAACL 2022 and ACL Rolling Review, these checklists
are only used internally during peer review.

To improve the transparency of NLP research and create a stronger incentive to invest effort in this
work, we made the Responsible NLP Checklists an official part of all published papers. The authors filled
out the checklist information in a special form, and we later used that form to generate pdf versions of the
checklist, which was appended to every paper pdf for the ACL Anthology.

This change was announced in our Call for Papers, and we additionally communicated it to the authors.
The authors had the opportunity to update the checklist form during the preparation of the camera-ready
version of their papers.

One modification to the checklist was introducing a mandatory question about AI writing assistance.
This was motivated by the introduction of OpenAI’s ChatGPT (OpenAI, 2022), the precedent of AI-
assisted scientific paper writing of Meta’s Galactica (Taylor et al., 2022), and, more importantly, a massive
wave of promotion for AI “writing assistants” shortly before our direct submission deadline. We did not
aim to completely ban AI-assisted writing (which does have legitimate use cases such as assistance to
non-native English speakers), but to improve transparency: just like with the other ethics-related questions
in the checklists, our posted policy required authors to explicitly state what they did. Our question and
policy were subsequently adopted by ACL Rolling Review.

Magnusson et al. (2023) have reported that the higher rate of “yes” responses to the Reproducibility
checklist at 4 NLP conferences. Given that our checklist includes reproducibility questions, and repro-
ducibility positively correlates with both Soundness and Excitement, we would expect the Responsible
NLP checklist to perform the same role. The reviewers themselves were predominantly positive about it:
66.99% rated it as “somewhat useful”, 18.13% as “very useful”, and only 14.35% — as “not useful”.

Table 17 shows the ratios of submissions answering ‘yes’ to the questions of the checklist, and the
acceptance rates for the submissions that answered ‘yes’ vs those that didn’t. For most questions of
the checklist, there is a small increase in acceptance rate for submissions that answer ‘yes’. The most
significant increases are for reporting limitations (so we recommend that the conferences keep mandating
this section), reporting hyperparameters and computation budget (in line with the high correlation between
reproducibility ratings and reviewer scores §7.5), citing relevant work, contributing scientific artifacts
such as models and software (in line with our finding of a significant effect for this contribution type
discussed in §7.3).

An interesting case is the “catch question” A3 (does your abstract accurately summarize your work?).
It drew some criticism as “meaningless bureaucracy”, since all submissions should respond “yes” to it. It
was actually intended to see that the responders were not just clicking through the checklist. Most authors
did respond ‘yes’, but those 2.24% that didn’t saw a -25.4 decrease in acceptance rate. We interpret this as
suggesting that the sloppiness in filling out the checklist correlates with sloppiness elsewhere in the work.

Finally, our new question about the use of writing assistants is the only one where the response ‘Yes’ is
associated with a decrease in acceptance rate, although not very large.

9.2 Improving Incentives for Reviewers: Reviewer Awards

Arguably the biggest source of issues with peer review quality is the lack of incentives to invest more
work in invisible service labor. One direction is reputational awards, eg via creating reviewer profiles, as
in Publons. Another is material awards, such as monetary prizes similar to the best paper awards. Yet
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Checklist question % submissions Yes Not Yes* Yes-Not_yes

A1 (limitations) 46.92 47.62 17.05 30.57
A2 (risks) 56.23 49.28 43.88 5.4
A3 (catch question) 97.76 47.49 22.09 25.4
A4 (AI-assisted writing) 7.3 41.28 47.36 -6.08
B (artifacts) 72.45 50.09 38.58 11.51
B1 (cite) 71.02 49.96 39.46 10.5
B2 (license) 37.8 52.48 43.54 8.94
B3 (intended use) 45.28 49.48 44.8 4.68
B4 (PII) 22.02 49 46.33 2.67
B5 (documentation) 48.95 50.93 43.08 7.85
B6 (statistics) 70.47 49.76 40.14 9.62
C (computation) 92.31 47.76 36.82 10.94
C1 (parameters) 78.58 48.96 39.44 9.52
C2 (hyperparams) 85.5 48.49 37.63 10.86
C3 (stats) 81.02 48.19 41.51 6.68
C4 (packages) 76.01 47.16 46.15 1.01
D (humans) 28.98 52.11 44.8 7.31
D1 (instructions) 20.95 53.85 45.08 8.77
D2 (payment) 21.19 53.5 45.15 8.35
D3 (consent) 17.31 51.2 46.02 5.18
D4 (IRB) 9.62 53.24 46.25 6.99
D5 (demographics) 14.61 54.27 45.66 8.61

Table 17: The ratio of ‘Yes’ responses to checklist questions vs the responses other than ‘yes’ (i.e. both ‘no’ and ‘no
response’). The average acceptance rate in this pool is 46.92%.

another is punitive incentives, such as penalizing the late reviewers by delaying the reviews for their own
submissions (Hauser and Fehr, 2007), or even blocking them from reviewing at future conferences.

All of these approaches are not without issues. Punitive incentives generally shift the focus to not
getting penalized, rather than delivering high-quality reviews. Material awards may introduce the wrong
incentives (Squazzoni et al., 2013), and, depending on the institution and the country, the prize may be
taxed or not even make it to the recipient. Conference fee waivers also may also reward the reviewer’s
institution rather than the reviewer, since the institutions usually bear the registration costs. While a survey
found that reviewers generally prefer reputational awards over material (Warne, 2016), their value also
depends on whether the reviewer’s institution rewards such work.

We proposed to the ACL exec (and received their approval for) an initiative to match the new ACL best
paper award policy with recognizing about 1-1.5% of outstanding reviewers and chairs. This combines
reputational and material incentives. Instead of monetary prizes, we proposed awarding vouchers for
virtual attendance of any *ACL (ACL, NAACL, EACL, AACL, EMNLP) conference of the awardee’s
choice, to be used within a year of the award date. Since many institutions do not support the attendance
of conferences without accepted papers (or even with papers accepted to workshops and Findings), we
hope that this measure will increase the overall number of conferences that the awardees can attend.

We asked the area chairs to nominate the reviewers in their pool who provided extra helpful reviews,
high-quality emergency reviews, “champion” reviews, reviewers who were particularly active in the
discussion phase, or demonstrated exceptional open-mindedness or expertise. We received 51 such
nominations. We also asked the Senior Area chairs to nominate exceptional area chairs, receiving 13
nominations. Finally, we as the program chairs also nominated the (3) SACs of the track who were
the most on-time, provided the most helpful feedback, and followed our instructions the most closely.
Excluding the duplicates, this resulted in 67 total nominations. All awards will be announced on the
conference website40.

Since the total number of nominations was within our target number of awards (1-1.5% of total
reviewers and chairs), we were able to award all 66 nominations (out of 4998) without creating a selection
committee. In the future, we recommend that an extra volunteer role is created for managing the selection
of awardees and managing the awards.

40https://2023.aclweb.org/program/best_reviewers
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Caveats: despite our calls to nominate reviewers and chairs, relatively few ACs and SACs did that: only
7/70 SACs and 28/438 ACs. We recommend that the AC/SAC guidelines are expanded with a section
about these awards, and that ACs are asked to start keeping track of potential outstanding reviewers at the
(a) review quality check stage, (b) discussion stage, rather than only during meta-reviews (as we did). The
SACs could be asked to start keeping track of outstanding ACs at the (a) assignment checks, if that is the
process used by the venue, (b) meta-reviews, (c) nominating on the basis of quantitative analysis of the
activity in the discussion forum and the number of author-reported review issues that the AC addressed.

9.3 Improving Incentives for Chairs: Peer Review Reports

Our final proposal for improving the incentives for peer review work was to increase its visibility by
placing the program chair reports and any findings from their analysis of the internal conference data as an
official part of the proceedings for the respective conference. This report is aiming to create a precedent
for that. In the past, there have been two options for publishing such work: standalone research papers
that undergo their own peer review, and miscellaneous blog posts and reports published in ACL wiki. But
the former is not appropriate for reporting on incidental findings (since most of the program chairs work
is not executed as a research project targeting a specific research question). The latter is unfortunately too
difficult to discover, especially for the people outside of our field or new organizers who may not know
which blog posts and wikis to search.

This initiative aims to improve the transparency of the overall process, and lets the younger members of
the community have more insight into how the *ACL conferences work. Moreover, given the increasing
attention to peer review in NLP community (Gao et al., 2019; Caragea et al., 2019) and more broadly
in ML conferences (Price, 2014; Stelmakh, 2020; Beygelzimer et al., 2021), it would be useful to make
the incidental findings from the conferences more easily discoverable, incl. to the researchers in the ML
community and other fields.

The main difficulty for the program chairs and the publication chairs with implementing this proposal
is that the full report needs to be prepared before the conference, when there is a lot of other work. To
implement this, the set of volunteer roles would need to be expanded (see section 10). We also recommend
that to the extent possible, the future chairs start documenting their workflow for the report early on
(perhaps during the main review cycle).

10 Recommendations

Improving logistics. There are several sources of papers to the ACL main conference that the program
chairs have no control over: TACL, CL, Industry Track Papers, SRW papers. This means that the PCs
need to ingest four different sources of information with potentially little means of interacting with the
relevant authors (in contrast to direct submissions). ARR is in a liminal space between direct submissions
and these other papers. The timing and format of how the papers enter ACL should be standardized.

Desk rejections. Desk reject requirements should be clearly stated in the call for papers or in the ACL
Paper formatting guidelines. The guidelines omit rules or lack clear thresholds for rejection. For example,
there is no minimum separation between captions and tables/figures nor between section titles and the text
above and below. Nor are there minimum text sizes for text within tables or figures. Adding clear rules
would make the first pass reviewing more efficient and fair. ACL also needs to communicate more clearly
about the role of the aclpubcheck script: it’s a necessary but not sufficient check. Many authors assume
that if they pass the aclpubcheck script, then they have followed all formatting guidelines.

Soundness/Excitement scores. With predominantly positive feedback in the exit survey (§6.4), and
evidence of significant improvement in raw agreement (§7.4), we believe this experiment was successful
and should be continued. The formulation of the scores and the review form should be improved, and care
should be taken to reduce the overall complexity of the form.

Review issue flagging. This feature received overwhelming support from the authors, and should be
continued and standardized (i.e., cleanly incorporated into author response form)—especially since it
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is likely to improve after several iterations, when everybody is more familiar with it and the reviewer
guidelines. More AC training is needed to address the flagged issues.

Continued reviewer policy publications. 12.9% of all ACL’23 reviews were flagged by the authors
for various issues, with the most frequent problem being reviewer heuristics such as “too simple” and
“not SOTA”. It is reassuring to know that the ratio of bad reviews is already not very high, but of course
we should strive to further decrease it. The reviewer guidelines, in combination with the review issue
flagging mechanism, serve a double purpose: even if the reviewers do not read them, the authors will
(since they have the incentive to call out problematic reviews), and then the area chairs also will (to
handle the author-flagged issues). Hence, eventually, these policies will become widely known across the
community, and enforced by it. We urge the future chairs to continue publishing their reviewer policy or
simply re-use ours, and explicitly point to it in review, author response, and meta-review forms.

Reviewer assignment check support. There is currently no convenient interface for the ACs to look up
the assigned reviewers and browse the alternatives with up-to-date availability information. Its lack is a
major hurdle for the chairs, and it may cause either delays in the process or skipping the checks.

Reviewer match explanations. Our area chairs were very positive about this feature. For venues not
using an interpretable assignment algorithm such as our keywords-based process, at the very least, the
reviewer profiles and relevant papers should be provided directly with the review, without any extra search.

Post-acceptance decision litigation. Having increased the acceptance rate for Findings, we were
surprised to still receive a large volume of emails from the authors who, considering their scores and
meta-review, argued that either their paper should have been accepted to the main track, or that it shouldn’t
have been rejected. It appears that some subcommunities share their scores with each other, under the
mistaken impression that if one paper with certain scores was accepted, others with similar scores should
be too. We had no capacity for anything beyond checking for clerical errors. The peer review process
is by no means perfect, and there was certainly some noise in the decisions—but it is also certain that
many authors who disagree with their decisions would try to argue their case if given the chance. If such
litigation is not an announced an official part of the conference process—doing so for the select few
would not be fair to all the other authors who also disagree with their decisions. We recommend that the
future chairs either build this into their process and dedicate time and resources to it, or pre-announce that
decisions are final and will not be reconsidered, beyond the cases of clerical errors.

Area-Contribution-Language matching. The results of our experiment with exactly matching the
reviewers with submissions by these areas allowed us to establish that it is possible to ensure a fair
acceptance rate for most “non-mainstream” contribution types, and for the 63.8% of the submissions that
had target languages other than English, we were able to provide a reviewer competent in that language.
These results are by no means perfect, and it is important that the future venues improve on them, perhaps
with other methods. But Area-Contribution-Language matching could be considered a fair baseline for the
future conferences, when considering the success rates for different types of submissions and languages.
All that is needed from the chairs is to include in submission forms the checkboxes for different types
of contributions, and input fields for the target languages other than English. At the very minimum, the
chairs would then be able to analyze the acceptance rates of different types of submissions, and compare
it with ours (Table 7). One step further would be to also solicit this information from the reviewers, and
estimate the quality of automated matches by the explicit keyword matches (see Table 2).

One more practical takeaway for future work is that if we used a solution relying purely on publication
history from Semantic Scholar—25% of our matches would have been made on unreliable information.
For embeddings-based solutions to work better, we would first need to provide them with better data, and
this will take a bigger Semantic Scholar cleaning campaign than what we were able to elicit.

Reconsidering the acceptance rate for Findings. The initial iterations of Findings starting with
EMNLP 2020 had the Findings acceptance rate at about 35%. This is the target rate we gave to our
SACs, and then we tried to accommodate as many of their ranked preferences as we could. Although
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we had over 40% rate with Findings, still, in many SAC comments we saw that they were overriding
acceptance recommendations of ACs only to meet the quotas. While the quota for the Main track will
stay at 20-25% for venue ranking reasons, we do not see why Findings could not be further extended
to have room for most sufficiently sound work. About 60% of our direct submissions had at least two
positive (above-borderline) reviews for Soundness and at least one for Excitement. Assuming some noise
in the negative reviews for Soundness, it would be only reasonable to expect that at least 45%-50%
submissions are Findings-worthy. Of course, the track SACs would not have to accept that many (the
ratio of high-quality papers may vary between tracks and years), but when they do not see good reasons to
reject — they should not be constrained by the Findings quota. This step would presumably also further
decrease the burden of re-reviewing for resubmissions. We also recommend developing a standard process
for Findings authors to apply for presentation at topically matching workshops, and for at least virtual
poster presentation slots at the main conference.

Further research on the effect of preprinting on peer review. We find that the preprinted papers
have consistently higher ratings (for both Soundness, Excitement, and reviewer confidence), get more
recommendations for awards, and a higher acceptance rate. There are several possible underlying causes
(from reviewer biases to higher initial paper quality and benefits of community feedback), which likely all
contribute to this effect. Since these factors necessitate different actions if they were the major contributor
to the observed effect, for informed policy decisions it is necessary to establish how they intermix. We
observe however that although the present 1-month embargo policy does not solve this problem, it is
effective at mitigating it, since we only had 13.8% such papers.

Consistently working to improve peer review concistency. Our analysis shows that the inconsistency
in numerical reviewer score ratings is remarkably consistent across *ACL conferences (at about α 0.3
across EMNLP’22, EACL’23, and ACL’23). Among the likely culprits are miscalibrated scales, different
interpretations of scales, at least some reviewers not even reading the guidelines, and reviewer biases.
That said, we do see almost twice the raw agreement for our Soundness score (that is supposed to be
more objective) over Excitement (more subjective), when the scores are mapped to the sound/unsound vs
exciting/unexciting categorical variables. This suggests that asking more concrete questions does help (as
long as the reviewer form does not become too complicated), and we can continue improving peer review
on the basis of the general NLP methodology for iterating on guidelines and measuring agreement.

Ethics review. The innovation of the ethics review is useful and necessary, but it should be explicitly
built into the timeline. We particularly struggled with the conditional accepts.

Responsible NLP Checklist. With predominantly positive reviewer feedback and evidence of improved
acceptance rates for submissions that follow the best reporting practices, we believe that this is an
important instrument for creating the right incentives for better science. We also recommend continuing
to make it public, to strengthen these incentives.

AI-assisted reviews. We did not expect this happen so soon, but already at ACL’23 some chairs reached
out to us with questions about reviews that they suspected to be at least partly generated. The reviewer
guidelines will need to be updated with respect to that as well, including how sending papers to cloud-based
language models may violate confidentiality.

Review policy updates. The rise of popular commercial systems such as ChatGPT that are claimed to
be general-purpose, made an unfortunate match with our field’s tendency to expect the popular systems in
all papers as universal baselines. We did not consider this at ACL’23, since ChatGPT fell out of scope of
3-month policy for considering contemporaneous work, but we did already have at least one precedent of a
reviewer asking for a comparison with ChatGPT. We recommend that future chairs develop a clear policy
in the reviewer guidelines about requests for comparisons with “closed” systems, to avoid numerous
issues with evaluation methodology and benchmark data contamination (Rogers, 2023).

Expanding the set of volunteer roles. Our experience suggests that PC-ing a conference of ACL’23
size is a job that can no longer be realistically done by 3 volunteers. Early on, we introduced a visa
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support team41 to start early with issuing the letters of invitation for Canada. We also had crucial help
from two PC assistants: Youmi Ma, an administrative assistant who handled much of the conference
email, and Marzena Karpinska, who helped with analysis of peer review data in this report. In the future,
we recommend that a dedicated role of a peer review chair is created, whose responsibility will be to
supplement PC report with analysis of the data of the respective conference and comparing it with any
records from previous conferences (so as to establish the effect of any new policies), and to coordinate the
peer review awards selection and logistics (see §9.2). The growing volume of nominations for best papers
requires a best paper chair, handling in effect the organization of a separate track and review process.
Finally, we could have used a lot of help in the conference schedule: ideally there would be a dedicated
schedule chair, ideally serving at several conferences so as to reduce friction and reuse the skill set as
much as possible, as well as incorporate feedback from several events. Given that ACL had papers from
SRW, Industry, ARR, TACL, CL, Findings, and the Main Conference, it’s not necessarily feasible that the
main track PCs can effectively coordinate scheduling all of these papers.

Another option would be for each conference to have two sets of PC chairs, one remaining from the
previous year and one new. This would lighten the workload and ensure a smoother process (since people
do not learn how to do everything from scratch each time). The first-year PCs would do the bulk of the
work after the paper notifications are sent, and the second-year PCs would concentrate on the review
process, analysis and the report. The first-year PCs would observe that and have better knowledge for
designing the review process (CFP, SAC nominations, review criteria, etc).The second-year PCs would
observe the COI requirements.
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Early Discovery of Disappearing Entities in Microblogs
Satoshi Akasaki, Naoki Yoshinaga and Masashi Toyoda . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4507

DiffusionBERT: Improving Generative Masked Language Models with Diffusion Models
Zhengfu He, Tianxiang Sun, Qiong Tang, Kuanning Wang, Xuanjing Huang and Xipeng Qiu4521

Lifting the Curse of Capacity Gap in Distilling Language Models
Chen Zhang, Yang Yang, Jiahao Liu, Jingang Wang, Yunsen Xian, Benyou Wang and Dawei Song

4535

xc



Towards Faithful Dialogues via Focus Learning
Yifan Deng, Xingsheng Zhang, Heyan Huang and Yue Hu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4554

Back Translation for Speech-to-text Translation Without Transcripts
Qingkai Fang and Yang Feng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4567

Prompter: Zero-shot Adaptive Prefixes for Dialogue State Tracking Domain Adaptation
Ibrahim Taha Aksu, Min-Yen Kan and Nancy Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4588

Enhancing Dialogue Generation via Dynamic Graph Knowledge Aggregation
Chen Tang, Hongbo Zhang, Tyler Loakman, Chenghua Lin and Frank Guerin . . . . . . . . . . . . . 4604

Multi-modal Action Chain Abductive Reasoning
Mengze Li, Tianbao Wang, Jiahe Xu, Kairong Han, Shengyu Zhang, Zhou Zhao, Jiaxu Miao,

wenqiao zhang, Shiliang Pu and Fei Wu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4617

Exploring the Capacity of Pretrained Language Models for Reasoning about Actions and Change
Weinan He, Canming Huang, Zhanhao Xiao and Yongmei Liu. . . . . . . . . . . . . . . . . . . . . . . . . . .4629

Unified Demonstration Retriever for In-Context Learning
Xiaonan Li, Kai Lv, Hang Yan, Tianyang Lin, Wei Zhu, Yuan Ni, GUOTONG XIE, Xiaoling

Wang and Xipeng Qiu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4644

Movie101: A New Movie Understanding Benchmark
Zihao Yue, Qi Zhang, Anwen Hu, Liang Zhang, Ziheng Wang and Qin Jin . . . . . . . . . . . . . . . . 4669

Enhancing Language Representation with Constructional Information for Natural Language Under-
standing

Lvxiaowei Xu, Jianwang Wu, Jiawei Peng, Zhilin Gong, Ming Cai and Tianxiang Wang . . . . 4685

Query Structure Modeling for Inductive Logical Reasoning Over Knowledge Graphs
Siyuan Wang, Zhongyu Wei, meng han, Zhihao Fan, Haijun Shan, Qi Zhang and Xuanjing Huang

4706

DimonGen: Diversified Generative Commonsense Reasoning for Explaining Concept Relationships
Chenzhengyi Liu, Jie Huang, Kerui Zhu and Kevin Chen-Chuan Chang . . . . . . . . . . . . . . . . . . 4719

Incorporating Attribution Importance for Improving Faithfulness Metrics
Zhixue Zhao and Nikolaos Aletras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4732

Reward Gaming in Conditional Text Generation
Richard Yuanzhe Pang, Vishakh Padmakumar, Thibault Sellam, Ankur Parikh and He He . . 4746

Hidden Schema Networks
Ramses J Sanchez, Lukas Alexander Conrads, Pascal Welke, Kostadin Cvejoski and Cesar Ali

Ojeda Marin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4764

Towards Robust Low-Resource Fine-Tuning with Multi-View Compressed Representations
Linlin Liu, Xingxuan Li, Megh Thakkar, Xin Li, Shafiq Joty, Luo Si and Lidong Bing . . . . . 4799

An Ordinal Latent Variable Model of Conflict Intensity
Niklas Stoehr, Lucas Torroba Hennigen, Josef Valvoda, Robert West, Ryan Cotterell and Aaron

Schein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4817

Multilingual Conceptual Coverage in Text-to-Image Models
Michael S Saxon and William Yang Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4831

xci



Pre-Training to Learn in Context
Yuxian Gu, Li Dong, Furu Wei and Minlie Huang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4849

Ethical Considerations for Machine Translation of Indigenous Languages: Giving a Voice to the Spea-
kers

Manuel Mager, Elisabeth Albine Mager, Katharina Kann and Ngoc Thang Vu . . . . . . . . . . . . . 4871

Revisiting non-English Text Simplification: A Unified Multilingual Benchmark
Michael Joseph Ryan, Tarek Naous and Wei Xu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4898

Don’t Generate, Discriminate: A Proposal for Grounding Language Models to Real-World Environ-
ments

Yu Gu, Xiang Deng and Yu Su . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4928

Privacy-Preserving Domain Adaptation of Semantic Parsers
Fatemehsadat Mireshghallah, Yu Su, Tatsunori Hashimoto, Jason Eisner and Richard Shin . 4950

Guide the Many-to-One Assignment: Open Information Extraction via IoU-aware Optimal Transport
Kaiwen Wei, Yiran Yang, li jin, Xian Sun, Zequn Zhang, Jingyuan Zhang, Xiao yu Li, Linhao

Zhang, Jintao Liu and Guo Zhi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4971

Actively Supervised Clustering for Open Relation Extraction
Jun Zhao, Yongxin Zhang, Qi Zhang, Tao Gui, Zhongyu Wei, Minlong Peng and Mingming Sun

4985

ConvGQR: Generative Query Reformulation for Conversational Search
Fengran Mo, Kelong Mao, Yutao Zhu, Yihong Wu, Kaiyu Huang and Jian-Yun Nie . . . . . . . . 4998

KILM: Knowledge Injection into Encoder-Decoder Language Models
Yan Xu, Mahdi Namazifar, Devamanyu Hazarika, Aishwarya Padmakumar, Yang Liu and Dilek

Hakkani-Tur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5013

VSTAR: A Video-grounded Dialogue Dataset for Situated Semantic Understanding with Scene and Topic
Transitions

Yuxuan Wang, Zilong Zheng, Xueliang Zhao, Jinpeng Li, Yueqian Wang and Dongyan Zhao5036

NLPeer: A Unified Resource for the Computational Study of Peer Review
Nils Dycke, Ilia Kuznetsov and Iryna Gurevych . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5049

IM-TQA: A Chinese Table Question Answering Dataset with Implicit and Multi-type Table Structures
Mingyu Zheng, Yang Hao, Wenbin Jiang, Zheng Lin, Yajuan Lyu, QiaoQiao She and Weiping

Wang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5074

Z-Code++: A Pre-trained Language Model Optimized for Abstractive Summarization
Pengcheng He, Baolin Peng, Song Wang, Yang Liu, Ruochen Xu, Hany Hassan, Yu Shi, Chen-

guang Zhu, Wayne Xiong, Michael Zeng, Jianfeng Gao and Xuedong Huang . . . . . . . . . . . . . . . . . . . 5095

Mixture-of-Domain-Adapters: Decoupling and Injecting Domain Knowledge to Pre-trained Language
Models’ Memories

Shizhe Diao, Tianyang Xu, Ruijia Xu, Jiawei Wang and Tong Zhang . . . . . . . . . . . . . . . . . . . . . 5113

Unsupervised Graph-Text Mutual Conversion with a Unified Pretrained Language Model
Yi Xu, Shuqian Sheng, Jiexing Qi, Luoyi Fu, Zhouhan Lin, Xinbing Wang and Chenghu Zhou

5130

Randomized Smoothing with Masked Inference for Adversarially Robust Text Classifications
Han Cheol Moon, Shafiq Joty, Ruochen Zhao, Megh Thakkar and Chi Xu . . . . . . . . . . . . . . . . 5145

xcii



SESCORE2: Learning Text Generation Evaluation via Synthesizing Realistic Mistakes
Wenda Xu, Xian Qian, Mingxuan Wang, Lei Li and William Yang Wang . . . . . . . . . . . . . . . . . 5166

Tokenization and the Noiseless Channel
Vilém Zouhar, Clara Meister, Juan Luis Gastaldi, Li Du, Mrinmaya Sachan and Ryan Cotterell

5184

Contextual Distortion Reveals Constituency: Masked Language Models are Implicit Parsers
Jiaxi Li and Wei Lu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5208

MetaAdapt: Domain Adaptive Few-Shot Misinformation Detection via Meta Learning
Zhenrui Yue, Huimin Zeng, Yang Zhang, Lanyu Shang and Dong Wang . . . . . . . . . . . . . . . . . . 5223

Tackling Modality Heterogeneity with Multi-View Calibration Network for Multimodal Sentiment De-
tection

yiwei wei, Shaozu Yuan, Ruosong Yang, Lei Shen, zhangmeizhi li, Longbiao Wang and Meng
Chen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5240

COLA: Contextualized Commonsense Causal Reasoning from the Causal Inference Perspective
Zhaowei Wang, Quyet V. Do, Hongming Zhang, Jiayao Zhang, Weiqi Wang, Tianqing Fang,

Yangqiu Song, Ginny Y. Wong and Simon See . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5253

MEMEX: Detecting Explanatory Evidence for Memes via Knowledge-Enriched Contextualization
Shivam Sharma, Ramaneswaran S, Udit Arora, Md. Shad Akhtar and Tanmoy Chakraborty 5272

WikiHowQA: A Comprehensive Benchmark for Multi-Document Non-Factoid Question Answering
Valeriia Bolotova-Baranova, Vladislav Blinov, Sofya Filippova, Falk Scholer and Mark Sanderson

5291

Making Language Models Better Reasoners with Step-Aware Verifier
Yifei Li, Zeqi Lin, Shizhuo Zhang, Qiang Fu, Bei Chen, Jian-Guang LOU and Weizhu Chen5315

Distributed Marker Representation for Ambiguous Discourse Markers and Entangled Relations
Dongyu Ru, Lin Qiu, Xipeng Qiu, Yue Zhang and Zheng Zhang . . . . . . . . . . . . . . . . . . . . . . . . . 5334

MISGENDERED: Limits of Large Language Models in Understanding Pronouns
Tamanna Hossain, Sunipa Dev and Sameer Singh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5352

Reasoning with Language Model Prompting: A Survey
Shuofei Qiao, Yixin Ou, Ningyu Zhang, Xiang Chen, Yunzhi Yao, Shumin Deng, Chuanqi Tan,

Fei Huang and Huajun Chen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5368

Tackling Ambiguity with Images: Improved Multimodal Machine Translation and Contrastive Evalua-
tion

Matthieu Futeral, Cordelia Schmid, Ivan Laptev, Benoı̂t Sagot and Rachel Bawden . . . . . . . . 5394

Hybrid Knowledge Transfer for Improved Cross-Lingual Event Detection via Hierarchical Sample Se-
lection

Luis Fernando Guzman Nateras, Franck Dernoncourt and Thien Huu Nguyen . . . . . . . . . . . . . 5414

BLEURT Has Universal Translations: An Analysis of Automatic Metrics by Minimum Risk Training
Yiming Yan, Tao Wang, Chengqi Zhao, Shujian Huang, Jiajun CHEN and Mingxuan Wang 5428

Cross-modal Attention Congruence Regularization for Vision-Language Relation Alignment
Rohan Pandey, Rulin Shao, Paul Pu Liang, Ruslan Salakhutdinov and Louis-Philippe Morency

5444

xciii



Enhancing Personalized Dialogue Generation with Contrastive Latent Variables: Combining Sparse
and Dense Persona

Yihong Tang, Bo Wang, Miao Fang, Dongming Zhao, Kun Huang, Ruifang He and Yuexian Hou
5456

Can LMs Learn New Entities from Descriptions? Challenges in Propagating Injected Knowledge
Yasumasa Onoe, Michael J.Q. Zhang, Shankar Padmanabhan, Greg Durrett and Eunsol Choi5469

Explaining How Transformers Use Context to Build Predictions
Javier Ferrando, Gerard I. Gállego, Ioannis Tsiamas and Marta R. Costa-jussà . . . . . . . . . . . . .5486

DISCO: Distilling Counterfactuals with Large Language Models
Zeming Chen, Qiyue Gao, Antoine Bosselut, Ashish Sabharwal and Kyle Richardson . . . . . . 5514

Non-Sequential Graph Script Induction via Multimedia Grounding
Yu Zhou, Sha Li, Manling Li, Xudong Lin, Shih-Fu Chang, Mohit Bansal and Heng Ji . . . . . 5529

SCOTT: Self-Consistent Chain-of-Thought Distillation
Peifeng Wang, Zhengyang Wang, Zheng Li, Yifan Gao, Bing Yin and Xiang Ren . . . . . . . . . . 5546

Clinical Note Owns its Hierarchy: Multi-Level Hypergraph Neural Networks for Patient-Level Repre-
sentation Learning

Nayeon Kim, Yinhua Piao and Sun Kim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5559

Incorporating Distributions of Discourse Structure for Long Document Abstractive Summarization
Dongqi Pu, Yifan Wang and Vera Demberg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5574

Evaluating Open-Domain Question Answering in the Era of Large Language Models
Ehsan Kamalloo, Nouha Dziri, Charles Clarke and Davood Rafiei . . . . . . . . . . . . . . . . . . . . . . . 5591

No clues good clues: out of context Lexical Relation Classification
Lucia Pitarch, Jordi Bernad, Lacramioara Dranca, Carlos Bobed Lisbona and Jorge Gracia . 5607

Won’t Get Fooled Again: Answering Questions with False Premises
Shengding Hu, Yifan Luo, Huadong Wang, Xingyi Cheng, Zhiyuan Liu and Maosong Sun . 5626

What the DAAM: Interpreting Stable Diffusion Using Cross Attention
Raphael Tang, Linqing Liu, Akshat Pandey, Zhiying Jiang, Gefei Yang, Karun Kumar, Pontus

Stenetorp, Jimmy Lin and Ferhan Ture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5644

Zero-shot Faithful Factual Error Correction
Kung-Hsiang Huang, Hou Pong Chan and Heng Ji . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5660

Open-Domain Hierarchical Event Schema Induction by Incremental Prompting and Verification
Sha Li, Ruining Zhao, Manling Li, Heng Ji, Chris Callison-Burch and Jiawei Han . . . . . . . . . 5677

Zero-shot Approach to Overcome Perturbation Sensitivity of Prompts
Mohna Chakraborty, Adithya Kulkarni and Qi Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5698

Free Lunch: Robust Cross-Lingual Transfer via Model Checkpoint Averaging
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Martin Potthast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12113

WhitenedCSE: Whitening-based Contrastive Learning of Sentence Embeddings
Wenjie Zhuo, Yifan Sun, Xiaohan Wang, Linchao Zhu and Yi Yang . . . . . . . . . . . . . . . . . . . . . 12135

Federated Learning for Semantic Parsing: Task Formulation, Evaluation Setup, New Algorithms
Tianshu Zhang, Changchang Liu, Wei-Han Lee, Yu Su and Huan Sun . . . . . . . . . . . . . . . . . . . 12149

Causality-Guided Multi-Memory Interaction Network for Multivariate Stock Price Movement Prediction
Di Luo, Weiheng Liao, Shuqi Li, Xin Cheng and Rui Yan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12164

DSRM: Boost Textual Adversarial Training with Distribution Shift Risk Minimization
SongYang Gao, Shihan Dou, Yan Liu, Xiao Wang, Qi Zhang, Zhongyu Wei, Jin Ma and Ying

Shan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12177

A Simple and Flexible Modeling for Mental Disorder Detection by Learning from Clinical Question-
naires

Hoyun Song, Jisu Shin, Huije Lee and Jong Park . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12190

Downstream Datasets Make Surprisingly Good Pretraining Corpora
Kundan Krishna, Saurabh Garg, Jeffrey P. Bigham and Zachary Lipton . . . . . . . . . . . . . . . . . . 12207

Towards Open-World Product Attribute Mining: A Lightly-Supervised Approach
Liyan Xu, Chenwei Zhang, Xian Li, Jingbo Shang and Jinho D. Choi . . . . . . . . . . . . . . . . . . . 12223

XDailyDialog: A Multilingual Parallel Dialogue Corpus
Zeming Liu, Ping Nie, Jie Cai, Haifeng Wang, Zheng-Yu Niu, PENG ZHANG, Mrinmaya Sachan

and Kaiping Peng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12240

PAL to Lend a Helping Hand: Towards Building an Emotion Adaptive Polite and Empathetic Counseling
Conversational Agent

Kshitij Mishra, Priyanshu Priya and Asif Ekbal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12254

Bidirectional Generative Framework for Cross-domain Aspect-based Sentiment Analysis
Yue Deng, Wenxuan Zhang, Sinno Jialin Pan and Lidong Bing . . . . . . . . . . . . . . . . . . . . . . . . . 12272

Contrastive Decoding: Open-ended Text Generation as Optimization
Xiang Lisa Li, Ari Holtzman, Daniel Fried, Percy Liang, Jason Eisner, Tatsunori Hashimoto,

Luke Zettlemoyer and Mike Lewis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12286

Resolving Indirect Referring Expressions for Entity Selection
Mohammad Javad Hosseini, Filip Radlinski, Silvia Pareti and Annie Louis . . . . . . . . . . . . . . 12313

Accelerating Transformer Inference for Translation via Parallel Decoding
Andrea Santilli, Silvio Severino, Emilian Postolache, Valentino Maiorca, Michele Mancusi, Ric-

cardo Marin and Emanuele Rodola . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12336

Hard Sample Aware Prompt-Tuning
Yuanjian Xu, Qi An, Jiahuan Zhang, Peng Li and Zaiqing Nie . . . . . . . . . . . . . . . . . . . . . . . . . . 12356

WikiBio: a Semantic Resource for the Intersectional Analysis of Biographical Events
Marco Antonio Stranisci, Rossana Damiano, Enrico Mensa, Viviana Patti, Daniele P. Radicioni

and Tommaso Caselli . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .12370

cxvii



Best-k Search Algorithm for Neural Text Generation
Jiacheng Xu, Caiming Xiong, silvio savarese and Yingbo Zhou . . . . . . . . . . . . . . . . . . . . . . . . . 12385

Towards Leaving No Indic Language Behind: Building Monolingual Corpora, Benchmark and Models
for Indic Languages

Sumanth Doddapaneni, Rahul Aralikatte, Gowtham Ramesh, Shreya Goyal, Mitesh M. Khapra,
Anoop Kunchukuttan and Pratyush Kumar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12402

Transforming Visual Scene Graphs to Image Captions
Xu Yang, Jiawei Peng, Zihua Wang, Haiyang Xu, Qinghao Ye, Chenliang Li, Songfang Huang,

Fei Huang, Zhangzikang Li and Yu Zhang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12427

Hybrid Transducer and Attention based Encoder-Decoder Modeling for Speech-to-Text Tasks
Yun Tang, Anna Y Sun, Hirofumi Inaguma, Xinyue Chen, Ning Dong, Xutai Ma, Paden D Toma-

sello and Juan Pino. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .12441

Improving Domain Generalization for Prompt-Aware Essay Scoring via Disentangled Representation
Learning

Zhiwei Jiang, Tianyi Gao, Yafeng Yin, Meng Liu, Hua Yu, Zifeng Cheng and Qing Gu . . . 12456

What’s the Meaning of Superhuman Performance in Today’s NLU?
Simone Tedeschi, Johan Bos, Thierry Declerck, Jan Hajič, Daniel Hershcovich, Eduard H Ho-
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Adam Przepiórkowski and Michał Woźniak. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .15494

LeXFiles and LegalLAMA: Facilitating English Multinational Legal Language Model Development
Ilias Chalkidis, Nicolas Garneau, Catalina Goanta, Daniel Katz and Anders Søgaard . . . . . . 15513

Revisiting Commonsense Reasoning in Machine Translation: Training, Evaluation and Challenge
Xuebo Liu, Yutong Wang, Derek F. Wong, Runzhe Zhan, Liangxuan Yu and Min Zhang . . 15536

NOTABLE: Transferable Backdoor Attacks Against Prompt-based NLP Models
Kai Mei, Zheng Li, Zhenting Wang, Yang Zhang and Shiqing Ma. . . . . . . . . . . . . . . . . . . . . . .15551

Revisiting Relation Extraction in the era of Large Language Models
Somin Wadhwa, Silvio Amir and Byron C. Wallace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15566

Pre-trained Language Models Can be Fully Zero-Shot Learners
Xuandong Zhao, Siqi Ouyang, Zhiguo Yu, Ming Wu and Lei Li . . . . . . . . . . . . . . . . . . . . . . . . 15590

Can Large Language Models Be an Alternative to Human Evaluations?
Cheng-Han Chiang and Hung-yi Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15607

HyperMixer: An MLP-based Low Cost Alternative to Transformers
Florian Mai, Arnaud Pannatier, Fabio J Fehr, Haolin Chen, Francois Marelli, Francois Fleuret and

James Henderson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15632

cxxviii



UnitY: Two-pass Direct Speech-to-speech Translation with Discrete Units
Hirofumi Inaguma, Sravya Popuri, Ilia Kulikov, Peng-Jen Chen, Changhan Wang, Yu-An Chung,

Yun Tang, Ann Lee, Shinji Watanabe and Juan Pino . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15655

Estimating the Uncertainty in Emotion Attributes using Deep Evidential Regression
Wen Wu, Chao Zhang and Philip C. Woodland. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .15681

Annotation-Inspired Implicit Discourse Relation Classification with Auxiliary Discourse Connective
Generation

Wei Liu and Michael Strube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15696

Plug-and-Play Document Modules for Pre-trained Models
Chaojun Xiao, Zhengyan Zhang, Xu Han, Chi-Min Chan, Yankai Lin, Zhiyuan Liu, xiangyang li,

Zhonghua Li, Zhao Cao and Maosong Sun . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15713

An Empirical Analysis of Parameter-Efficient Methods for Debiasing Pre-Trained Language Models
Zhongbin Xie and Thomas Lukasiewicz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15730

Two-Stage Fine-Tuning for Improved Bias and Variance for Large Pretrained Language Models
Lijing Wang, Yingya Li, Timothy A Miller, Steven Bethard and Guergana Savova . . . . . . . . 15746

A Comparative Study on the Impact of Model Compression Techniques on Fairness in Language Models
Krithika Ramesh, Arnav Chavan, Shrey Pandit and Sunayana Sitaram . . . . . . . . . . . . . . . . . . . 15762

Ranking-Enhanced Unsupervised Sentence Representation Learning
Yeon Seonwoo, Guoyin Wang, Changmin Seo, Sajal Choudhary, Jiwei Li, Xiang Li, Puyang Xu,

Sunghyun Park and Alice Oh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15783

To Revise or Not to Revise: Learning to Detect Improvable Claims for Argumentative Writing Support
Gabriella Skitalinskaya and Henning Wachsmuth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15799

Human-in-the-loop Evaluation for Early Misinformation Detection: A Case Study of COVID-19 Treat-
ments

Ethan Adrian Mendes, Yang Chen, Wei Xu and Alan Ritter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15817

Composition-contrastive Learning for Sentence Embeddings
Sachin J. Chanchani and Ruihong Huang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15836

Causes and Cures for Interference in Multilingual Translation
Uri Shaham, Maha Elbayad, Vedanuj Goswami, Omer Levy and Shruti Bhosale . . . . . . . . . . 15849

Understanding and Bridging the Modality Gap for Speech Translation
Qingkai Fang and Yang Feng. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .15864

Few-shot Reranking for Multi-hop QA via Language Model Prompting
Muhammad Khalifa, Lajanugen Logeswaran, Moontae Lee, Honglak Lee and Lu Wang . . . 15882

DICE: Data-Efficient Clinical Event Extraction with Generative Models
Mingyu Derek Ma, Alexander K Taylor, Wei Wang and Nanyun Peng . . . . . . . . . . . . . . . . . . . 15898

XSemPLR: Cross-Lingual Semantic Parsing in Multiple Natural Languages and Meaning Representa-
tions

Yusen Zhang, Jun Wang, Zhiguo Wang and Rui Zhang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15918

INK: Injecting kNN Knowledge in Nearest Neighbor Machine Translation
Wenhao Zhu, Jingjing Xu, Shujian Huang, Lingpeng Kong and Jiajun CHEN . . . . . . . . . . . . 15948

cxxix



Uncertainty Guided Label Denoising for Document-level Distant Relation Extraction
Qi Sun, Kun Huang, Xiaocui Yang, Pengfei Hong, Kun Zhang and Soujanya Poria . . . . . . . 15960

Cross-Modal Attribute Insertions for Assessing the Robustness of Vision-and-Language Learning
Shivaen Ramshetty, Gaurav Verma and Srijan Kumar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15974

Crosslingual Generalization through Multitask Finetuning
Niklas Muennighoff, Thomas Wang, Lintang Sutawika, Adam Roberts, Stella Biderman, Teven

Le Scao, M Saiful Bari, Sheng Shen, Zheng Xin Yong, Hailey Schoelkopf, Xiangru Tang, Dragomir
Radev, Alham Fikri Aji, KHALID ALMUBARAK, Samuel Albanie, Zaid Alyafeai, Albert Webson,
Edward Raff and Colin Raffel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15991

Evaluate AMR Graph Similarity via Self-supervised Learning
Ziyi Shou and Fangzhen Lin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16112

Analyzing Transformers in Embedding Space
Guy Dar, Mor Geva, Ankit Gupta and Jonathan Berant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16124

Few-Shot Data-to-Text Generation via Unified Representation and Multi-Source Learning
Alexander Hanbo Li, Mingyue Shang, Evangelia Spiliopoulou, Jie Ma, Patrick Ng, Zhiguo Wang,

Bonan Min, William Yang Wang, Kathleen McKeown, Vittorio Castelli, Dan Roth and Bing Xiang
16171

FactKG: Fact Verification via Reasoning on Knowledge Graphs
Jiho Kim, Sungjin Park, Yeonsu Kwon, Yohan Jo, James Thorne and Edward Choi . . . . . . . 16190

DrBERT: A Robust Pre-trained Model in French for Biomedical and Clinical domains
Yanis Labrak, Adrien Bazoge, Richard Dufour, Mickael Rouvier, Emmanuel Morin, Béatrice

Daille and Pierre-Antoine Gourraud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16207

Discriminative Reasoning with Sparse Event Representation for Document-level Event-Event Relation
Extraction

Changsen Yuan, Heyan Huang, Yixin Cao and Yonggang Wen . . . . . . . . . . . . . . . . . . . . . . . . . 16222

Facilitating Fine-grained Detection of Chinese Toxic Language: Hierarchical Taxonomy, Resources,
and Benchmarks

Junyu Lu, Bo Xu, Xiaokun Zhang, Changrong Min, Liang Yang and Hongfei LIN . . . . . . . . 16235

SpeechMatrix: A Large-Scale Mined Corpus of Multilingual Speech-to-Speech Translations
Paul-Ambroise Augustin Duquenne, Hongyu Gong, Ning Dong, Jingfei Du, Ann Lee, Vedanuj

Goswami, Changhan Wang, Juan Pino, Benoı̂t Sagot and Holger Schwenk . . . . . . . . . . . . . . . . . . . . 16251

Character-Aware Models Improve Visual Text Rendering
Rosanne Liu, Dan Garrette, Chitwan Saharia, William Chan, Adam Roberts, Sharan Narang, Irina

Blok, RJ Mical, Mohammad Norouzi and Noah Constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16270

IDRISI-RA: The First Arabic Location Mention Recognition Dataset of Disaster Tweets
Reem Suwaileh, Muhammad Imran and Tamer Elsayed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16298

FSUIE: A Novel Fuzzy Span Mechanism for Universal Information Extraction
Tianshuo Peng, Zuchao Li, Lefei Zhang, Bo Du and Hai Zhao . . . . . . . . . . . . . . . . . . . . . . . . . . 16318

What Do NLP Researchers Believe? Results of the NLP Community Metasurvey
Julian Michael, Ari Holtzman, Alicia Parrish, Aaron Mueller, Alex Wang, Angelica Chen, Divyam

Madaan, Nikita Nangia, Richard Yuanzhe Pang, Jason Phang and Samuel R. Bowman . . . . . . . . . 16334

cxxx



Prototype-Guided Pseudo Labeling for Semi-Supervised Text Classification
Weiyi Yang, Richong Zhang, Junfan Chen, Lihong Wang and Jaein Kim. . . . . . . . . . . . . . . . .16369

LENS: A Learnable Evaluation Metric for Text Simplification
Mounica Maddela, Yao Dou, David Heineman and Wei Xu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16383

MeetingBank: A Benchmark Dataset for Meeting Summarization
Yebowen Hu, Timothy Jeewun Ganter, Hanieh Deilamsalehy, Franck Dernoncourt, Hassan Fo-

roosh and Fei Liu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16409

UniEX: An Effective and Efficient Framework for Unified Information Extraction via a Span-extractive
Perspective

yang ping, JunYu Lu, ruyi gan, Junjie Wang, Yuxiang Zhang, Pingjian Zhang and Jiaxing Zhang
16424

DEplain: A German Parallel Corpus with Intralingual Translations into Plain Language for Sentence
and Document Simplification

Regina Stodden, Omar Momen and Laura Kallmeyer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16441

A Neural Divide-and-Conquer Reasoning Framework for Image Retrieval from Linguistically Complex
Text

Yunxin Li, Baotian Hu, Yuxin Ding, Lin Ma and Min Zhang . . . . . . . . . . . . . . . . . . . . . . . . . . . 16464

RARR: Researching and Revising What Language Models Say, Using Language Models
Luyu Gao, Zhuyun Dai, Panupong Pasupat, Anthony Chen, Arun Tejasvi Chaganty, Yicheng Fan,

Vincent Y Zhao, Ni Lao, Hongrae Lee, Da-Cheng Juan and Kelvin Guu . . . . . . . . . . . . . . . . . . . . . . 16477

cxxxi


	Title page
	Sponsors
	Copyright
	Message from the General Chair
	Message from the Program Chairs
	Organizing Committee
	Program Committee
	Keynote Talk: Two Paths to Intelligence
	Keynote Talk: Large Language Models as Cultural Technologies: Imitation and Innovation in Children and Models
	The Future of Computational Linguistics in the LLM Age
	Memorial: Dragomir Radev
	Ethics Panel
	Transitioning to Rolling Review Discussion
	
	Table of Contents

