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Abstract

Metaphoric expressions are a special linguis-
tic phenomenon, frequently appearing in ev-
eryday language. Metaphors do not take their
literal meanings in contexts, which may cause
obstacles for language learners to understand
them. Metaphoric expressions also reflect the
cognition of humans via concept mappings, at-
tracting great attention from cognitive science
and psychology communities. Thus, we aim
to develop a computational metaphor process-
ing online system, termed MetaPro Online1,
that allows users without a coding background,
e.g., language learners and linguists, to eas-
ily query metaphoricity labels, metaphor para-
phrases, and concept mappings for non-domain-
specific text. The outputs of MetaPro can be
directly used by language learners and natural
language processing downstream tasks because
MetaPro is an end-to-end system.

1 Introduction

Metaphors are frequently used in our everyday lan-
guage. Relevant statistics (Cameron, 2003; Martin,
2006; Steen et al., 2010) found that about one-third
of sentences in corpora contain metaphors. It is pos-
sible to use approximately six metaphors during a
minute of speaking (Geary, 2011).

Metaphors are a non-negligible linguistic phe-
nomenon for linguistic learners and researchers.
On the other hand, Lakoff and Johnson (1980) ar-
gued that metaphors are not just a linguistic phe-
nomenon, because metaphors also reflect human
cognition. Human perceptions of LOVE are not
complete without metaphors, e.g., love is a journey,
magic, attraction, madness, nurturance2, etc.

There are two important research domains in
computational metaphor processing: linguistic and
conceptual. The former area focuses on the surface

* The work was done when he worked at Ruimao Tech.
1Website: https://metapro.ruimao.tech/
2Italics denotes metaphors.

(a) Fine-tuning-based sentiment analysis.

(b) Generative AI-based sentiment analysis.

(c) Machine translation.

Figure 1: Errors in current AI applications, caused by a
metaphoric expression.

realization of metaphors, e.g., metaphor identifica-
tion and interpretation.

The motivation is that metaphors do not take
their literal meanings in contexts, which may cause
difficulties for language learners and machines to
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Figure 2: MetaPro Online.

understand the real meanings of metaphors (Cam-
bria et al., 2017). As seen in Figure 1 (a), given the
metaphoric expression, “the comedian convulsed
the children”, a sentiment classifier yields an incor-
rect negative label for the sentence. In Figure 1 (b),
the generative AI seems to explain why such an
error occurs – “The word ‘convulsed’ typically de-
notes a strong, uncontrollable movement or shak-
ing, which is often associated with negative con-
notations”. AI notes that “convulsed” triggers the
negative prediction for the sentence based on its
literal meaning. Figure 1 (c) demonstrates that
literally translating a metaphor into another lan-
guage may cause interpretation difficulties because
of cultural differences. For example, the given
sentence is translated as “the comedian caused the
children convulsions” in Chinese, which carries
a very different meaning from the real English
meaning. Thus, a linguistic metaphor processing
system (Mao et al., 2022) aims to automatically
identify metaphors and paraphrase them into their
literal counterparts to mitigate the interpretation
barrier for users.

Conceptual metaphor processing focuses on
identifying and mapping source and target con-
cept domains of metaphors. The motivation is
to understand the cognition of humans from their
metaphoric expressions. For example, given a
metaphoric expression, “she attacked his argu-

ment”, Lakoff and Johnson (1980) argued that con-
ceptually the ARGUMENT concept (target domain)
is mapped to a WAR concept (source domain). One
uses WAR to metaphorically describe ARGUMENT,
reflecting strategies, attack, and defense behaviors
associated with ARGUMENT. Lakoff and Johnson
(1980) also believed that these concepts naturally
frame our thinking and behaviors when arguing.
Researchers can study cognition from metaphor
concept mappings (see Section 6). Thus, a concep-
tual metaphor processing system aims to automati-
cally generate source and target concept agents for
a metaphor to represent the concept mappings.

Many previous works focused on metaphor
identification tasks (Mao et al., 2019; Feng and
Ma, 2022), metaphor interpretation tasks (Shutova,
2010; Mao et al., 2018), and concept map-
pings (Rosen, 2018; Ge et al., 2022). However,
these methods cannot process metaphors from end
to end. We proposed an end-to-end metaphor identi-
fication and interpretation method, the first version
of MetaPro (Mao et al., 2022), where metaphoric
single words can be paraphrased into their literal
counterparts, and metaphoric multi-word expres-
sions can be explained with clauses. However, a
programming package cannot be easily used by
non-programmers, e.g., language learners and lin-
guistic researchers. On the other hand, automatic
concept mappings have not been achieved on the
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(a) Fine-tuning-based sentiment analysis.

(b) Generative AI-based sentiment analysis.

(c) Machine translation.

Figure 3: Correct outputs after MetaPro pre-processing.

sentence level, although we proposed a concept
mapping method on the word-pair level in the work
of Ge et al. (2022). Thus, we aim to develop a
computational metaphor processing online system,
MetaPro Online, allowing users without a coding
background to easily query metaphoricity labels,
metaphor interpretations, and concept mappings
for non-domain-specific text.

As seen in Figure 2, given a query sentence, “the
comedian convulsed the children”, MetaPro can
identify “convulsed” as a metaphor. Then, the sen-
tence is paraphrased as “the comedian amused the
children” for interpretation. The source concept is
TROUBLE. The target concept is PLEASURE. Then,
the concept mapping is represented as PLEASURE

IS TROUBLE. We can also observe that the sen-
timent analysis classifier, the generative AI, and
the machine translation system can all yield satis-
fying outputs after using the paraphrased sentence
in Figure 3. The concept mapping “PLEASURE

IS TROUBLE”, generated by MetaPro, implies that
extreme happiness can be accompanied by trou-
ble, e.g., causing the children convulsions. Such
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Figure 4: The framework of MetaPro. MWE denotes
multi-word expressions.

implicit meanings can be used for analyzing hu-
man cognition because metaphors are stimulated
by subjective experiences (Grady, 1997).

2 Related Work

According to the survey of Ge et al. (2023),
there have been metaphor identification (Mao
et al., 2019; Feng and Ma, 2022), interpreta-
tion (Shutova, 2010; Mao et al., 2018), and con-
cept mapping (Rosen, 2018; Ge et al., 2022) re-
search works in the computational linguistics com-
munity, while readily used end-to-end systems for
supporting downstream applications are rare. Mar-
tin (1990) presented a metaphor interpretation sys-
tem named Metaphor Interpretation, Denotation,
and Acquisition System (MIDAS). The system was
developed to answer metaphorical queries about
Unix. Narayanan (1997) proposed a Knowledge-
based Action Representations for Metaphor and
Aspect (KARMA) system. The system is based
on hand-coded executing schemes for motion-verb
concept reasoning in an economic domain. Barn-
den and Lee (2002) proposed a first-order logic
rule-based system for concept mapping analysis in
the mental state description domain. However, the
limited manual rules in the aforementioned works
cannot be used for analyzing text from a broader
domain. Mao et al. (2022) proposed a non-domain-
specific end-to-end system for metaphor identifica-
tion and interpretation. They evaluated the system
on a sentiment analysis task. However, it cannot
generate concept mappings and does not provide a
graphical user interface for non-programmers.
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3 MetaPro

The user interface of MetaPro Online is succinct.
There is just an input window and a processing
button (see Figure 2). The back-end consists of
three modules: metaphor identification, metaphor
interpretation, and concept mappings. The overall
framework can be viewed in Figure 4.

First, the metaphor identification module detects
metaphors on the token level, given an input sen-
tence, e.g., “that negotiation was a hot potato, hurt-
ing both parties”. Next, the metaphor interpreta-
tion module paraphrases the identified metaphoric
single-word expressions (e.g., “hurting” means
“upsetting”). It explains metaphoric multi-word ex-
pressions with clauses (e.g., “where ‘a hot potato’
means that any subject which several folks are talk-
ing about and which is frequently argued”). Fi-
nally, the concept mapping module abstracts the
source (“ILL_HEALTH”) and target (“FEELING”)
concepts of a metaphor via the lemma of the origi-
nal metaphoric word (“hurt”) and the lemma of its
paraphrase (“upset”), respectively. The mapping
is represented as “a target concept is a source con-
cept” (e.g., FEELING IS ILL_HEALTH). The current
version of MetaPro Online cannot paraphrase and
conceptualize metaphoric multi-word expressions.
Thus, we explain them via clauses and omit their
concept mapping generations.

We introduce each module below at the concept
level to help readers understand the mechanisms
of MetaPro Online. Since MetaPro is an ensem-
ble system combining three research outcomes, we
omit the algorithmic details here. One may refer to
our previous works, Mao and Li (2021); Mao et al.
(2022); Ge et al. (2022), to understand the tech-
nical details of metaphor identification, metaphor
interpretation, and concept mapping modules, re-
spectively.

3.1 Metaphor identification

The used algorithm of our metaphor identification
module was first proposed in the work of Mao and
Li (2021). We embed this algorithm into MetaPro
Online because it achieved state-of-the-art perfor-
mance on token-level metaphor identification tasks.

Metaphor identification is a binary classification
task, classifying a word as metaphoric or literal.
Our metaphor identification module uses a multi-
task learning framework, simultaneously learn-
ing sequential metaphor identification and Part-of-
Speech (PoS) tagging tasks. The motivation is that

previous works (Wu et al., 2018; Su et al., 2020)
found PoS tags are effective features for learning
metaphor identification. Thus, we introduced the
learning of PoS tagging as an auxiliary task to fuse
the features learned from PoS tagging.

To boost the multi-task learning framework, we
also proposed a novel soft-parameter sharing mech-
anism, Gated Bridging Mechanism (GBM) in the
work of Mao and Li (2021). The intuition is that
GBM allows useful information from a neighbor
tower to pass through the gate and fuse with hid-
den states learned in the private tower, while the
gates filter out the useless information. We demon-
strated the effectiveness of the proposed multi-task
learning model on both metaphor identification and
aspect-based sentiment analysis tasks.

3.2 Metaphor interpretation

The algorithm for the metaphor interpretation mod-
ule of MetaPro was first proposed in the work
of Mao et al. (2022). We embed this algorithm
into MetaPro because it can paraphrase metaphoric
single-word expressions and explain metaphoric
multi-word expressions. The paraphrases and
explanations help users understand the intended
meanings of metaphors and can be processed by
other downstream natural language processing sys-
tems because the outputs of the interpretation mod-
ule are also natural language.

Given an identified metaphor, if the metaphor
is a single-word expression, RoBERTa-large (Liu
et al., 2019) and WordNet (Fellbaum, 1998) are
used for paraphrasing the metaphor. We masked
out a metaphor token and used the masked word
prediction of RoBERTa to predict the probability
distribution of candidate words. The candidate
words are sourced from the WordNet hypernyms
and synonyms of the lemma of the metaphor, pro-
viding paraphrase constraints for a metaphor. The
hypothesis is that a metaphor can be paraphrased
into one of its hypernyms and synonyms (Mao
et al., 2018). The word forms of the candidate
words are aligned with the original metaphor. In
the work of Mao et al. (2022), we developed a word
form alignment dictionary, e.g., {..., ‘upset’:
{‘VBG’: ‘upsetting’, ‘VBD’: ‘upset’, ...},
...} by parsing a Wikipedia dump. Thus, a lemma
can map to any form, given a Penn Treebank PoS
label (Marcus et al., 1993).

Mao et al. (2022) also developed a dictionary-
and rule-based algorithm to identify metaphoric
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multi-word expressions. They did not use a neural
network model, because the identified metaphoric
multi-word expressions are finally mapped to their
dictionary explanations for metaphor interpretation.
The dictionary- and rule-based algorithm can di-
rectly identify and map them to their dictionary
explanations without using another model for map-
ping. In order to improve the generalization ability
of this algorithm, Mao et al. (2022) developed two
feature sets, namely a lemma feature set that con-
sists of the lemmas of multi-word expressions and a
triplet feature set that consists of dependency triplet
features. Both feature sets can map features with
the corresponding multi-word expressions. An in-
put sentence is pre-processed with lemmatization
and dependency parsing first. If features from any
feature sets are the subsets of the pre-processed sen-
tence, the corresponding multi-word expressions
are detected. If there is an overlap between an iden-
tified multi-word expression and metaphoric tokens
given by the metaphor identification module, the
multi-word expression is explained via a clause by
using its selective dictionary explanation. The final
metaphor interpretation output integrates the para-
phrases of single-word metaphors and metaphoric
multi-word expressions. The word form of a para-
phrase was aligned with the original metaphor dur-
ing the candidate word preparation stage.

3.3 Concept mapping

The used algorithm of our concept mapping module
was first proposed in the work of Ge et al. (2022).
We embed this algorithm into MetaPro, because
it can abstract concepts for words. The effective-
ness of the abstracted concepts has been proved in
metaphor identification and human evaluation.

The conceptual metaphor theory was proposed
by Lakoff and Johnson (1980). They empirically
summarized some examples of concept mappings
to explain their theory. However, there is no the-
oretical research to explain how to conceptualize
metaphors and generate mappings. For example, it
was not clearly defined, if a target concept should
be abstracted from the paraphrase or the context
word of a metaphor. By viewing concept mapping
examples given by Lakoff and Johnson (1980);
Lakoff (1994), evidence from both sides can be
observed. Thus, we choose to generate target con-
cepts from the paraphrases of metaphors. The
source concepts are given by the original metaphor.

Another challenge is there is no theoretical re-

search about what the abstractness level of a con-
cept agent should be to represent a word, to our
best knowledge. Thus, we follow the hypothesis
of Ge et al. (2022) that an appropriate concept agent
should represent the main senses of a word.

We developed a conceptualization algorithm
based on WordNet and a statistical knee point algo-
rithm (Satopaa et al., 2011) in the work of Ge et al.
(2022). First, a word, e.g., a metaphor or a para-
phrase, was aligned to its nominal form via Word-
Net and a gestalt pattern matching algorithm (Rat-
cliff and Metzener, 1988). Next, given a noun, we
retrieved all hypernym paths from the noun node
to the root node. Different paths represent different
senses of the noun. The hypernyms on different
levels of a path denote concepts with different ab-
stractness levels because WordNet is a conceptually
structured knowledge base. Next, the hypernyms
on each path are rated by a linear score function.
A higher score denotes that the hypernym is more
abstract. The overall score of a hypernym is given
by the sum of the hypernym scores on all its dis-
tributed paths. Next, we computed the knee point
with the overall scores of all hypernyms. A hyper-
nym is selected as a concept agent if it covers the
same number of senses as the knee point hypernym
and it is more concrete (a lower score) than the
knee point hypernym. Otherwise, the knee point
hypernym is selected as the concept agent.

Based on the above method, we can compute a
source concept with a metaphor, and a target con-
cept with a paraphrase. Then, the concept mapping
is given by “a target concept is a source concept”.

3.4 Training data and lexical resources

We use VU Amsterdam Metaphor Corpus (Steen
et al., 2010) as the data source to train the metaphor
identification module. The training set combines
the training and validation sets prepared by Leong
et al. (2018), including nominal, verbal, adjective,
and adverb metaphors from conversations, fiction,
academic text, and news. For the statistics of the
dataset, please view the work of Mao et al. (2022).

Metaphor paraphrases are based on WordNet
and masked word predictions. Thus, no training
set is required for learning metaphor paraphrases.
The metaphoric multi-word expression interpre-
tation is a dictionary- and rule-based algorithm.
The feature and explanation dictionaries contain id-
iomatic multi-word expressions that were sourced
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from The Idioms3and the collection of Agrawal
et al. (2018). We have defined 3,560 lemma pairing
features and 3,470 dependency triplet pairing fea-
tures for 3,050 idiomatic multi-word expressions
in the work of Mao et al. (2022). On average, each
multi-word expression has 2.7 explanations.

The concept mapping module is based on a sta-
tistical learning algorithm, using WordNet as the
only lexical resource. Thus, we do not use any
training set to learn concept mappings.

4 Supporting Downstream Tasks

MetaPro was used as a text pre-processing tech-
nique, where the metaphor interpretation outputs
were fed into sentiment analysis classifiers instead
of the original inputs. We observe that MetaPro
improved the performance of Vader (Hutto and
Gilbert, 2014), AllenNLP sentiment analysis4, and
Azure sentiment analysis5 on a financial news head-
line sentiment analysis task (Cortis et al., 2017) by
1.5%, 2.2%, and 4.7% accuracy, respectively, com-
pared with the results given by the original news
headlines (Mao et al., 2022). On the other hand,
we also observe that using MetaPro-generated con-
cept mappings as features could bring a classifier
extra gains in accuracy (+1.1% and +1.9%) for a
depression detection task (Han et al., 2022). The
benchmarking dataset was from the work of Shen
et al. (2017). More importantly, the concept map-
ping features help the classifier explain the com-
mon concept mappings between depressed and non-
depressed groups. Besides the accuracy gains, this
is particularly helpful for cognitive science because
MetaPro provides an automatic solution for ana-
lyzing concept mapping patterns via metaphors at
scale.

Detailed performance benchmarking of different
technical components of MetaPro with state-of-
the-art baselines on diverse evaluation tasks and
datasets can be viewed from the works of Mao and
Li (2021); Mao et al. (2022); Ge et al. (2022).

5 Evaluation

Besides the performance improvements and ex-
plainability enhancements in downstream tasks,
we also qualitatively evaluate the practicality
of MetaPro according to the criteria proposed
by Shutova (2015) in the following sections. She

3
https://www.theidioms.com/

4
https://allennlp.org/

5
https://azure.microsoft.com

proposed to evaluate a computational metaphor pro-
cessing system from two aspects, namely the levels
of analysis and applicability.

5.1 Levels of analysis
Linguistic metaphor. MetaPro has the ca-
pacity to analyze various forms of linguistic
metaphors, encompassing both conventional and
novel metaphors, including single- and multi-word
expressions. It possesses the capability to handle
a diverse range of linguistic metaphors without re-
striction on specific syntactic constructions, thus
offering a comprehensive approach to metaphor
processing.
Conceptual metaphor. MetaPro can abstract
source and target concepts from original single-
word metaphors and paraphrases, respectively.
However, the current version is incapable of con-
ceptualizing metaphoric multi-word expressions
and metaphoric sentences.
Extended metaphor. The current version of
MetaPro cannot process extended metaphors on
the document level, due to the training set of the
metaphor identification module does not contain ex-
tended metaphors. We cannot find a helpful dataset
to study extended metaphors to our best knowledge.
Metaphorical inference. The current version of
MetaPro cannot process metaphorical inference
on the document level, because we cannot find a
helpful dataset to study metaphorical inference to
our best knowledge.

5.2 Applicability
Task coverage. MetaPro can identify metaphors
and interpret them from both linguistic and concep-
tual perspectives.
Easily to integrate. The outputs of metaphor inter-
pretation and concept mapping modules are natural
language. Thus, MetaPro can be integrated with
other natural language processing systems.
Unrestricted text. MetaPro can process unre-
stricted real-world natural language text. The cur-
rent version cannot directly process emojis and
spelling errors commonly appearing on social me-
dia. The maximum input length is 512 tokens after
Byte-Pair Encoding (Radford et al., 2019). For ef-
ficient computing, we set up the maximum input
length as 300 characters for MetaPro Online at the
current version.
Be open-domain. MetaPro is not domain-specific.
The training data for metaphor identification were
sourced from VU Amsterdam Metaphor Corpus,
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including diverse topics, different genres, and con-
cept domains. Our metaphor interpretation is based
on a pre-trained language model, trained with open-
domain text without fine-tuning. The used knowl-
edge bases, e.g., WordNet and multi-word expres-
sion dictionaries, offer general semantic knowledge
of English words.
Task and knowledge dependency. Current
metaphor interpretation and concept mapping mod-
ules of MetaPro depend on WordNet and multi-
word expression processing dictionaries. This is
because we cannot find a large annotated dataset
to train neural network models to achieve the func-
tions from end to end in a supervised fashion. We
use WordNet for supporting the task of paraphras-
ing metaphors because simply using a medium size
pre-trained language model can hardly yield satisfy-
ing results in the context of unsupervised learning.
Word class and syntax diversity. The inputs of
MetaPro are sentences with diverse syntactic con-
structions. The current version of MetaPro targets
to identify, interpret and conceptualize open-class
metaphors. It also explains metaphoric multi-word
expressions that contain other PoS. We focus on
open-class metaphors because they contain richer
semantic information than closed-class ones. This
is more helpful for downstream tasks.

6 Use Case

Besides the examples in Figures 1 and 3, we re-
ported the use cases of MetaPro in sentiment anal-
ysis in the work of Mao et al. (2022). For example,
given “Rio Tinto CEO Sam Walsh rejects fears over
China growth, demand”, the three examined classi-
fiers yielded incorrect “negative” predictions. This
is probably because “fears” and “reject” likely ap-
pear in negative contexts. However, after MetaPro
paraphrasing the original input as “Rio Tinto CEO
Sam Walsh eliminates concerns over China growth,
demand”, the classifiers can yield correct “positive”
predictions.

Han et al. (2022) reported the use cases in de-
pression detection, where concept mappings are
additional features besides the original text. They
believe that metaphor concept mappings reflect the
inner world of people because they were not ex-
plicitly presented in the text. For example, they
found that LEVEL IS IMPORTANCE is a representa-
tive concept mapping for depressed people. This
may result in more stress, if a person frequently
maps an objective measure in the LEVEL concept

to a subjective feeling concept, e.g., IMPORTANCE.

7 Conclusion

We proposed MetaPro online in this work, which
is a computational metaphor processing online sys-
tem. Compared with previous works, MetaPro can
identify metaphors, paraphrase them into their lit-
eral counterparts, and generate concept mappings
from end to end. The system can process unre-
stricted and non-domain-specific English text. The
user interface is very friendly to non-programmers.
Thus, it can help language learners to understand
the real meanings of English metaphors. We also
demonstrated the performance improvements of
using MetaPro on downstream AI applications,
e.g., using MetaPro to automatically obtain con-
cept mappings from social media posts to study
cognitive patterns exhibited by individuals diag-
nosed with depression. The above use cases show
that MetaPro has huge application potential in di-
verse domains.

However, the current version cannot paraphrase
and conceptualize metaphoric multi-word expres-
sions, which is important for sentic comput-
ing (Cambria et al., 2022). It cannot process non-
English text, extended metaphors, and metaphori-
cal inference as well. We will fill this gap in future
work and strive to enhance the precision and infor-
mation processing capacities of MetaPro by devel-
oping more advanced algorithms, thereby provid-
ing enhanced support for linguistic and cognitive
science research endeavors.

Ethics and Broader Impact Statement

This article follows the ACL Code of Ethics. We
comply with the licenses of all used datasets. Al-
though there was no sensitive data used for training
our models or developing our knowledge bases in
MetaPro, we encourage all downstream applica-
tions can honor the ethical code for conducting
linguistic and cognitive research. The broader im-
pacts include but are not limited to using the tool
to study the cognitive patterns of a certain group
of people or a person, and using this tool to falsify
original text. According to Mao et al. (2023), there
are certain biases in pre-trained language models.
We cannot guarantee that MetaPro can yield unbi-
ased outputs, because it depends on a pre-trained
language model. Besides, MetaPro is not a perfect
system. The errors generated by MetaPro may also
introduce biases for downstream applications.
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