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Introduction

Digital technologies have brought myriad benefits for society, transforming how people connect, com-
municate and interact with each other. However, they have also enabled harmful and abusive behaviors
to reach large audiences and for their negative effects to be amplified, including interpersonal aggression,
bullying and hate speech. Work on online abuse and harms has traditionally centred on abuse in English
and other Western European languages, further widening the resource gap between Western European
languages and all other languages.
As academics, civil society, policymakers and tech companies devote more resources and effort to tack-
ling online abuse, there is a pressing need for scientific research that critically and rigorously investigates
how it is defined, detected and countered. Technical disciplines such as machine learning (ML), natural
language processing (NLP) and statistics have made substantial advances in this field. However, con-
cerns have been raised about the differences in attention given to different languages and geographies.
For example, English, particularly dominant forms of American English, are overrepresented in most
NLP resources. Technological solutions can be developed for speakers of other dialects and languages.
On the other hand, languages such as Yuruba, Urdu, Amharic, and many other languages have few to
no resources available, thus providing significant challenges in developing technological systems for the
detection of abuse and other harms.
For this sixth edition of the Workshop on Online Abuse and Harms (6th WOAH!) we advance research in
online abuse through our theme: On Developing Resources and Technologies for low resource Online
Abuse and Harms. We continue to emphasize the need for inter-, cross- and anti- disciplinary work on
online abuse and harms. These include but are not limited to: NLP, machine learning, computational so-
cial sciences, law, politics, psychology, network analysis, sociology and cultural studies. Continuing the
tradition started in WOAH 4, we invite civil society, in particular individuals and organisations working
with women and marginalised communities who are often disproportionately affected by online abuse, to
submit reports, case studies, findings, data, and to record their lived experiences. We hope that through
these engagements WOAH can directly address the issues faced by those on the front-lines of tackling
online abuse.
Speaking to the complex nature of the issue of online abuse, we are pleased to invite Mona Diab, Murali
Shanmugavelan, Gebre Gebremeske, Daniel Borkan, Lucas Dos Santos, Alyssa Lees, and Rachel Rosen
to deliver keynotes. In addition to our invited keynotes, we received 47 submissions out of which 24
were accepted. Of the accepted papers, 20 were long papers and 4 were short papers. These papers will
be presented in our poster session. We thank the reviewers for their dedication and efforts in providing
in-depth and timely reviews.
With this, we welcome you to the Sixth Workshop on Online Abuse and Harms. We look forward to a
day filled with spirited discussion and thought provoking research!

Aida, Bertie, Kanika, Lambert, and Zeerak.
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Keynote Talk: Multilingual hate speech detection: From
labeling to systems, challenges and opportunities

Mona Diab
George Washington University - Facebook AI

Abstract: Assessing social media content is quite challenging due to the subjective nature of the mate-
rial where context plays a pivotal role. In this talk, I highlight the challenges of dealing with nuanced
language due to inherent characteristics of dialects as manifested in the Arabic language as well as in
English. I will talk about challenges in labeling and building systems where the amount of labeled data
is on the low. However such challenges can be mitigated with smart designs while also heeding diversity
and inclusion in the process.

Bio: Mona Talat Diab is a computer science professor at George Washington University and a research
scientist with Facebook AI. Her research focuses on natural language processing, computational lin-
guistics, cross lingual/multilingual processing, computational socio-pragmatics, and applied machine
learning. Besides this, she also has special interests in Arabic NLP and low resource scenarios. Diab
completed her Ph.D. in computational linguistics at the University of Maryland, Linguistics Depart-
ment and University of Maryland Institute for Advanced Computer Studies (UMIACS) in 2003, under
the supervision of Philip Resnik. She was also a postdoctoral research scientist at Stanford University
(2003–2005) under the mentorship of Dan Jurafsky, where she was a part of the Stanford NLP Group.
After her postdoc at Stanford, Diab took a position as principal investigator at the Center for Computa-
tional Learning Systems (CCLS) in Columbia University, where she was also adjunct professor in the
computer science department. In 2013 she joined the George Washington University as an associate
professor, where she was promoted to full professor in 2017. Diab is the founder and director of the GW
NLP lab CARE4Lang.
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Keynote Talk: Keynote by Murali Shanmugavelan
Murali Shanmugavelan

Oxford Internet Institute - Data and Society, NYC

Bio: Murali Shanmugavelan researches caste in media and communication studies and digital cultures.
His PhD from the School of Oriental and African Studies (SOAS) University of London was focused
on everyday communicative practices of caste. He has over 15 years of experience developing, mana-
ging and implementing projects focused on developing media and ICT policies and practice; outreach
and strategic communications; and innovations in mobile applications in multi-disciplinary and cross-
cultural settings.
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Keynote Talk: Social media and hate speech in time of war:
The case of Tigray

Gebre Gebremeskel
The Centre for Mathematics and Computer Science (CWI), Netherlands

Abstract: Hate Speech has been around in Ethiopia before social media, but with very limited reach. Wi-
th the coming of social media companies that have no or little business interest to lose in low-resourced
languages such as those in Ethiopia, diaspora activists that have nothing or little to lose from engaging in
online hate speech, and several technical and institutional challenges, hate speech on social media slowly
became mainstream in Ethiopia, tearing societies apart and eventually serving as an animating force for
a genocidal war on Tigrayans. In this speech, I will briefly assess the normalization of hate speech in
Ethiopia, the factors that led to this, and the role hate speech and social media played during the Tigray
war, social media hate speech detection and monitoring, and what should be done going forward.

Bio: Gebrekirstos G. Gebremeskel is the founder and chief editor of Tghat.com, founder of mermru.com,
and a PhD candidate at Radboud University Nijmegen, Netherlands. He has a double masters degree:
MSc in Human Language Science and Technology from the University of Malta and MA/MSc in Lingui-
stics (research) from the University of Groningen. Tghat was founded in November 2020 following the
start of the war on Tigray in response to the Ethiopian government’s imposition of media and telecom-
munications blackout as part of the war on Tigray. Tghat has been engaged in documenting, researching
and writing about the Tigray war. Merrmru.com, is a website dedicated to collecting and developing
Natural Language Processing tools and resources for the learning and the computational processing of
Geez-based languages such as Tigrinya, Geez and Amharic. The website has an extensive capability to
take any Tigrinya verb and provide tens of thousands of inflections. His PhD research focuses on the
intersection of Information Retrieval, Recommender Systems, NLP and their impacts on society. Some
of his academic publications can be found in Google Scholar.
He has previously worked as a researcher at the CWI Amsterdam, interned at Yahoo! And worked for
other companies. Gebrekirstos also writes for other outlets, speaks in different platforms and events, and
appears on local and international media including Al Jazeera and the BBC to offer analysis and views
on the Tigray war, Ethiopia and the Horn of Africa. He tweets at @gebrekirstosG. His more extended
bio can be found at https://www.tghat.com/gebrekirstos-gebreselassie-gebremeskel/
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Keynote Talk: Next generation of perspective: Multilingual
large language models and combating online harassment

Daniel Borkan, Lucas Dos Santos, Alyssa Lees, and Rachel Rosen
Google Jigsaw

Abstract: We explore two developments in Google Jigsaw’s Perspective API. First, we describe a new
multilingual, token-free, Charformer model infrastructure that is applicable across a range of languages,
domains, and tasks. This architecture was extensively evaluated on an array of tasks and enabled Perspec-
tive API launches in 10 new languages, including Arabic, Chinese, Indonesian, Korean, and Japanese.
We also discuss how we leveraged Perspective API to create Harassment Manager, an open-source web
application that enables users to document and take action on abuse targeted at them on online platforms.
The tool allows users to consolidate their experiences of online harassment into a story, complete with
context and examples.

Bio:

• Daniel Borkan attended UCSC where he graduated with a BSc in computer science. He joi-
ned Jigsaw in 2014 to build the Outline tool to bypass repressive censorship. Daniel now works
on the Perspective API to combat online toxicity, where he focuses on internationalization, bias
mitigation, and new model development.

• Lucas Dos Santos attended Pomona College where he graduated with a BA in computer science.
He joined the Conversation AI team at Jigsaw in 2018 and focuses on efforts around combatting
online harassment, machine learning model development, and API infrastructure.

• Alyssa Lees attended Brown University and NYU where she received BSc/MS/PhD degrees in
statistics and computer science while cultivating interests in AI, cooking, architecture and fine art.
Alyssa has worked in various capacities at Google Jigsaw including developing the next generation
of the Perspective API and currently as lead combatting disinformation. Her research interests
include ML Fairness, NLP and Knowledge Acquisition.

• Rachel Rosen attended NYU where she graduated with a BA for a joint computer science and
math major. She completed two Google internships while studying at NYU and began working for
Google full time after graduating in 2014. She joined the ConversationAI team at Jigsaw in 2016
where she began working on solutions for countering toxic speech and online harassment.
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