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Abstract

In this paper, we present the contribution
of HW-TSC to WMT 2022 Metrics Shared
Task. We propose one reference-based metric,
HWTSC-EE-BERTScore*, and four reference-
free metrics including HWTSC-Teacher-Sim,
HWTSC-TLM, KG-BERTScore and CROSS-
QE. Among these metrics, HWTSC-Teacher-
Sim and CROSS-QE are supervised, whereas
HWTSC-EE-BERTScore*, HWTSC-TLM and
KG-BERTScore are unsupervised. We use
these metrics in the segment-level and system-
level tracks. Overall, our systems achieve
strong results for all language pairs on previ-
ous test sets and a new state-of-the-art in many
sys-level case sets.

1 Introduction

Due to the expensive cost of manual evaluation,
automatically evaluating the outputs of transla-
tion systems is critically important in the field of
machine translation (MT) (Freitag et al., 2021a).
Therefore, a lot of automatic metrics have been pro-
posed to approach this task. According to whether
the reference sentences are required or not, the met-
rics are categorized into two classes: (1) reference-
based metrics like BLEU (Papineni et al., 2002),
METEOR (Lavie and Agarwal, 2007), BERTScore
(Zhang et al., 2020) and BLEURT (Sellam et al.,
2020), which evaluate the hypothesis by referring
to the golden reference; (2) reference-free metrics
like YiSi-2 (Lo, 2019) and COMET-QE (Rei et al.,
2020, 2021), which are also referred as quality esti-
mation (QE). These metrics estimate the quality of
hypothesis only based one source sentences with-
out using references.

In this paper, we present the contribution of
HW-TSC to the WMT 2022 Shared Task on Met-
rics. We participated in the segment-level and
system-level tracks with 1 reference-based metric
(HWTSC-EE-BERTScore*) and 4 reference-free

∗∗ equal contribution

metrics (HWTSC-Teacher-Sim, HWTSC-TLM,
KG-BERTScore and CROSS-QE). Details of our
metrics are illustrated in Table 1.

HWTSC-EE-BERTScore* (Entropy Enhanced
Metrics)is built upon existing metrics, aiming to
achieve a more balanced system-level rating by as-
signing weights to segment-level scores produced
by backbone metrics. The weights are determined
by the difficulty of a segment, which is related to
the entropy of a hypothesis-reference pair. A trans-
lation hypothesis with a significantly high entropy
value is considered difficult and receives a large
weight in aggregation of EE-Metrics’ system-level
scores.

HWTSC-Teacher-Sim is a supervised reference-
free metric with the framework of BERTScore
(Zhang et al., 2020), which is obtained by fine-
turning the multilingual Sentence-BERT model
(Reimers and Gurevych, 2019, 2020a). Both the un-
supervised TearcherSim (Yang et al., 2022b,a) and
the implicit multilingual word embedding align-
ment (Zhang et al., 2022b) have shown that the pre-
tained multilingual Sentence-BERT model is very
effective for both reference-based and reference-
free MT evaluations on WMT DA (Direct Assess-
ment) data. However, its performance on WMT
MQM (Multidimensional Quality Metrics) data is
poor. We propose an effective training strategy for
the pretrained multilingual Sentence-BERT and a
novel normalization method for the DA and MQM
scores.

HWTSC-TLM (Zhang et al., 2022a) is an un-
supervised reference-free metric which only uses
the system translations as input and calculates the
scores by a target-side language model. Although
source sentences are not considered, the results of
this metric with XLM-R (Conneau et al., 2020) on
WMT19 are very promising.

KG-BERTScore (Wu et al., 2022) is an unsu-
pervised reference-free metric, which incorporates
multilingual knowledge graph into BERTScore
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Metrics Reference Training Segment-level System-level
HWTSC-EE-BERTScore* reference-based unsupervised % !

HWTSC-Teacher-Sim reference-free supervised ! !

HWTSC-TLM reference-free unsupervised ! !

KG-BERTScore reference-free unsupervised ! !

CROSS-QE reference-free supervised ! !

Table 1: Description of 5 metrics participated in WMT 2022 Shared Task. !and%respectively indicate whether
the metric participates the corresponding track or not.

(Zhang et al., 2020). The score of this metric
is calculated by linearly combining the results of
BERTScore and bilingual named entity matching.

CROSS-QE is an application of "QE as a met-
ric". Based on our previous work (Yang et al.,
2020; Wang et al., 2020; Chen et al., 2021), we
propose a reference-free metric, like COMET-QE
architecture.

2 Metrics

This section introduces our metrics for WMT Met-
rics 2022 Shared Task including Reference-based
and reference-free.

2.1 Reference-based
This year, entropy-enhanced BERTScore (HWTSC-
EE-BERTScore, or referred as EE-BERTScore in
short) was used in the general tests of the system-
level track. EE-BERTScore, built upon standard
BERTScore (Zhang et al., 2019), is within one of
the EE metrics proposed earlier (Liu et al., 2022).
The main idea of EE metrics is to challenge the
standard way of acquiring system-level scores that
outputs a simple arithmetic average of scores on
segments in the evaluation set, and to provide a
framework that enhances existing MT metrics by
assigning higher weights to the difficult samples in
the evaluation set. The motivation is simple: for
MT evaluation, it is not likely that human raters
treat every source-reference pair equally. Those
simple samples can be easily translated, leading to
similar human scores given to different hypotheses,
while the more challenging part in an evaluation
set often distinguishes top candidates from inferior
systems. Like different weights are assigned to
questions in real-world examinations based on vari-
ant difficulties, MT evaluation metrics should also
encourage systems that perform better on relatively
difficult samples. In the preliminary experiment,
we find that using only the difficult segments (usu-
ally counting for less than 5% of all segments in

the whole evaluation set) to evaluate MT systems,
doesn’t lead the automatic metrics to give incor-
rect ratings for MT systems, and sometimes even
improves the performances of metrics in terms of
correlation with human DA scores. Thus, we pro-
posed EE metrics, which emphasize the translation
qualities of relatively difficult ones among all hy-
potheses given by a system and assign high weights
to these hypotheses in the aggregation of system-
level scores.

2.1.1 Working Process of EE Metrics
Currently, EE metrics determine the difficulty of
a segment via the average qualities of hypotheses.
The qualities are measured by the translation en-
tropy (or chunk entropy) (Yu et al., 2015) between
the reference and the hypothesis. For a human ref-
erence and a hypothesis given by an MT system, a
high chunk entropy suggests high uncertainty of the
translation (the more linguistically matched parts
between the hypothesis and the reference is, the
lower the uncertainty of the translation is) and a
low entropy indicates good confidence of the given
hypothesis in expressing the meaning of the source
segment. For example, if a hypothesis is perfectly
matched with a reference, then the entropy of the
translation is zero, and if there is no matching to-
ken between the hypothesis and the reference, the
chunk entropy is positive infinity, indicating a total
uncertainty and disorderness of the translation.

Fig. 1 illustrates how EE metrics assign different
weights to the segments in the evaluation set based
on the computed entropy. Firstly, segments in the
evaluation set are divided into two groups: easy
samples and difficult samples. If the entropy of a
hypothesis is higher than the threshold h, it is con-
sidered in the difficult group and vice versa. Then,
hypotheses are assigned weights in the aggregation
of final score based on the groups they belong to.
Specifically, samples in the easy group receive a
weight of w/Ne and samples in the difficult group
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Figure 1: Workflow of EE metrics, assuming the evaluation set contains two segments with reference-hypothesis
pairs (Hyp 1, Ref 1) and (Hyp 2, Ref 2).

receive a weight of (1 − w)/Nd, where Ne, Nd

are the sizes of easy and difficult group, respec-
tively, and w is a balance coefficient that, in our
earlier version of EE metrics, may vary for differ-
ent language pairs and evaluation datasets. Since
the number of easy hypothesis is much larger than
the number of difficult hypothesis for a given MT
system, the weight of easy samples is much lower
than the weight of difficult samples.

2.1.2 EE Metrics 2.0 vs. EE Metrics 1.0
The earlier version of EE metrics (denoted as EE
metrics 1.0) has two hyper-parameters: h and
w, involving in the selection of difficult samples
and the determination of weights assigned to each
group, respectively. The existence of such hyper-
parameters hinders the application of EE metrics.
What’s worse, the hyper-parameters often alter for
different language pairs and evaluation datasets
(e.g., we use up to 10 different parameters in our
preliminary experiment, involving WMT 19 eval-
uation set), making it hard to estimate a feasible
combination of parameters in the actual scenario.
To alleviate such undesirable pain, we propose EE
metrics 2.0 for this year’s WMT metrics shared
tasks. EE metrics 2.0 aims to reduce the hyper-
parameters involved in the computation of system-
level score as much as possible and offers a light-
weight approach of computing weights for each
segment. Specifically, EE metrics 2.0 doesn’t re-
quire specifying h anymore, but automatically es-
timates thresholds based on a normal distribution
fitting of average translation qualities (the aver-
age entropy) over all segments, aiming to find the

threshold value of entropy where a sample has a
significantly higher entropy than those of other sam-
ples in the datasets. Moreover, the estimation of w
is simplified to a single value, instead of a series
of different values for different language pairs. EE
metrics 1.0 provides a formula to estimate w for
every language pair, which is acquired based on the
fitting of WMT 19 results. In contrast, the value of
w doesn’t change across different language pairs
in EE metrics 2.0. Our submissions in WMT 2022
Metrics Shared Task contain three different config-
urations of values of w: 0.3, 0.5 and 0.8, which
stand for different degrees of balance of weights
received between difficult groups and easy groups.

2.2 Reference-free

In this section, we would introduce the four
reference-free metrics.

2.2.1 HWTSC-Teacher-Sim
HWTSC-Teacher-Sim proposed by (Zhang et al.,
2022b), is a Reference-free metric used for ma-
chine translation evalation by achieving cross-
lingual word embedding alignment throgh multi-
lingual knowledge distillation (MKD) (Reimers
and Gurevych, 2020b). The procedure of multilin-
gual knowleage distillation is described in the Fig-
ure 2. The teacher model is monolingual SBERT
(Reimers and Gurevych, 2019) which achieves
state-of-the-art performance for various sentence
embedding tasks, and the student model is a multi-
lingual pretrained model like mBERT or XLM-R
before distillation. After MKD, the similarity score
of sentence pairs in MT evaluation on the language
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Teacher Model

Student Model

[0.8, -0.2, 0.3]

[0.7, -0.2, 0.3]

[0.9, -0.2, 0.4]

Hello World

你好世界

Parallel Data (EN-ZH)

Teacher EN sentence vector

Student EN sentence vector

Student ZH sentence vector

MSE Loss

MSE Loss

Figure 2: Multilingual knowledge distillation

model should be as high as possible. Based on
this feature, embeddings of sentences are used to
calculate the similarity score as a metric. And we
achieve strong results using language models to
calculate the similarity between sentence pairs in
an supervised manner in MQM data.

2.2.2 HWTSC-TLM
HWTSC-TLM proposed by Zhang et al. (2022a)
utilizes a pretrained multilingual model XLM-R
(Conneau et al., 2020) to score the system transla-
tions, which is a zero-shot unsupervised metric for
MT evaluation.

<s>

XLM-R masked language model

How are [MASK] doing today </s>Input

Output

Raw How are you doing today

you:0.70; they: 0.15; your: 0.05; ...

Figure 3: An example of HWTSC-TLM metric calcula-
tion for a given sentence

For a given sentence s = (w1, . . . , wm) with m
tokens, the score is defined as:

SEG_LM(s) =
1

m

m∑

i=1

log
1

P (wi|s− wi)
, (1)

where P (wi|s−wi) the probability of wi predicted
by the masked language model when wi is replaced
by [MASK], as shown in Figure 3. And this score is
used for segment-level MT evaluation.

For system-level evaluation where a set of sys-
tem translation sentences S is provided, the score
is defined as:

SY S_LM(S) =
1

|S|
∑

s∈S
SEG_LM(s), (2)

which is the mean value of SEG_LM scores on
each sentence in S.

2.2.3 CrossQE
CrossQE showed as figure 4 has used pre-trained
Cross-lingual XLM-Roberta large(Lample and
Conneau, 2019; Conneau et al., 2019) as predic-
tor instead of RNN-based model in the two-stage
Predictor-Estimator architecture (Kim et al., 2017),
and uses regressor as quality estimator, and mul-
titasks are trained at the same time. The Cross-
lingual XLM-Roberta large model is pre-trained
from large-scale parallel corpora which source
and target tokens are concatenated by MLM task.
Shuffling those tokens and predicting those to-
kens’ index by the pre-trained model as a addi-
tional pre-training task can improve CrossQE’s ef-
fect. CrossQE is build on the COMET architec-
ture1 by exploring adapter layers (Houlsby et al.,
2019) for quality estimation to eliminate the over-
fitting problem while instead of fine-tuning the
whole base pre-trained model for different NLP
tasks (He et al., 2021). At training step, the Mean
Teacher loss(Baek et al., 2021) is added to improve
model’s over-fitting problem. Data augmentation
method based on Monte Carlo (MC) dropout (Gal
and Ghahramani, 2016) is added to enhance the
performance in sentence quality score prediction.

sentence regression word regression

sentence score word tags

Feed-forward

Pooling

source feature target feature

Cross-lingual Pretrained Model 
Encoder (XLM-RoBERTa)

Adapter

source targetCLS

Figure 4: Cross QE architecture

2.2.4 KG-BERTScore
KG-BERTScore metric proposed by Wu et al.
(2022), incorporates multilingual knowledge graph
into BERTScore for reference-free MT evaluation.
The evaluation process in WMT22 metrics shared
task is shown in Algorithm 1:

1https://github.com/Unbabel/COMET
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Firstly, we employ a reference-free BERTScore
metric to calculate FBERT score of each MT sen-
tence. For the WMT22 metrics shared task, we use
HWTSC-Teacher-Sim metric to calculate FBERT

so that the score is more relevant to the MQM.
Secondly, we utilize model (NER) named en-

tity recognition to identify named entities in the
sentences, and retrieve the corresponding entity
IDs in multilingual knowledge graph. We then
calculate FKG scores based on entity matching de-
gree. Since the same named entities in different
languages share the same entity ID in multilingual
knowledge graph, we can check whether they can
be matched by entity IDs. For the WMT22 metrics
shared task, the NER model we use is spacy2, and
the multilingual knowledge graph we use is Google
Knowledge Graph Search API3.

Finally, we combine to obtain a segment-level
FKG−BERT score, and the FKG−BERT score of
all MT sentences are averaged to obtain a system-
level score. For the WMT 2022 metrics shared
task, we set α to 0.5, and if there is no entity in the
source, FKG score is 1.

In addition, due to limited access to the Google
Knowledge Graph Search API, we only use KG-
BERTScore metric to score the three language di-
rections zh-en, en-ru, and en-de on the WMT22
metrics shared task. The scores for other language
directions in our submissions are simply populated
with the FBERT score based on the paraphrase-
multilingual-mpnet-base-v2 model4.

3 Experiments

3.1 Experiments of Reference-based

To verify the feasibility of EE metrics 2.0, we con-
duct experiments mainly on WMT 20 and WMT 21
using MQM (Lommel et al., 2014) as the ground
truth. To investigate the difference between when
human translations are used as a system and when
they are not used, we display the results computed
on two sets of systems for each language pair. We
report three coefficients: Pearson’s correlation r,
Kendall’s τ and Spearman’s ρ, to validate system-
level correlations with human evaluations.

Table 2 displays performance comparison be-
tween EE-BERTScore and standard BERTScore,

2https://spacy.io/models
3https://developers.google.com/

knowledge-graph
4https://huggingface.co/sentence-transformers/

paraphrase-multilingual-mpnet-base-v2

Algorithm 1: KG-BERTScore evalua-
tion process

Input :all source sentences sk ∈ S and
machine translations tk ∈ T of
n sentence pairs

Output :a system-level score F
1 for each sentence pair {sk,tk}

∈ {S,T} do
// xi, xj, x̂i, x̂j is the word

embedding.
2 Rk = 1

|sk|
∑

xi∈sk
max
x̂j∈tk

xTi x̂j

3 Pk = 1
|tk|

∑
x̂i∈tk

max
xj∈sk

x̂Ti xj

4 FBERTk
= 2 Pk·Rk

Pk+Rk

// entities (sk), entities (tk) is
the number of entities.

5 if entities(sk) ̸= 0 then
6 FKGk

=
matches(entities(sk),entities(tk))

entities(sk)

7 else
8 FKGk

= 1
9 end

// α is an adjustable
hyperparameter.

10 FKG−BERTk
=

α · FKGk
+ (1− α) · FBERTk

11 end

12 F =
∑n

k=1 FKG−BERTk
n

where EE-BERTScore achieves overall higher
correlations with human MQM than standard
BERTScore. We experiment with EE-BERTScore
under different values of w, suggesting different
relative weights between easy groups and difficult
groups in the computation of system-level scores.
We find that each setting of w is able to improve
the performance of standard BERTScore, and has
their best performances on a certain dataset. For
example, EE-BERTScore-0.3 and EE-BERTScore-
0.5 achieve a strong result on news test of WMT
20 and WMT 21, while on WMT 21 tedtalks, best
performance is achieved when w is 0.8.

Since EE metrics evaluate a system relying on
not only the single system, but also other partici-
pated systems, the existence of human translations
may have an impact on the performances of EE met-
rics. As shown in Table 2, correlations with MQM
drop sharply for EE-BERTScore-∗ when human
translations are included as, which is in accordance
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Metric En→ De (w/o Human) Zh→ En (w/o Human) En→ Ru (w/o Human) En→ De (with Human) Zh→ En (with Human) En→ Ru (with Human)

r τ ρ r τ ρ r τ ρ r τ ρ r τ ρ r τ ρ

WMT 20 WMT 20
BERTScore 0.754 0.429 0.536 0.742 0.643 0.810 - - - 0.281 0.067 -0.018 0.550 0.422 0.467 - - -
EE-BERTScore-0.3 0.721 0.429 0.536 0.896 0.714 0.833 - - - 0.297 -0.067 -0.079 0.582 0.422 0.467 - - -
EE-BERTScore-0.5 0.736 0.429 0.536 0.827 0.714 0.833 - - - 0.292 0.022 -0.030 0.569 0.422 0.467 - - -
EE-BERTScore-0.8 0.755 0.333 0.464 0.654 0.571 0.690 - - - 0.284 0.067 -0.018 0.547 0.378 0.406 - - -

WMT 21-news WMT 21-news
BERTScore 0.911 0.795 0.945 0.577 0.308 0.484 0.776 0.538 0.692 0.181 0.441 0.500 0.382 0.295 0.439 0.540 0.417 0.485
EE-BERTScore-0.3 0.874 0.846 0.945 0.637 0.487 0.626 0.621 0.451 0.622 0.182 0.485 0.512 0.384 0.410 0.521 0.569 0.317 0.435
EE-BERTScore-0.5 0.898 0.846 0.945 0.595 0.359 0.511 0.717 0.495 0.701 0.183 0.500 0.517 0.382 0.352 0.457 0.562 0.383 0.491
EE-BERTScore-0.8 0.919 0.769 0.923 0.526 0.256 0.462 0.809 0.604 0.754 0.184 0.456 0.532 0.380 0.276 0.429 0.548 0.467 0.526

WMT 21-tedtalks WMT 21-tedtalks
BERTScore 0.465 0.256 0.319 0.634 0.055 0.134 0.826 0.626 0.793 0.541 0.363 0.455 -0.634 -0.086 -0.079 0.659 0.676 0.832
EE-BERTScore-0.3 0.560 0.333 0.473 0.321 0.055 0.125 0.687 0.451 0.626 0.553 0.429 0.578 -0.775 -0.086 -0.086 -0.568 0.219 0.289
EE-BERTScore-0.5 0.558 0.333 0.445 0.534 0.077 0.143 0.750 0.495 0.679 0.549 0.429 0.556 -0.719 -0.067 -0.071 -0.538 0.276 0.361
EE-BERTScore-0.8 0.495 0.359 0.478 0.645 0.077 0.134 0.829 0.692 0.829 0.543 0.451 0.582 -0.617 -0.067 -0.079 0.805 0.714 0.857

Table 2: Correlations with system-level human MQM scores on datasets of WMT 20 news, WMT 21 news and
WMT 21 tedtalks. EE-BERTScore-∗ represents EE-BERTScore with different w values. With Human indicates
evaluation on MT systems and human traslations, and w/o Human indicates MT systems only. Best correlations are
marked in bold.

with the conclusion from (Freitag et al., 2021b) that
most metrics struggle to correctly score translations
that are different from MT systems. However, we
still see EE-BERTScore-∗ improves the correla-
tions with human for BERTScore in some cases
(En→ De in WMT 21 datasets), while there are
cases where EE-BERTScore-∗ hardly has a differ-
ence with BERTScore in terms of the correlations
(Zh→ En in WMT 20 news). Overall, when human
translations participate as additional outputs, EE
metrics bring a less significant improvement to the
standard metrics.

3.2 Experiments of Reference-free

This section introduces the experimental results of
our four reference-free metrics.

3.2.1 HWTSC-Teacher-Sim
We choose paraphrase-multilingual-mpnet-base-
v24 as the model for generating sentence embed-
dings. Triplets were build with source, MT, and the
scores of MT - the scores of MT were normalized.
The MT with a higher score is closer to the source
in the vector space. With TripletEvaluator, we
achieve the alignment of embeddings of source and
MT in the space vector. In en-de and zh-en, we use
MQM data of WMT2020 and WMT2021 as train
set and test set respectively. Since en-ru only has
MQMdata of WMT2021, the experimental results
of en-ru are missing. COMET-QE-DA_2021-src
(Rei et al., 2020) is chosen as the state-of-the-art
reference-free metric for comparison. And sent-
BLEU and BLEU (Koehn et al., 2007) are selected
as the state-of-the-art reference-based metrics.

The experimental results show that the introduc-

Metrics en-de zh-en
sentBLEU 0.083 0.176
COMET-QE-DA_2021-src 0.244 0.305
HWTSC-Teacher-Sim 0.205 0.355

Table 3: Segment-level Kendall correlations for lan-
guage pairs of WMT21 MQM data

Metrics en-de zh-en
BLEU 0.937 0.310
COMET-QE-DA_2021-src 0.847 0.453
HWTSC-Teacher-Sim 0.863 0.596

Table 4: System-level Pearson correlations for language
pairs of WMT21 MQM data

tion of multilingual knowledge distillation is more
helpful to the system level scoring accuracy of
reference-free HWTSC-Teacher-Sim.

3.2.2 HWTSC-TLM
XLM-R5 is selected as the masked language model
for our metric HWTSC-TLM. The segment-level
and system-level results on the 8 from-English lan-
guage pairs of WMT19 are reported in Table 5
and Table 6 respectively. YiSi-2 (Lo, 2019) and
Prism-src (Thompson and Post, 2020) are chosen
as the state-of-the-art unsupervised reference-free
metrics for comparison, and reference-based met-
rics sentBLEU and BLEU (Koehn et al., 2007) are
selected for reference. More experimental results
of HWTSC-TLM on WMT19 could be found in
(Zhang et al., 2022a).

From the results in Table 5 and Table 6, it could
be seen that HWTSC-TLM is much better than

5https://huggingface.co/xlm-roberta-base
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Metrics en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh Avg
sentBLEU 0.367 0.248 0.396 0.465 0.392 0.334 0.469 0.270 0.368
YiSi-2 0.069 0.212 0.239 0.147 0.187 0.003 -0.155 0.044 0.093
Prism-src 0.470 0.402 0.555 0.215 0.507 0.499 0.486 0.287 0.428
HWTSC-TLM 0.443 0.343 0.492 0.328 0.301 0.471 0.457 0.297 0.392

Table 5: Segment-level metric results for from-English
language pairs of WMT19: absolute Kendall’s Tau cor-
relation of segment-level metric scores with DA.

Metrics en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh Avg
BLEU 0.897 0.921 0.969 0.737 0.852 0.989 0.986 0.901 0.907
YiSi-2 0.324 0.924 0.696 0.314 0.339 0.055 0.766 0.097 0.439
Prism-src 0.865 0.976 0.933 0.444 0.959 0.908 0.822 0.793 0.838
HWTSC-TLM 0.896 0.978 0.941 0.683 0.897 0.919 0.819 0.959 0.886

Table 6: System-level metric results for from-English
language pairs of WMT19: absolute Pearson correlation
of system-level metric scores with DA.

YiSi-2, and is very competitive with Prism-src,
which is a very strong baseline in unsupervised
reference-free metrics, although only system trans-
lations are used in HWTSC-TLM.

3.2.3 CrossQE
Experiments and results of CrossQE could be found
in WMT 2022 QE task report (Su et al., 2022).

3.2.4 KG-BERTScore
The ninth layer of XLM-R5 is selected for word em-
bedding to calculate FBERT scores in our metric
KG-BERTScore. The segment-level and system-
level results on the 7 into-English language pairs
of WMT19 are reported in Table 7 and Table 8
respectively. YiSi-2 (Lo, 2019) and reference-free
BERTScore are chosen as unsupervised reference-
free metrics for comparison, and reference-based
metrics sentBLEU and BLEU (Koehn et al., 2007)
are selected for reference. The experimental results
show that the introduction of multilingual knowl-
edge graph is more helpful to the system level scor-
ing accuracy of reference-free BERTScore.

Metrics de-en fi-en gu-en kk-en lt-en ru-en zh-en mean
sentBLEU 0.056 0.233 0.188 0.377 0.262 0.125 0.323 0.223
YiSi-2 0.068 0.126 -0.001 0.096 0.075 0.053 0.253 0.096
BERTScore 0.036 0.234 0.171 0.310 0.211 0.089 0.196 0.178
KG-BERTScore 0.039 0.191 0.165 0.313 0.177 0.095 0.213 0.170

Table 7: Segment-level metric results for into-English
language pairs of WMT19: absolute Kendall’s Tau cor-
relation of segment-level metric scores with DA.

4 Conclusions

In this paper, we present one reference-based met-
ric and four reference-free metrics. We apply the

Metrics de-en fi-en gu-en kk-en lt-en ru-en zh-en mean
BLEU 0.849 0.982 0.834 0.946 0.961 0.879 0.899 0.907
YiSi-2 0.796 0.642 -0.566 -0.324 0.442 -0.339 0.940 0.227
BERTScore 0.785 0.866 -0.007 0.117 0.657 -0.372 0.728 0.396
KG-BERTScore 0.862 0.733 0.764 0.936 0.688 0.918 0.908 0.830

Table 8: System-level metric results for into-English
language pairs of WMT19: absolute Pearson correlation
of system-level metric scores with DA.

methods of entropy-enhance, multilingual knowl-
edge distillation, multilingual knowledge graph,
and quality evaluation in MT to WMT 2022 Met-
rics Shared Task. The experimental results show
great effectiveness of our research direction and
the superiority of our metrics.
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