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Abstract

This paper describes the Global Tone Commu-
nication Co., Ltd.’s submission of the WMT22
shared general MT task. We participate in
six directions: English to/from Ukrainian,
Ukrainian to/from Czech, English to Croatian
and English to Chinese. Our submitted sys-
tems are unconstrained and focus on backtrans-
lation, multilingual translation model and fine-
tuning. Multilingual translation model focus
on X to one and one to X. We also apply rules
and language model to filter monolingual, par-
allel sentences and synthetic sentences.

1 Introduction

We applied fairseq(Ott et al., 2019) as our develop
tool and use transformer(Vaswani et al., 2017) as
the main architecture. The primary ranking in-
dex for submitted systems is BLEU(Papineni et al.,
2002), therefore we apply BLEU as the evaluation
matrix for our translation system by using sacre-
BLEU1.

For data preprocessing, punctuation normaliza-
tion, tokenization and BPE(byte pair encoding) are
applied for all languages. Further, we apply true-
case model for English, Ukrainian, Czech and Croa-
tian according to the character of each language.
Regarding to the tokenization, we use polyglot
as the tokenizer for Ukrainian and Croatian, and
mosese tokenizer.perl for English and Czech. Be-
sides, knowledge based rules and language model
are also involved to clean parallel data, monolin-
gual data and synthetic data.

This paper is arranged as follows. We firstly de-
scribe the task and show the data information, then
introduce our baseline and multilingual translation
model. After that, we describe the conducted ex-
periments in detail in all directions, including data
preprocessing, model architecture, back-translation
and multilingual translation model. At last, we

1https://github.com/mjpost/sacrebleu

analyze the results of experiments and draw the
conclusion.

2 Task Description

The task focuses on bilingual text translation and
the provided data is shown in Table 1, including
parallel data and monolingual data. For the direc-
tions between English and Ukrainian, the parallel
data is mainly from ParaCrawl v9, WikiMatrix,
Tilde MODEL corpus and OPUS, as well as the
directions English to Croatian. For the directions
between Ukrainian and Czech, the parallel data is
mainly from WikiMatrix and OPUS. The monolin-
gual data we used includes: News Crawl in English,
Ukrainian, Croatian and Czech; Leipzig Corpora in
Croatian, Ukrainian and Czech; News discussions
in English. All language directions we participated
in are new tasks this year, therefore we only use the
provided development set from FLoRes101 dataset
for all directions.

Usually, the news translation task will take the
human evaluation result as the final ranking index.
And this requires each participated team contribute
8 hours of human evaluation for each participat-
ing translation direction. For some low resource
language directions, it is not very easy for the or-
ganizer to employ human translators from the par-
ticipating team or translation agency. Besides, due
to the number of sentences in the test set and the
quantity of participating teams, it is not possible
to employ human evaluation for all the test sets.
Besides, with recent improvements of MT quality,
the organizer decided to move away from testing
only in the news domain and we are shifting the
WMT focus on testing the general capabilities of
MT systems.

3 Billingual Baseline Model and
Multilingual Translation Model

To set a strong baseline for our multilingual
model as a comparison. Our Billingual base-
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language number of sentences
en-hr parallel data 318M
en-uk parallel data 13M
uk-cs parallel data 4M
en monolingual data 40M
uk monolingual data 15M
cs monolingual data 40M
hr monolingual data 13M
en-uk development set 997
en-hr development set 997
uk-cs development set 997

Table 1: Task Description

line model is different from the transformer base
model transformer_wmt_en_de with 6 encoding
layers and 6 decoding layers. Instead, we set
our bilingual baseline model by using trans-
former_vaswani_wmt_en_de_big architecture with
12 encoding layers and 4 decoding layers.

The multilingual translation model is almost the
same as GTCOM2021(Bei and Zong, 2021), but
focuses on one to X and X to one this year. To ob-
tain a better translation quality, we include Russian
as the main auxiliary language since Russian and
Ukrainian are very similar. We train four multilin-
gual models: 1. ru-en, uk-en and hr-en to translate
uk-en; 2. en-ru, en-uk and en-hr to translate en-uk
and en-hr; 3. cs-uk, en-uk and ru-uk to translate
cs-uk 4. en-uk; uk-cs and en-cs to translate uk-cs
and en-cs. We use joint BPE for all languages in
the multilingual model separately.

For English to Chinese direction, we just test our
online system as a comparison with other partici-
pating systems. Therefore we did not conduct data
augmentation, finetuning, or any other adaption
experiments.

4 Experiment

4.1 Training Step

This section introduces all the experiments we set
step by step and Figure 1 shows the whole flow.

• Date Filtering The methods of data filtering
are mainly the same as we did last year, in-
cluding human rules, language models, and
repeat cleaning.

• Baseline. We use big transformer architec-
ture with 24 layers of encoder and 4 layers of
decoder to construct our baseline.

model en2uk uk2en
baseline 32.43 40.08
back translation 32.58 40.84
joint training 32.97 42.33
deep multilingual translation model 33.72 43.27

Table 2: The BLEU score between English and
Ukrainian.

model uk2cs cs2uk
baseline 22.52 22.00
back translation 25.51 23.59
joint training 25.72 24.09
deep multilingual translation model 26.14 24.89

Table 3: The BLEU score between Czech and
Ukrainian.

• Back-translation. We use a multilingual
translation model to translate the target sen-
tence to the source side, and clean synthetic
data with language model. Here, we translate
each language pairs we have added into the
multilingual translation model. Mix cleaned
back-translation data and parallel sentences
and train multilingual translation model.

• Joint training. Repeat the back-translation
step by the best model, until there is no im-
provement.

• Multilingual translation model. We focus
on one to X and X to one model, and each mul-
tilingual model has joint BPE and a shared vo-
cabulary. The multilingual translation model
setting follows Google’s Multilingual Neural
Machine Translation System(Johnson et al.,
2017).

• Deep multilingual translation model. Us-
ing bilingual parallel data and synthetic data
by the best model, train the multilingual
transformer model with 12 encoding layers
and 4 decoding layers, then repeat the back-
translation step and forward-translation step,
until there is no improvement.

• Ensemble Decoding. We use GMSE Algo-
rithm (Deng et al., 2018) to select models to
obtain the best performance.
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Figure 1: The work flow of GTCOM machine translation competition systems

model en2hr
baseline 30.15
back translation 32.90
joint training 33.80
deep multilingual translation model 34.93

Table 4: The BLEU score for English to Croatian.

5 Result and Analysis

Table 2, Table 3 and Table 4 show the BLEU
score we evaluated on development set for English
to/from Ukrainian, Czech to/from Ukrainian and
English to Croatian respectively. As shown in the
above table, back-translation is still the best data
augmentation measure to improve translation qual-
ity from the data aspect. Joint training and deep
multilingual translation model also show solid im-
provement in all five directions.

We notice that when adding Russian (a very sim-
ilar language to Ukrainian) into the multilingual
corpus, we did not obtain as much improvement as
we expect. This is probably because the original
English to Ukrainian data is rich enough and de-
creased the positive impact of adding Russian data
into the multilingual model.

6 Conclusion

This paper describes GTCOM’s neural machine
translation systems for the WMT22 shared general
MT task. We applied 3 major techniques to im-
prove the translation quality: back-translation, joint
training, and deep multilingual translation model.
With these 3 techniques, the final automatic evalu-
ation matrix is shown in Table 5. Besides BLEU,

Direction BLEU COMET Rank
en2uk 30.8 1
uk2en 43.9 2
cs-uk 36.8 2
uk-cs 31.3 7
en-hr 17.6 2
en-zh 47.7 1

Table 5: The final online automatic evaluation result.

this year the organizer introduce a new evaluation
matrix COMET(Rei et al., 2020) to inspect the
translation quality. Our system is ranking 1st place
in English->Ukrainian and English->Chinese, 2nd
place in Ukrainian-English, Czech ->Ukrainian and
English->Croatian, 7th place in Ukrainian->Czech
with COMET index.
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