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Abstract

Previous works mostly focus on either multi-
lingual or multi-domain aspects of neural ma-
chine translation (NMT). This paper investi-
gates whether the domain information can be
transferred across languages on the composi-
tion of multi-domain and multilingual NMT,
particularly for the incomplete data condition
where in-domain bitext is missing for some
language pairs. Our results in the curated leave-
one-domain-out experiments show that multi-
domain multilingual (MDML) NMT can boost
zero-shot translation performance up to +10
gains on BLEU, as well as aid the generali-
sation of multi-domain NMT to the missing
domain. We also explore strategies for ef-
fective integration of multilingual and multi-
domain NMT, including language and domain
tag combination and auxiliary task training. We
find that learning domain-aware representations
and adding target-language tags to the encoder
leads to effective MDML-NMT.

1 Introduction

Multilingual NMT (MNMT), which enables a sin-
gle model to support translation across multiple
directions, has attracted a lot of interest both in
the research community and industry. The gap be-
tween MNMT and bilingual counterparts has been
reduced significantly, and even for some settings,
it has been shown to surpass bilingual NMT (Tran
et al., 2021). MNMT enables knowledge sharing
among languages, and reduces model training, de-
ployment, and maintenance costs. On the other
hand, multi-domain NMT aims to build robust
NMT models, providing high-quality translation
on diverse domains. While multilingual and multi-
domain NMT are highly appealing in practice, they
are often studied separately.

To accommodate the domain aspect, previous
MNMT works focus on learning a domain-specific
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Figure 1: An example of the multi-domain multilingual
incomplete data condition (best seen in colours). (a)
The colour indicates the availability of bitext in the
corresponding domain for each language. (b) Domain
and language-pair matrix for the data condition in (a).

MNMT by finetuning a general NMT model on the
domain of interest (Tran et al., 2021; Bérard et al.,
2020). Recently, Cooper Stickland et al. (2021) pro-
pose to unify multilingual and multi-domain NMT
into a holistic system by stacking language-specific
and domain-specific adapters with a two-phase
training process. Thanks to the plug-and-play abil-
ity of adapters, their system can handle translation
across multiple languages and support multiple do-
mains. However, as each domain adapter is learned
independently, their adapter-based model lacks the
ability of effective knowledge sharing among do-
mains.

In this paper, we take a step further toward uni-
fying multilingual and multi-domain NMT into a
single setting and model, i.e., multi-domain multi-
lingual NMT (MDML-NMT), and enable effective
knowledge sharing across both domains and lan-
guages. Unlike the complete data assumption in the
multi-domain single language-pair setting where
training data is available in all domains, we assume
the existence of bitext in all domains for only a sub-
set of language-pairs, as illustrated in Figure 1(a).
In fact, it is highly improbable to obtain in-domain
bitext for all domains and all language pairs in
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many real-life settings. Depending on the avail-
ability of parallel data, we categorise a translation
task from a source to a target language into four
categories based on the following dimensions:

• in-domain/out-of-domain, wrt to the domain
of interest, and

• seen/unseen, wrt to the translation direction
during training.

Please note the domain and language-pair ma-
trix in Figure 1(b). In this figure, parallel data
available in the training set specifies the group
A, the in-domain seen tasks. Given this training
dataset, most MNMT research focuses on cross-
lingual transfer to in-domain unseen translation
tasks (A→C), while the studies on multi-domain
NMT and domain adaptation seek to generalise to
out-of-domain seen translation tasks (A→B). In-
tegrating domain and language aspects in the in-
complete data condition gives rise to an interesting
and more challenging setting that transfers to out-
of-domain unseen translation tasks (A→D). We
hypothesise that the out-of-domain “seen and un-
seen” translation tasks (A→B+D) can benefit from
the in-domain translation tasks if there exists the
domain transfer across languages in MDML-NMT.

Specifically, we ask the following research ques-
tions: (1) Do out-of-domain translation tasks bene-
fit from the out-of-domain and in-domain bitext in
other seen translation pairs? and (2) What is effec-
tive method to handle the composition of domains
and languages? Furthermore, beyond the cross-
lingual transfer (A→C) and the out-of-domain gen-
eralisation (A→B), we also consider the challeng-
ing setting where the translation direction of inter-
est may not have any bitext in any domain, i.e. the
zero-shot setting (A→D).

In general, we can vary the degree of domain
transfer based on the number of domains in which
parallel data for a translation task is available. Com-
bining with the number of language pairs of inter-
est, there are large numbers of incomplete data
conditions, even for our toy examples in Figure 1.
In this study, we assume the highest degree of do-
main transfer and carefully design controlled ex-
periments where one domain is left out for some
language pairs (Table 1). We then examine the
potential of MDML-NMT on this incomplete data
condition. We also explore training strategies for
effective integration of multi-domain and multi-
lingual NMT, mainly on (i) how to combine the

LAW IT KORAN MED SUB

En-Fr ✔ ✔ ✔ ✔ ✔

En-De ✔ ✔ ✔ ✔ ✔

De-Fr ✔ ✔ ✔ ✔ ✔

En-Cs ✗ ✔ ✔ ✔ ✔

En-Pl ✗ ✔ ✔ ✔ ✔

Table 1: Illustration of leave-one-out LAW experiment
setting. ✗, ✔describes whether there is bitext in the
corresponding domain for the given language pairs.

language and domain tags, and (ii) using auxiliary
task training to learn effective representations. Our
contributions are as follows:

• We investigate effective strategies to jointly
learn multi-domain and multilingual NMT
models under the incomplete data condition.

• Our empirical results show that MDML-NMT
model can improve translation quality in
the zero-shot directions by mitigating the
off-target translation issue that an MNMT
model translates the input sentence to a wrong
target language. Additionally, MDML-NMT
exhibits domain transfer ability by achiev-
ing up to +4 BLEU improvement over the
multi-domain NMT on the translation direc-
tion where in-domain training data is ab-
sent. Thanks to the effective cross-domain
and cross-lingual knowledge sharing, MDML-
NMT outperforms the adapter-based method
(Cooper Stickland et al., 2021) by a large mar-
gin in the language-domain zero-shot setting.

• Our study sheds light on effective MDML-
NMT training. Our experimental results re-
veal that: (i) for the domain, it is important
to make the encoder domain-aware by either
providing the domain tags or training with the
auxiliary task; and (ii) for the language, the
best practice is to prepend the target language
tag to the encoder.

2 Multi-domain Multilingual NMT

In this section, we first provide the necessary back-
ground on multilingual NMT (MNMT) and multi-
domain NMT individually. We then describe ef-
fective modelling approaches for the integration
of multi-domain and multilingual NMT (MDML-
NMT).
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2.1 Multilingual NMT
Given a set of languages L, the primary goal of
MNMT is to learn a single NMT model that can
handle all translation directions of interest in this
set of languages (Dabre et al., 2020). According to
the parameter sharing strategy, MNMT can be cat-
egorised into: 1) partial parameter sharing (Dong
et al., 2015; Firat et al., 2016; Zhang et al., 2021),
and 2) full parameter sharing (Ha et al., 2016;
Johnson et al., 2017). The latter has been widely
adopted because of its simplicity, lightweight, and
its zero-shot capability. Thus, we adopt the full
parameter sharing strategy in our work.

In the fully parameter-shared MNMT, all pa-
rameters of encoders, decoders and attentions are
shared across tasks. Special language tags are in-
troduced to indicate the target languages. One can
prepend the target language tags to either the source
or target sentences. The model is then trained
jointly to minimise the negative log-likelihood
across all training instances:

LML(θθθ) := −
∑

(s,t)∈T

∑

(xxx,yyy)∈Cs,t
logP (yyy|xxx;θθθ) (1)

where θθθ is model parameters, Cs,t denotes a bilin-
gual corpus for the source language s and the target
language t, (xxx,yyy) is a pair of parallel sentences in
the source and target language, and T denotes the
translation tasks for which we have bitext available.
Among all possible language pairs (s, t) ∈ L× L,
we often only have access to bilingual data for a
subset of them. We denote these pairs as seen (ob-
served) translation tasks, and the rest as unseen
tasks corresponding to the zero-shot setting.

2.2 Multi-domain NMT
Multi-domain NMT aims to handle translation
tasks across multiple domains for a given language
pair. Similar to MNMT, tagging the training corpus
is the most popular approach, where a tag indicates
the domain of a sentence pair. We also minimise
the negative log-likelihood across all domains to
train the model:

LMD(θθθ) := −
∑

d∈D

∑

(xxx,yyy)∈Cd
s,t

logP (yyy|xxx;θθθ) (2)

where D is the set of domains, and Cd
s,t denotes

the parallel bitext in the source language s, target
language t, and the domain d.

Apart from tagging, some auxiliary tasks have
also been incorporated into the training process. A

common practice is the use of domain discrimina-
tion, which aims to force the encoder to capture
domain-aware characteristics (Britz et al., 2017).
For this purpose, a domain discriminator is added
to the NMT model at training time. The input to the
discriminator is the encoder output, and its output
predicts the probability of the domain of the source
sentence. The discriminator is jointly trained with
the NMT model, and is discarded at inference time.

Let h = enc(xxx) be the representation of sen-
tence xxx computed by the mean-pooling over the
hidden states of the top layer of the encoder. The
training objective for the domain-aware encoder is
as follows:

Ldisc(θθθ,ψψψ) := −
∑

d∈D

∑

(xxx,yyy)∈Cd
s,t

log Pr(d|h;ψψψ) (3)

LMD-aware(θθθ,ψψψ) := LMD(θθθ) + λLdisc(θθθ,ψψψ) (4)

where ψψψ is the parameter of the domain discrimina-
tor classifier, and λ controls the contribution of the
domain discriminator into the training objective of
the multi-domain NMT model.

Alternatively, one can design an adversarial train-
ing objective in order to learn domain-agnostic rep-
resentations by the encoder. This is achieved by
inserting a gradient reversal layer (Ganin and Lem-
pitsky, 2015) between the encoder and the domain
discriminator. The gradient reversal layer behaves
as an identity layer in the forward pass but reverses
the gradient sign during back-propagation. It has
the opposite effect on the encoder, forcing it to
learn domain-agnostic representations. This en-
courages the domain specific characteristic to be
learned mainly by the decoder of the NMT model.

2.3 Composition of Domains and Languages
In this paper, we explore strategies for composing
multi-domain and multilingual NMT. We consider
the incomplete multi-domain multilingual data con-
dition where in-domain data may be only available
in a subset of language pairs. For example, Ta-
ble 1 shows one of the data conditions explored in
our experiments in Section 3. Given the five lan-
guage pairs and five domains, we assume that the
domain data in some language pairs are missing.
Our goal is to investigate effective techniques to
train a high-quality MDML-NMT model covering
all combinations of domains and language pairs.

Given a specific domain, we define in-domain
languages as those having data available in the
domain as part of some bilingual corpora; the rest
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Figure 2: Illustration of domain and languages composition strategies: (a) prepending domain (D) and target
language (T) tag to encoder (ENC) or decoder (DEC). This example shows a T-ENC D-DEC model where the target
language tag and domain tag are added to encoder and decoder respectively; (b) combining the tagging method with
the domain aware auxiliary task (MDML + aware) to learn domain-aware representation; and (c) combining the
tagging method with the domain adversarial auxiliary task (MDML + adv) to learn domain-agnostic representation.

Trans. direction Eval. domain MDML task type

En→De LAW seen in→in
En→Cs LAW seen in→out
Pl→En LAW seen out→in

De→Cs LAW unseen (zero-shot) in→out
Cs→De LAW unseen (zero-shot) out→in
Pl→Cs LAW unseen (zero-shot) out→out

Table 2: Examples of MDML task types in the leave-
one-domain-out LAW training scenario of Table 1.
Please refer to Table 1 for the in/out and seen/unseen
settings.

of the languages are referred to as out-of-domain
languages. We consider all combinations of in-
domain/out-of-domain source/target languages for
both seen and unseen translation directions (see
examples in Table 2) in Section 3.

We investigate different combinations of the tag-
ging strategy and auxiliary task training to effec-
tively train MDML-NMT models, as shown in Fig-
ure 2.

Language and Domain Tags. We explore differ-
ent ways of injecting the target language tags and
domain tags into the translation process. Following
the standard convention, we explore inserting the
target language tag at the beginning of either the

source sentence or the translation. Furthermore, the
domain tag can also be added to either the source
or the target side.

Auxiliary Task Training. We investigate the ef-
fect of encoder-based auxiliary tasks on MDML-
NMT. As described in Section 2.2, we consider
two types of auxiliary objectives to train encoder
which are domain-aware or domain-agnostic. The
former aims to amplify the domain-related features,
while the latter focuses on the domain invariant
representation in the encoder.

3 Experiments

In this section, we evaluate the MDML-NMT ap-
proaches and seek to answer the following research
questions (RQs):

• RQ1: Do out-of-domain translation tasks ben-
efit from the out-of-domain and in-domain bi-
text in other translation pairs?

We explore the benefits of having a single
MDML model trained on all available train-
ing data from multiple languages and domains
over the multi-domain bilingual (MDBL) and
the single domain multilingual (SDML) mod-
els learned on a subset of training data from a
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single language pair or domain. We carefully
design controlled experiments to build incom-
plete data conditions and study the translation
quality of the unified MDML-NMT model on
both seen and unseen (zero-shot) translation
directions. We hypothesise that the translation
involving the out-of-domain languages can
be beneficial from the in-domain languages
thanks to the knowledge sharing across do-
main and languages.

• RQ2: What is effective method to handle com-
position of domains and languages?

We investigate strategies for effective integra-
tion of existing multi-domain and multilingual
NMT methods, including the use of language
and domain tags and auxiliary task training.

3.1 Setup
We describe the experimental setup in this section,
and then present our results.

Dataset. We conduct experiments with transla-
tion directions among five languages English (En),
Czech (Cs), German (De), French (Fr) and Polish
(Pl). Following the recipe in Koehn and Knowles
(2017), we create five domains: Law (LAW) , IT
(IT), Koran (KOR), Medical (MED), and Subtitles
(SUB) from OPUS (Tiedemann, 2012). These cor-
pora are deduplicated and randomly selected, from
each corpus 2K sentences extracted as the develop-
ment and test sets in all possible translation pairs.
The statistics of the training dataset are reported in
Appendix A.

Seen vs Unseen Language Pairs. We categorise
the evaluated languages into two groups, high-
resource languages including En, De, and Fr, for
which bilingual data among these languages is
easy to obtain. We also consider low-resource
languages, including Cs and Pl, for which only
English-centric data is available, resulting in two
language pairs. As a result, there are five seen
language pairs, consisting of ten seen translation
directions.1 There are also five unseen language
pairs, resulting in ten unseen translation directions;
they are the ones for which we do not have any
bitext in the dataset.2

Leave-one-domain-out (LODO). We curate the
incomplete MDML data condition by removing

1This set consists of En-Fr, En-De, De-Fr, En-Cs, En-Pl.
2This set consists of De-Cs, De-Pl, Fr-Cs, Fr-Pl, Cs-Pl.

the data of one domain for the translations tasks
involving low-resource languages. An example of
the leave-one-domain-out data condition is shown
in Table 1. In total, there are five LODO conditions,
each of which corresponding to removing the bitext
of one domain for both En-Cs and En-Pl (i.e., our
low-resource language pairs). For each of these
LODO conditions, we have five seen language-
pairs and five unseen language-pairs, hence a total
of 20 translation tasks in both directions.

In the multi-domain NMT literature, this setting
is related to domain generalisation which evaluates
the NMT model on out-of-domain data in a zero-
shot manner. By carefully removing only a specific
domain, we would like to examine whether extra
data (i.e., the in-domain and out-of-domain data for
high-resource languages, and out-of-domain data
for low-resource languages) can boost the generali-
sation of MDML-NMT to the domain of interest.

Models. We use Transformer (Vaswani et al.,
2017) as the NMT model architecture and Fairseq
implementation (Ott et al., 2019). For all
MDML-NMT models, we initialise them with
mBART_large (Liu et al., 2020). We describe the
model training details in Appendix B.

As described in Section 2.3, our approaches to
MDML problem include combining language and
domain tags, and adding domain auxiliary task to
the standard multilingual NMT objective. In the
first approach, the target language tags can be in-
serted to the source sentence (T-ENC) or the target
sentence (T-DEC). The domain tags can also be
handled in similar manners denoted as D-ENC and
D-DEC respectively. On combining these tags, the
language tag always appears first in the sentence.
In addition to the domain and language tag combi-
nation, we also explore whether learning domain-
aware or domain-agnostic representation in the en-
coder with auxiliary task can aid MDML-NMT per-
formance. Figure 2 summarises the MDML-NMT
approaches evaluated in this paper.

We also report the results of the adapter-
based domain-specific MNMT, proposed
by Cooper Stickland et al. (2021). Language
adapters (Bapna and Firat, 2019) are firstly injected
to each layer of a pre-trained MNMT model and
then trained while freezing the backbone. Then,
domain adapters are stacked on top of the language
adapters and trained without backpropagating to
the MNMT backbone and the language adapters.
Since we do not consider any additional parallel
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D-ENC D-DEC

MDBL 12.43 10.21
+adv 12.91 9.90
+aware 13.13 10.13

D-ENC D-DEC

T-ENC T-DEC T-ENC T-DEC

MDML 14.48 13.21 14.11 8.16
+adv 14.91 14.30 14.72 8.44
+aware 15.00 14.59 15.35 7.99

Table 3: Average BLEU score of En→Cs translation
across all leave-out domains for multi-domain multi-
lingual (MDML) models and multi-domain bilingual
(MDBL) models. The best score on overall and within
each tagging group are marked in bold and underline
respectively.

seen unseen unseen
-both -SDML -both

T-ENC
SDML 41.40 6.80 7.73
MDML 37.25 21.72 9.27

T-DEC
SDML 41.03 7.79 8.16
MDML 35.44 21.43 14.73

Table 4: Average BLEU scores of single-domain
multilingual (SDML) and multi-domain multilingual
(MDML) on the leave-out domains for three groups: (i)
seen-both - the three seen high-resource language pairs
(En-De, En-Fr, De-Fr); (ii) unseen-SDML - the two low-
resource language pairs which are seen by MDML but
unseen to SDML (En-Cs, En-Pl); and (iii) unseen-both -
the other five unseen language pairs.

data apart from the multi-domain dataset, we train
the MNMT backbone as well as the language
and domain adapters using this multi-domain
multilingual dataset (instead of Paracrawl) for fair
comparison.

Evaluation. We report the detokenised BLEU
scores calculated by SacreBLEU (Post, 2018) (Post,
2018) and the micro-average of BLEU score in a
group as the measure of overall performance.3

3.2 Results and Discussions

Can multilinguality help the multi-domain
learning? (MDBL vs. MDML) We first ex-

3nrefs:1|case:mixed|eff:no|tok:none|smooth:
exp|version:2.0.0

MDML +adv +aware

T-ENC 25.17 28.91 30.14
T-ENC D-ENC 24.36 28.90 29.23
T-ENC D-DEC 22.10 29.43 29.94
T-DEC 24.82 29.14 29.52
T-DEC D-ENC 24.95 28.56 29.01
T-DEC D-DEC 19.19 17.68 14.37

Adapter-based 23.26

Table 5: Average BLEU score of MDML-NMT models
across all five leave-one-out scenarios. The best score
overall and within each tagging group are marked in
bold and underline respectively.

amine the potential of MDML over the counter-
part multi-domain NMT model. Table 3 shows the
BLEU scores of MDBL and MDML for En→Cs
translation on various LODO settings. A break-
down of BLEU scores on leave-out domains is
shown in Table 11 in the Appendix C. The MDBL
models are trained on all En→Cs bilingual data ex-
cept of the domain of interest. Within the same tag-
ging method, augmenting the NMT training with
the domain auxiliary objectives (i.e., domain-aware
and domain-agnostic encoders) enhances the trans-
lation performance. The MDML models consis-
tently surpass the corresponding MDBL settings,
with an exceptional case, where both domain and
language tags are applied to the decoder (i.e., T-
DEC D-DEC). This observation suggests there is
knowledge sharing from in-domain languages to
out-of-domain languages.

Can multi-domain data help multilingual NMT?
(SDML vs. MDML) SDML models are domain-
specific multilingual NMT models trained on the
multilingual dataset in a given domain. As in-
domain parallel data is absent for several language
pairs, the MDML models are exposed to more seen
translation tasks than SDML models thanks to the
availability of out-of-domain data. Hence, for a
given domain, we divide the evaluation translation
tasks into three groups: seen-both, unseen-SDML
and unseen-both. The seen-both and unseen-both
groups consist of translation directions which are
observed and unobserved respectively by both mod-
els in training. The unseen-SDML group corre-
sponds to those unseen by SDML, but seen by
MDML models. We report the average perfor-
mance of the MDML and SDML model on the
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seen (10) unseen (zero-shot) (10)
AVG

in→in (6) in→out (2) out→in (2) in→out (4) out→in (4) out→out (2)

Adapter-based 34.32 11.76 33.34 7.38 6.86 6.84 16.75

T-ENC

MDML 37.25 14.63 29.05 7.93 10.35 9.79 18.17
+adv 36.81 13.88 28.33 10.91 22.05 11.38 20.56
+aware 37.50 14.31 29.09 10.61 24.50 11.94 21.33

T-ENC
D-ENC

MDML 32.32 11.52 24.23 7.22 17.25 7.85 16.73
+adv 37.24 13.66 31.17 10.20 24.21 11.67 21.36
+aware 37.57 13.15 31.15 8.65 25.20 11.24 21.16

T-ENC
D-DEC

MDML 31.94 10.55 22.14 5.88 8.63 5.83 14.16
+adv 36.70 12.85 25.38 10.61 22.57 9.52 19.61
+aware 37.47 12.08 25.59 10.08 22.41 9.01 19.44

T-DEC

MDML 31.44 11.25 23.62 7.63 20.39 8.59 17.15
+adv 36.92 13.94 28.83 8.93 24.48 12.14 20.87
+aware 37.20 14.00 28.62 10.30 23.95 12.18 21.04

T-DEC
D-ENC

MDML 31.80 10.40 22.13 5.97 18.81 7.47 16.10
+adv 36.35 13.22 27.96 8.46 24.35 10.21 20.09
+aware 37.00 13.32 29.34 9.57 25.89 11.43 21.09

T-DEC
D-DEC

MDML 30.17 4.77 24.72 3.65 14.08 4.43 13.64
+adv 25.18 6.04 25.94 5.88 14.72 6.37 14.02
+aware 20.61 5.50 23.27 5.72 7.64 6.40 11.52

Table 6: Average BLEU score on leave-out domain for different translation tasks. We categorise 20 translation
direction into seen where the training data for the translation direction is available, otherwise unseen. in and out
show whether the corresponding domain is observed during training or not (see Table 2 for a concrete example).
The number in parentheses shows how many translation directions are in the corresponding category. The best score
of each column overall and within each tagging group are marked in bold and underline respectively.

leave-out domains in Table 4. The detailed results
on each leave-out domain can be found in Table 12
in the Appendix C. As expected, SDML works
well on the seen directions (seen-both) but behaves
badly on the zero-shot settings (unseen-SDML and
unseen-both). We speculate it is due to the nega-
tive inference among domains. On the other hand,
MDML outperforms SDML in unseen-SDML by a
large margin thanks to the out-of-domain parallel
data. Additionally, leveraging multi-domain data
also helps to improve multilingual NMT on unseen-
both tasks up to +6 BLEU score on average.

What is an effective method to MDML? We
have previously shown the benefits of MDML over
multi-domain and multilingual NMT models. The
remaining question is how to integrate the multi-
domain and multilingual approaches effectively.
We report the average BLEU scores of different
MDML methods across all five LODO scenar-
ios and 20 translation tasks in Table 5. Simi-
lar to the previous observation on En→Cs transla-
tion, models with domain discriminator outperform
the vanilla MNMT model in all tagging methods.
More specifically, the domain-aware MNMT mod-

els (+aware) are the winning method in most sce-
narios. These results emphasise the importance of
having domain-aware representation in the encoder.
Furthermore, it shows MDML is more effective
than the adapter-based approach.

As illustrated in Table 2, translation tasks in
MDML setting can be categorised into seen and
unseen (zero-shot) tasks involving the in-domain
or out-of-domain languages. Table 6 reports the
performance of MDML-NMT models in the leave-
out domains on different task categories, e.g. LAW

in the example in Table 1. The results for other
domains, i.e. excluding the leave-out domains, can
be found in Appendix C. Consistent with previous
findings, the domain discriminative mixing meth-
ods outperform the other models. While the best
multilingual NMT model (MDML T-ENC) per-
forms comparably with other MDML-NMT mod-
els on seen translation tasks, the main benefit of
MDML-NMT models comes from unseen trans-
lation tasks. As expected, for both seen and un-
seen tasks, the quality of translation when translat-
ing into in-domain languages is consistently higher
than into out-of-domain languages. Stacking the
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seen unseen (zeroshot)
En De Fr Cs Pl De Fr Cs Pl

T-ENC

MDML 94.72 95.99 95.54 92.10 94.50 48.66 49.38 32.73 40.78
+adv 94.81 96.01 95.33 91.62 95.06 75.56 85.93 59.18 66.57
+aware 94.85 96.09 95.56 91.60 94.69 80.92 90.86 64.77 74.67

T-ENC
D-ENC

MDML 92.55 95.54 95.06 91.21 94.12 73.99 72.85 44.69 58.83
+adv 94.65 96.11 95.42 90.51 93.60 80.30 81.16 59.13 67.17
+aware 94.67 96.18 95.44 90.35 92.69 81.21 84.05 61.10 66.92

T-ENC
D-DEC

MDML 94.33 95.22 95.10 91.26 94.98 43.53 46.94 36.10 44.04
+adv 94.86 95.81 95.44 91.55 94.64 87.23 90.67 69.01 74.42
+aware 95.01 96.01 95.49 91.34 94.46 82.00 91.38 68.75 75.69

T-DEC

MDML 94.03 95.32 95.04 90.70 93.83 90.44 92.74 60.44 70.93
+adv 94.68 96.05 95.44 91.72 94.84 86.03 88.64 52.45 64.01
+aware 94.72 96.21 95.50 92.22 95.13 77.20 87.61 58.17 70.86

T-DEC
D-ENC

MDML 92.72 95.51 95.06 89.72 92.23 85.75 89.82 56.74 68.56
+adv 93.82 96.14 95.53 91.41 94.27 84.70 87.99 51.59 63.66
+aware 94.19 96.12 95.54 91.54 93.80 79.93 87.00 60.22 72.77

T-DEC
D-DEC

MDML 93.44 90.30 93.44 74.49 83.06 64.33 58.96 21.42 25.74
+adv 80.29 17.71 94.36 49.29 16.07 3.37 47.72 1.04 0.62
+aware 69.89 14.25 85.62 52.34 10.10 2.89 9.52 2.07 0.28

0 25 50 75 100

Table 7: On-target translation ratio of MDML-NMT models on the seen and unseen translation tasks.

language and domain adapters works particularly
well in seen translation direction to in-domain tar-
get languages. Aligned with previous findings, the
adapter-based method struggles to translate to out-
domain target languages due to the unobserved
combination of language and domain adapters dur-
ing training (Cooper Stickland et al., 2021).

4 Analysis

4.1 Domain-specific token generation

In this section, we will look at how well MDML
models are in generating domain-specific tokens.
We concatenate all training data in a given domain
in each language, remove stopwords, and extract
the top 1000 domain-specific tokens with TF-IDF.
The stopwords for each language are obtained from
stopwords-iso4. Table 8 reports the F1 score of
MDML models in generating leave-out domain-
specific tokens. As expected, translation to in-
domain languages (in→in, out→in) has a higher F1
score than translation to out-of-domain languages
(in→out, out→out). Compared to MDML, both
MDML-aware and MDML-adv models are able to
generate more domain-specific tokens.

4.2 On-target translation ratio

One challenge of multilingual NMT (MNMT) is
the off-target translation in zero-shot direction. Off-
target translation is an issue that the MNMT model

4https://github.com/stopwords-iso/
stopwords-iso

in→in in→out out→in out→out

T-ENC

MDML 63.22 21.45 35.58 16.42
+adv 62.71 26.73 44.48 22.06
+aware 63.45 25.85 47.53 23.96

T-ENC
D-ENC

MDML 58.93 20.58 35.17 16.10
+adv 63.14 24.24 46.75 23.55
+aware 63.48 20.80 47.82 23.17

T-ENC
D-DEC

MDML 58.82 20.32 30.34 13.37
+adv 62.83 27.68 47.02 26.21
+aware 63.59 27.64 47.21 25.73

T-DEC

MDML 58.35 21.70 43.69 19.98
+adv 62.83 23.72 47.55 25.56
+aware 63.08 25.90 47.31 25.49

T-DEC
D-ENC

MDML 58.94 18.34 38.85 17.56
+adv 62.37 21.86 45.67 20.31
+aware 62.98 24.23 47.87 24.17

T-DEC
D-DEC

MDML 56.74 12.52 40.01 10.98
+adv 46.71 9.18 34.73 8.34
+aware 39.20 8.93 26.32 8.06

0 25 50 75 100

Table 8: In-domain token generation F1 score.

translates the input sentence to the wrong language,
causing low BLEU scores. In this section, we as-
sess the ability to alleviate the off-target issue in
MDML models. Table 7 reports the on-target trans-
lation ratio of MDML models on seen and unseen
translation for different target languages. We detect
the language of translated targets using langdetect5

tool and calculate the on-target translation ratio as
the percentage of translated sentences having the
target language detected correctly. As expected,

5https://github.com/Mimino666/langdetect
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Figure 3: Source token contribution on Pl→Cs MDML with T-ENC D-ENC. The target language and domain tag
are the first two tokens.

En De Fr Cs Pl

LO

En 91.60 93.27 33.30 43.99
De 93.26 90.79 9.88 10.82
Fr 90.59 83.86 2.53 4.90
Cs 91.51 68.39 64.78 7.87
Pl 92.18 66.58 64.96 18.83

others

En 95.38 94.79 84.79 92.83
De 94.58 92.78 37.27 46.95
Fr 91.70 86.50 22.04 28.20
Cs 94.37 63.79 58.49 15.48
Pl 94.66 63.29 56.46 13.21

0 25 50 75 100

Table 9: On target ratio of T-DEC D-DEC MDML on the
leave-out (LO) and other domains. Rows and columns
correspond to the source and target languages.

the seen translation tasks have more than 90% sen-
tences in the correct target language, except T-DEC

D-DEC models. On the other hand, the unseen
tasks suffer from a low ratio, especially for Cs and
Pl. We also observe significant improvement from
MDML-aware and MDML-adv over the MDML
models on unseen translation tasks to Cs and Pl.

Generally, T-DEC D-DEC model always under-
performs other models and have a much lower on-
target ratio on unseen tasks. Table 9 further con-
firms this phenomenon on the leave-out domains.
While heavily suffering from the off-target issue
in the leave-out domains, it has comparable ratios
to other methods in other domains on seen tasks
En-Pl and En-Cs. One possible explanation is that
the combination of the target language and domain
tags has never been observed during training for
the unseen tasks with out-of-domain languages.

4.3 Language and domain tag contribution

To understand the role of the target and language
tags to the generated prediction, we estimate the
total contribution of source tokens at each position

to the whole target sentence using Layerwise Rel-
evance Propagation (Voita et al., 2021). We filter
out the pairs having too short or too long target
sentences and compute the contribution to target
sentences of length between 10 and 100.

Results of T-ENC D-ENC MDML models on
Pl→Cs translation in the leave-out medical domain
are shown in Figure 3. The language and domain
tag are the first two source tokens in respective or-
der. It can be seen that all models have a similar
trend in which the contribution of source tokens
decreases toward later positions and suddenly in-
creases at a few last positions. Additionally, the
target language tags play an important role in the
final prediction of all MDML models. Interestingly,
while still having a fairly high contribution com-
pared to other tokens, the domain tag seems less
important for the domain adversarial models. It can
be explained that the encoder learns to produce do-
main agnostic representation; hence less depends
on the domain tags.

5 Related works

Multilingual NMT. As a remarkable branch of
NMT, multilingual NMT (MNMT) has been ap-
pealing for its capability of supporting translations
among different language pairs. Dong et al. (2015)
opened the door to the MNMT by conducting a
one-to-many translation. Firat et al. (2016) effec-
tively extend this approach to a many-to-many set-
ting. Since these approaches consider each transla-
tion as an independent system, they suffer from
two major drawbacks. First, as the parameter
size is proportional to the language size, it is not
parameter-efficient when scaling to tens or hun-
dreds of languages. In addition, the separate ar-
chitectures cannot fully benefit from cross-lingual
knowledge transfer. Johnson et al. (2017); Ha et al.
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(2016) devise a universal MNMT system to alle-
viate these issues by prepending a target language
tag to the inputs and training a shared SEQ2SEQ

model on the concatenation of all bitext. However,
owing to the negative interference, high-resource
languages suffer from translation inferiority, com-
pared to the corresponding bilingual NMT models.
As a remedy, Zhang et al. (2021); Kudugunta et al.
(2021) leverage a mixture-of-experts design to sep-
arate language-specific features from the generic
features by incorporating language-specific com-
ponents into the universal MNMT model. Besides,
Bapna and Firat (2019); Zhu et al. (2021) propose
to fine-tune a lightweight adapter as a means of
compensation for the quality loss caused by the
adverse effect.

Multidomain NMT. While both involving train-
ing on dataset coming from multiple domains,
NMT domain adaption is different from multi-
domain NMT. The former aims to transfer the
knowledge of out-of-domain data into the in-
domain data (Luong and Manning, 2015; Zoph
et al., 2016; Freitag and Al-Onaizan, 2016), while
the latter focuses on building a system, perform-
ing well on multiple domains (Pham et al., 2021).
Since lexical and topic variations have been ob-
served in different domains, it is challenging to
handle the mixed-domain data with a generic NMT
model (Farajian et al., 2017). To operate transla-
tion in multiple domains, recent research focuses
on exploiting domain-shared and domain-specific
knowledge by introducing a domain tag to the
source sentence (Kobus et al., 2017), using aux-
iliary objectives such as domain discrimination
loss (Britz et al., 2017; Gu et al., 2019), domain
knowledge distillation (Currey et al., 2020), and
modifying the architecture to capture this infor-
mation explicitly (Zeng et al., 2018). Rather than
using a heavy domain-specific encoder-decoder ar-
chitecture, Wang et al. (2020) introduce lightweight
domain transformation layers between the shared
encoder and decoder.

Multilingual & multi-domain NMT. Previous
works have mainly considered multilingual and
multi-domain NMT models as two disjoint sys-
tems. Until recently, Cooper Stickland et al. (2021)
propose to unify these two settings into a holistic
system, but focus more on the domain adaptation
angle. They investigate the combination of lan-
guage and domain adapters by superimposing do-

main adapters on language adapters. They noticed
that domain adapters and back-translation could
boost the translation quality on the out-of-domain
languages. In contrast, our work creatively stitches
multilingual and multi-domain NMT together and
explores the capability of a cross-lingual domain
transfer within a unified model without adaption.

6 Conclusion

We study the problem of MDML-NMT for which
a single NMT can support multiple translation di-
rections and domains. We investigate whether the
tagging and auxiliary task learning method can be
combined for MDML-NMT. Our empirical results
reveal a positive transfer from in-domain to out-of-
domain languages, especially in the zero-shot sce-
nario. This study provides insights into the synergy
of the domain and language aspects of training an
MDML-NMT model. The main findings include:
(i) it is crucial to make the encoder domain-aware;
and (ii) it is best to prepend the target language tag
to the encoder in MDML. These findings lay the
groundwork for future research in this direction.
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Domain Cs-En De-En Fr-En Pl-En De-Fr

LAW 1.3M 467K 596K 1.0M 1.3M
IT 73K 158K 230K 97K 146K
MED 686K 705K 705K 666K 707K
KOR 117K 17.8K 28K 30K 10K
SUB 595K 494K 492K 491K 590K

Table 10: Number of training sentences in the evalu-
ation datasets. Each dataset contains 2K dev and test
sentences.

A Data statistics

Table 10 shows the statistics of dataset used in the
experiments.

B Training Details

For all MDML-NMT models, we initialise them
with mBART_large (Liu et al., 2020) and train with
mixed-precision training up to 200K update steps
(around 13 epochs) using a batch size of 8192 to-
kens and early stopping on 8 V100 GPUs. The
multi-domain NMT (MDBL) is trained in a similar
manner, except with the total update steps of 60K
which is equivalent to around 30 epochs. We ap-
ply Adam with an inverse square root schedule, a
linear warmup of 5000 steps and a learning rate of
3e-5. We set dropout and label smoothing with a
rate of 0.3 and 0.2. We use temperature-based sam-
pling with T = 5 to balance training size between
domains and languages (Arivazhagan et al., 2019).

For the NMT model with auxiliary task, the do-
main discriminator is a 2-layer feed-forward net-
work with hidden size of 1024. We set the mixing
hyperparameters λ in Equation 4 to 1, i.e., the do-
main discriminative loss and NMT loss contributes
equally to the training signal.

Followed (Cooper Stickland et al., 2021), we use
adapter bottle-neck of 1024 for the adapter-based
models. The monolingual language adapters are
trained all together on the multi-domain dataset
while the NMT backbone are frozen. In contrast,
we train domain adapters separately for each do-
main and build homogeneous batches containing
sentences from the same language direction and
domain. We also apply domain-adapter dropout
(DADrop) where the domain adapters are skipped
20% of time.

C Additional Results

MDBL vs. MDML. Table 11 shows the BLEU
scores of different models for En→Cs translation

on various LODO settings. Each domain column
reports the results corresponding to the LODO set-
ting in which the bitext of that domain is removed.

SDML vs. MDML. We report the performance
of the MDML and SDML model on each leave-out
domains in Table 12.

MDML Result. The average BLEU scores on
each domain across all five LODO scenarios and
20 translation tasks are reported in Table 13. Ta-
ble 14 reports the performance of MDML-NMT
models on other domains (excluding the leave-out
domains) on different task categories.
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LAW IT KOR MED SUB AVG

D-ENC

MDBL 10.52 20.37 7.63 19.46 4.16 12.43
+adv 10.62 19.43 8.16 20.79 5.57 12.91
+aware 10.37 21.70 8.25 20.07 5.26 13.13

D-DEC

MDBL 9.21 12.39 6.64 19.56 3.27 10.21
+adv 9.78 11.01 6.76 18.03 3.94 9.90
+aware 9.51 12.25 7.00 18.46 3.41 10.13

T-ENC
D-ENC

MDML 11.98 22.64 8.08 21.05 8.63 14.48
+adv 12.11 23.43 9.26 21.59 8.16 14.91
+aware 11.82 23.07 9.08 21.54 9.51 15.00

T-DEC
D-ENC

MDML 10.57 18.32 6.87 20.04 10.25 13.21
+adv 11.36 22.69 7.13 20.88 9.44 14.30
+aware 11.25 21.94 8.73 20.69 10.34 14.59

T-DEC
D-DEC

MDML 5.21 17.56 4.53 9.12 4.36 8.16
+adv 2.25 17.47 4.89 12.41 5.18 8.44
+aware 3.37 18.85 4.23 9.35 4.14 7.99

T-ENC
D-DEC

MDML 9.39 21.29 8.28 22.06 9.54 14.11
+adv 10.84 22.92 8.45 22.27 9.10 14.72
+aware 12.29 22.70 8.39 22.62 10.75 15.35

Table 11: BLEU score of En→Cs translation on leave-out domains for multi-domain multilingual (MDML) models
and multi-domain bilingual (MDBL) models. +adv and +aware denote MDML models trained with domain-agnostic
or domain-aware auxiliary tasks, respectively. The best score on each domain overall and within each tagging group
are marked in bold and underline respectively.

LAW IT KOR MED SUB AVG

T-
E

N
C

(I)
SDML 49.21 41.63 32.33 51.84 32.01 41.40
MDML 45.87 35.76 29.01 47.30 28.30 37.25

(II)
SDML 1.98 13.29 3.03 12.57 3.11 6.80
MDML 23.40 27.27 13.29 31.19 13.44 21.72

(III)
SDML 2.68 14.89 4.26 11.70 5.10 7.73
MDML 5.07 15.32 6.26 12.87 6.85 9.27

T-
D

E
C

(I)
SDML 48.42 41.36 29.50 54.00 31.88 41.03
MDML 44.48 30.43 28.53 45.75 27.99 35.44

(II)
SDML 2.07 14.01 3.95 14.54 4.36 7.79
MDML 21.73 28.84 13.77 29.18 13.65 21.43

(III)
SDML 2.66 15.37 4.38 12.94 5.44 8.16
MDML 14.57 15.57 14.39 20.52 8.61 14.73

Table 12: Average BLEU scores of single-domain multilingual (SDML) and multi-domain multilingual (MDML)
on the leave-out domains for three groups: (I) the three seen high-resource language pairs (En-De, En-Fr, De-Fr);
(II) the two low-resource language pairs which are seen by MDML but unseen to SDML (En-Cs, En-Pl); and (III)
the other five unseen language pairs.
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model LAW IT KOR MED SUB AVG

Adapter-based 23.02 29.37 19.52 28.87 15.51 23.26

T-ENC

MDML 23.09 27.86 22.83 34.19 17.88 25.17
+adv 28.74 31.14 25.68 40.08 18.89 28.91
+aware 31.56 32.00 26.63 40.88 19.62 30.14

T-ENC
D-ENC

MDML 21.14 26.92 21.84 34.61 17.31 24.36
+adv 26.09 31.91 26.09 40.72 19.67 28.90
+aware 27.10 31.85 26.40 40.77 20.03 29.23

T-ENC
D-DEC

MDML 20.04 24.71 19.57 30.77 15.43 22.10
+adv 30.14 31.26 26.03 41.04 18.68 29.43
+aware 31.61 31.49 26.56 40.84 19.20 29.94

T-DEC

MDML 25.92 26.81 20.49 34.34 16.56 24.82
+adv 29.64 30.91 26.22 40.31 18.62 29.14
+aware 29.45 31.54 26.81 40.82 19.01 29.52

T-DEC
D-ENC

MDML 24.89 27.23 20.97 34.83 16.85 24.95
+adv 27.66 31.02 25.54 39.55 19.02 28.56
+aware 28.15 31.31 25.77 40.27 19.56 29.01

T-DEC
D-DEC

MDML 21.24 19.24 16.06 27.42 12.01 19.19
+adv 20.58 20.60 11.75 24.09 11.40 17.68
+aware 13.91 17.75 9.49 20.97 9.74 14.37

Table 13: Average BLEU score of MDML-NMT models on each domain across all five leave-one-out scenarios and
20 (seen and unseen) translation tasks. The best score on each domain overall and within each tagging group are
marked in bold and underline respectively.
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seen (10) unseen (zero-shot) (10)
LAW IT KOR MED SUB AVG LAW IT KOR MED SUB AVG

Adapter-based 43.38 36.15 26.92 50.06 27.27 36.76 10.97 23.23 27.69 35.05 12.16 21.82

T-ENC

MDML 43.07 36.66 26.32 49.37 26.28 36.34 4.16 21.07 23.45 22.67 11.12 16.49
+adv 42.83 35.73 26.60 49.04 25.46 35.93 17.32 28.73 28.58 35.38 14.17 24.84
+aware 43.36 36.54 27.08 49.84 25.97 36.56 22.88 29.64 29.91 36.62 15.38 26.88

T-ENC
D-ENC

MDML 36.02 36.50 22.29 43.00 22.48 32.06 7.01 26.46 22.79 28.34 12.28 19.38
+adv 43.08 36.41 26.76 49.46 25.99 36.34 10.63 29.77 28.31 36.49 15.02 24.05
+aware 43.41 36.71 27.02 49.74 26.15 36.61 12.95 29.20 29.25 36.64 15.37 24.68

T-ENC
D-DEC

MDML 36.06 36.32 22.24 42.74 21.86 31.85 3.87 21.95 19.36 21.10 9.92 15.24
+adv 42.80 35.67 26.66 49.10 25.23 35.89 20.29 29.92 29.45 37.91 14.79 26.47
+aware 43.53 36.50 27.39 49.94 25.84 36.64 23.20 29.72 29.82 36.98 15.32 27.01

T-DEC

MDML 35.30 35.45 21.60 42.39 21.68 31.28 17.02 27.49 20.37 28.55 12.00 21.08
+adv 42.76 35.95 26.90 49.36 25.56 36.10 18.73 28.04 29.25 36.22 13.33 25.11
+aware 43.22 36.28 27.33 49.70 25.72 36.45 17.84 29.02 30.25 36.75 14.23 25.62

T-DEC
D-ENC

MDML 35.94 35.74 21.64 42.31 22.11 31.55 17.00 28.23 21.68 29.42 11.60 21.59
+adv 42.08 35.45 26.85 48.55 25.41 35.67 15.87 28.49 29.12 34.95 13.71 24.43
+aware 43.12 35.62 25.98 48.69 25.90 35.86 16.02 28.99 28.40 36.31 14.62 24.87

T-DEC
D-DEC

MDML 33.99 32.09 20.85 39.35 18.75 29.01 9.10 13.17 11.46 16.37 4.82 10.98
+adv 35.67 27.11 19.13 35.53 17.76 27.04 6.92 15.26 4.74 14.39 5.75 9.41
+aware 26.89 23.03 17.07 31.83 16.26 23.02 3.14 13.03 2.58 10.93 3.92 6.72

Table 14: Average BLEU score on other domains, i.e. excluding the leave-out domains, for different translation
tasks. We categorise 20 translation direction into seen where the translation direction in which training data are
available, otherwise unseen. The number in parentheses shows how many translation directions in the corresponding
category.
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