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Abstract

This paper presents Lingua Custodia’s submis-
sion to the WMT22 shared task on Word Level
Auto-completion (WLAC). We consider two di-
rections, namely German-English and English-
German. The WLAC task in Neural Machine
Translation (NMT) consists in predicting a tar-
get word given few human typed characters, the
source sentence to translate, as well as some
translation context. Inspired by recent work in
terminology control, we propose to treat the
human typed sequence as a constraint to pre-
dict the right word starting by the latter. To
do so, the source side of the training data is
augmented with both the constraints and the
translation context. In addition, following new
advances in WLAC, we use a joint optimiza-
tion strategy taking into account several types
of translation context. The automatic as well as
human accuracy obtained with the submitted
systems show the effectiveness of the proposed
method.

1 Introduction

Modern advances in Neural Machine Translation
(NMT) (Sutskever et al., 2014; Bahdanau et al.,
2014; Luong et al., 2015; Vaswani et al., 2017)
gave rise to a new era, where the translation quality
significantly surpasses previous statistical machine
translation (SMT) models (Och and Ney, 2002;
Koehn et al., 2003; Koehn, 2010).

Although these approaches generate high quality
translations, there is still a long way to go towards
meeting human quality. In fact, NMT models can
still generate several types of grammatical and/or
semantic mistakes, which is not tolerated in sce-
narios requiring accurate and prompt translations.
These scenarios include for instance the transla-
tions of legal and financial documents, where mis-
takes are not permitted and can be costly. To over-
come this issue, several Computer-aided translation
(CAT) systems have been proposed (Knowles and
Koehn, 2016; Santy et al., 2019) to refine NMT

models. CAT tools include for instance Auto-
matic Post-edition (Junczys-Dowmunt and Grund-
kiewicz, 2017; Correia and Martins, 2019; Lopes
et al., 2019), terminology control (Hokamp and
Liu, 2017; Post and Vilar, 2018; Dinu et al., 2019;
Ailem et al., 2021) and sentence vs word-level auto-
completion (Knowles and Koehn, 2016; Zhao et al.,
2020; Li et al., 2021).

Figure 1: Given the source sentence to translate, the
translation contexts, and the human typed characters,
the WLAC task aims to predict a target word starting
by the human typed sequence. As illustrated, the word
to predict is not necessarily consecutive to the left and
right contexts.

The current shared task is on Word-Level Auto-
Completion (WLAC) methods, whose objective, as
illustrated in Figure 1, is to predict a target word
given a source sentence, a translation context, and
at least one human typed character. WLAC is a cen-
tral Computer-aided task as it helps human transla-
tors generate diverse translations quickly and effec-
tively. Unfortunately, due to the lack of benchmark
datasets, very little work has considered this task.
Existing methods include the work of Huang et al.
(2015), where the authors leverage the source sen-
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tence as well as human typed characters to predict
the target word. More recently, Li et al. (2021)
proposed to use context information in addition
to human-typed characters and source sentence.
Furthermore, the authors presented a generic pro-
cedure to simulate WLAC data from any parallel
translation datasets, and proposed the first public
benchmark for this task. The benchmark dataset
contains several types of contexts and therefore
a joint optimization strategy is used to take into
account all context types during training.

We participate in two directions, namely English-
German (EN-DE), German-English (DE-EN), and
we submitted four systems, two for each language
direction. Following previous work (Li et al.,
2021), our method leverages source sentence, trans-
lation context as well as human-typed characters,
and it uses a joint objective function to learn model
parameters on different types of contexts simulta-
neously. Furthermore, inspired by recent progress
in Terminology Control (TC) for NMT (Dinu et al.,
2019; Ailem et al., 2021), we propose a new WLAC
method that treats the human typed sequence as a
constraint to generate the right word. To do so, we
augment our training data with translation context
as well as human typed characters (constraints). We
use tags where needed to distinguish these terms
from source tokens.

The rest of the paper is organized as follows.
Section 2 describes the details of our system, sec-
tion 3 presents the data, while section 4 shows the
different experimental settings and results.

2 Method

Herein we present our WLAC approach which is
inspired by recent advances in this task (Li et al.,
2021) as well as recent work on terminology con-
trol (Ailem et al., 2021).

2.1 Data Annotation

Inspired by previous work on Terminology Control
(Ailem et al., 2021), the idea here is to consider
human typed characters as a constraint. In partic-
ular, the objective is to constrain the NMT model
to predict a word that, obligatorily, starts with hu-
man typed characters. To do so, we augment the
source side of our training data with the translation
context as well as the human typed sequence of
characters. Furthermore, we use tags to specify the
constraints (human typed characters) in the con-
text translation where relevant, and use the special

token MASK in order to provide a more general pat-
tern for the model to learn how to predict the right
word starting with human sequence. The WLAC
data provided by the WMT task and used in (Li
et al., 2021) contains 4 types of context, namely
left and right contexts (bi-context), left context only
(prefix), right context only (suffix), and no context
at all (zero context). The different annotations ac-
cording to each context types are depicted in table
1.

2.2 Joint Cross-Entropy Loss
Let x = (x1, x2, ..., xm) denotes the input sen-
tence to translate, s = (s1, s2, . . . , sk) a se-
quence of human typed characters, and c =
(cl, cr) the translation context, where cl =
(cl,1, cl,2, . . . , cl,i) denotes the left context, while
cr = (cr,1, cr,2, . . . , cr,j) denotes the right context.
The objective of the WLAC task is to predict a
word w given a source sequence x, human typed
sequence s and a translation context c in order to
establish a partial translation. The training data
D of a WLAC task can be described as a set of
tuples (x, s, c, w). From a probabilistic perspec-
tive, a WLAC task can be cast as estimating the
conditional distribution p(w|x, c, s). Since there is
different types of context (as described in section
2.1), we follow the work of Li et al. (2021) and
adopt a joint training strategy. In particular, the
four types of context are considered during training
giving rise to the following loss function:

L = − log p(w|x, c, s)
= −

∑

(x,c,s,w)∈Dbi

log p(w|x, cl, cr, s)

−
∑

(x,cr,s,w)∈Dsuf

log p(w|x, cr, s)

−
∑

(x,cl,s,w)∈Dpre

log p(w|x, cl, s)

−
∑

(x,s,w)∈Dzero

log p(w|x, s)

(1)

where Dbi, Dsuf , Dpre, Dzero correspond re-
spectively to bi-context, suffix context, prefix con-
text and zero context.

3 Data

We participate in two directions, namely English-
German and German-English. We use the parallel
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Source Seebarsch gebacken auf seinem Rücken , fein zerschnippelter Porree und Zitronenmelissekraut .

Target Bar baked on the back with finely chopped leek and lemon melissa herbs .

WLAC training data
In

pu
t

bi-context Seebarsch gebacken auf seinem Rücken , fein zerschnippelter
Porree und Zitronenmelissekraut . <SEP> Bar baked on <S>
MASK <C> wit </C> and lemon

O
ut

pu
t

with

Prefix Con-
text

Seebarsch gebacken auf seinem Rücken , fein zerschnippelter
Porree und Zitronenmelissekraut . <SEP> Bar baked on the back
with finely <S> MASK <C> chop </C>

chopped

Suffix Con-
text

Seebarsch gebacken auf seinem Rücken , fein zerschnippelter
Porree und Zitronenmelissekraut . <SEP> <S> MASK <C> B
</C> lemon melissa herbs .

Bar

Zero Con-
text

Seebarsch gebacken auf seinem Rücken , fein zerschnippelter
Porree und Zitronenmelissekraut . <SEP> <S> MASK <C> bak
</C>

baked

Table 1: Illustration of our German-English training data. The WLAC training data can be build from traditional
parallel translation data. During sampling, for each parallel sentences four samples are generated corresponding
to four types of translation context, namely left and right contexts (bi-context), left context (prefix), right context
(suffix) and no context at all (zero). The source side of the training data is a concatenation of the German source
side and the English translation context separated by the tag <SEP>. Translation context is also augmented with
human typed characters, which are considered as a constraint to orient the model to predict the right word. The tags
<S>, <C> and </C> are added to differentiate between the constraints and other tokens in the input.

English-German data provided by the WLAC task
consisting of almost 4.5M parallel sentences. Fol-
lowing task instructions, we use the script proposed
in (Li et al., 2021) to simulate the WLAC training
data from the provided classical translation data.

3.1 Parallel Data Cleaning

Before creating the WLAC samples, we apply sev-
eral cleaning steps on the data to eliminate bad
alignments. First, the data is re-segmented using
the Python package pySBD (Sadvilkar and Neu-
mann, 2020) in order to detect sentence boundaries.
This step increases the number of parallel sentences
to almost 6.5 M. Second, each parallel entry is
scored between 0 and 1 using several tools. These
tools include bicleaner (Ramírez-Sánchez et al.,
2020), similarity scoring using LaBSE (Feng et al.,
2020), and bicleaner-ai, which is inspired by the
BERT-based model proposed in (Açarçiçek et al.,
2020) for sentence classification. Table 2 presents
the different scoring thresholds used to clean the
parallel corpus. In particular, we rely on a combina-
tion of bi-cleaner and similarity scoring as well as
bicleaner-ai. In our experiments, we consider both
initial uncleaned data (Noisy) and the cleaned data.
In addition to these scoring, we also rely on fast-
text (Bojanowski et al., 2017) to eliminate sentence
pairs identified as written in the wrong language
(e.g., A french sentence in an English-German par-

allel corpus). After the cleaning we obtain a corpus
of around 2.7 M parallel segments.

Clean Noisy
Bicleaner +
Similarity

>1.4 >0

Bicleaner-ai >0.25 >0.1
Total sen-
tences

2 717 737 4 404 427

Table 2: The different thresholds applied on the corpus.
Noisy corresponds to the original parallel data provided
by the WLAC task. The threshold 1.4 is a combination
of Bi-cleaner and Similarity scoring thresholds.

3.2 WLAC Data Construction
The parallel data commonly used for NMT and
provided by the WLAC task cannot be used di-
rectly to train a WLAC model. Thus, following
the task instructions, we use the script proposed
in (Li et al., 2021) to simulate several samples for
the WLAC training. For each sentence pair, 4 sam-
ples are created according to the four context types
as presented in table 1. Since the provided ini-
tial data contains almost 4.5M parallel sentences,
we obtain a WLAC corpus of almost 18M entries
(4.5×4). As presented in the previous section, we
have also used a cleaned version of the provided
corpus, containing around 2.7M entries. For the
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Figure 2: Accuracy obtained with different number of human typed characters. Left : German-English system with
initial corpus. Right : English-German system with initial corpus.

latter, we obtain around 10.8M WLAC training
samples. Hence, synthetic WLAC training data are
build for the two corpus versions (clean and initial)
in the two considered directions: English-German
and German-English. The dev sets are build from
3000 EN-DE and DE-EN parallel sentences from
the initial corpus. To do so, the same sampling
script is used resulting in 20K entries for both di-
rections. The test sets released by the WLAC task
contain 29596 and 25895 samples for DE-EN and
EN-DE respectively.

4 Experiments

4.1 Settings

We use a Transformer architecture (Vaswani et al.,
2017) with 6 stacked encoders/decoders and 8 at-
tention heads as a building block for our systems.
For both EN-DE and DE-EN, the source and target
embeddings are tied with the softmax layer. We use
512-dimensional embeddings, 2048-dimensional
inner layers for the fully connected feed-forward
network and a dropout rate of 0.3. The models are
trained for a minimum of 50 epochs and the valida-
tion set is used to compute the stopping criterion1.
We use a batch size of 4000 tokens per iteration
and an initial learning rate of 5× 10−4. For each
language pair, the validation set is used to compute
the stopping criterion. We use a beam size of 5
during inference for all models.

Before annotating our corpus as presented in
table 1, we first tokenize the data using Moses
tokenizer (Koehn et al., 2007). After augment-

1The stopping criterion corresponds to 5 successive epochs
without decreasing the validation loss function.

ing the data with translation context and human
typed sequence, we perform a BPE encoding (Sen-
nrich et al., 2015) with 40k merge operations to
segment words into subword-units, which results
in a joint vocabulary size of around 44K tokens for
both German-English and English-German.

Accuracy (%)

German-English English-German

Cleaned Corpus 54.84 48.43

Initial Corpus 57.36 48.97

Human Evaluation (%)

Cleaned Corpus 74.50 61.00

Initial Corpus 76.75 61.75

Table 3: Accuracy and Human Evaluation results.

4.2 Results

For both considered directions, the systems are
evaluated using the Accuracy measure, correspond-
ing to the percentage of correctly predicted words.
This automatic accuracy is obtained using one sin-
gle ground truth word for each sample. However,
one sentence may have multiple translations, thus
several Ground Truth are possible, making the au-
tomatic accuracy inadequate. To overcome this
limitation, a human evaluation is applied on 400
randomly sampled entries from the test set. In
particular, given the human typed sequence, the
translation context and the source sentence to trans-
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late, human annotators judge whether a predicted
word can be correct according to the given context.
The results obtained with our systems are presented
in table 3.

Surprisingly, we observe that cleaning the differ-
ent corpora is mirrored by a deterioration in results.
Indeed, the best results are reached with the sys-
tems using initial training corpus. This might be
due to the excessive cleaning, removing some sce-
narios that could be present in the test set.

Furthermore, we notice that the chances of pre-
dicting the right word are positively related with
the number of human typed characters. We present
in figure 2 the accuracy obtained with different
numbers of human typed characters. In both direc-
tions, we observe that the accuracy improves with
the typed sequence length. This is natural, as with
few typed characters, several choices are possible,
especially when the translation context is restricted
or even non-existent (zero context situation).

5 Conclusion

This paper describes our submission to the WLAC
shared task. We participate in two language di-
rections, EN-DE and DE-EN, and submitted two
systems for each direction. For each direction, the
first system is trained using initial data provided
by the task, while the second system is trained on
cleaned data. The evaluation in terms of accuracy
shows the effectiveness of the proposed method.
Furthermore, a significant improvement of accu-
racy is observed when the number of human typed
characters is greater than 1, suggesting that enter-
ing at least two characters restrain the search space
and improve the chances to predict the right word.
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