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Introduction

As the number of users and their web-based interaction has increased, incidents of a verbal threats,
aggression and related behaviour like trolling, cyberbullying, and hate speech have also increased
manifold globally. The reach and extent of the Internet have given such incidents unprecedented power
and influence to affect the lives of billions of people. Such incidents of online abuse have not only
resulted in mental health and psychological issues for users, but they have manifested in other ways,
spanning from deactivating social media accounts to instances of self-harm and suicide.

To mitigate these issues, researchers have begun to explore the use of computational methods for
identifying such toxic interactions online. In particular, Natural Language Processing (NLP) and
ML-based methods have shown great promise in dealing with such abusive behaviour through early
detection of inflammatory content.

In fact, we have observed an explosion of NLP-based research on offensive content in the last few
years. This growth has been accompanied by the creation of new venues such as the WOAH and
the TRAC workshop series. Community-based competitions, like tasks 5/6 at SemEval-2019, task 12
at SemEval-2020, and task 5/7 at SemEval-2021 have also proven to be extremely popular. In fact,
because of the huge community interest, multiple workshops are being held on the topic in a single year.
For example, in 2018 ACL hosted both the Abusive Language Online workshop (EMNLP) as well as
TRAC-1 (COLING). Both venues achieved healthy participation with 21 and 24 papers, respectively.
Interest in the topic has continued to grow since then and given its immense popularity, we are proposing
a new edition of the workshop to support the community and further research in this area.

As in the earlier editions, TRAC focuses on the applications of NLP, ML and pragmatic studies on
aggression and impoliteness to tackle these issues. As such the workshop also includes shared tasks
on ‘Aggression Identification. The task consisted of two sub-tasks - (1) Bias, Threat and Aggression
Identification in Context and (2) Generalising across domains - COVID-19. For task 1, the participants
were provided with a "thread" of comments with information about the presence of different kinds of
biases and threats (viz. gender bias, gendered threat and none, etc) and its discursive relationship to the
previous comment as well as the original post (viz. attack, abet, defend, counter-speech and gaslighting).
In a series/thread of comments, participants were required to predict the presence of aggression and
bias in each comment, possibly making use of the context. In this task, a total dataset of approximately
60k comments (approximately 180k annotation samples) in Meitei, Bangla and Hindi, compiled in the
ComMA Project, were provided for training and testing.

Both the workshop and the shared task received a very encouraging response from the community. The
proceedings include 4 oral, 3 posters, and 2 system description papers. In addition to this, the workshop
also includes 1 Demo to be presented in the workshop.
We would like to thank all the authors for their submissions and members of the Program Committee
for their invaluable efforts in reviewing and providing feedback to all the papers. We would also like to
thank all the members of the Organising Committee who have helped immensely in various aspects of
the organisation of the workshop and the shared task.

Workshop Chairs
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Title: The Evaluation of Language Models for Undesirable Language Analysis

Abstract:
In the past five years, the field of Natural Language Processing has seen several important changes
and paradigm shifts. Methodologically, large neural language models have taken the spotlight as the
new state of the art for most classification (and other kinds of) tasks. At the same time, the focus of
research has opened up more and more to the study of pragmatics phenomena in natural language.
Among these, toxic, abusive, offensive language, hate speech, and other undesirable phenomena
have been subject of the development of specialized models, language resources, and evaluation
campaigns.
In this talk, he will give a partial overview of the design and the results of large-scale evaluation
efforts, in a multilingual perspective. Quantitative results on such subjective and hard-to-define
phenomena should not be taken at a face value. Rather, the quality of benchmarks, and the annotated
data behind them, should be carefully analysed. Finally, he will briefly introduce the perspectivist
framework and its potential impact on the evaluation of models for undesirable language analysis.

Panelists: Amitava Das (Wipro AI), Stavros Assimakopoulos (University of Malta), Pilar G. Blitvich

(University of North Carolina) and Bertie Vidgen (The Alan Turing Institute)
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