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Preface

Welcome to TextGraphs, the Workshop on Graph-Based Methods for Natural Language Processing.
The sixteenth edition of our workshop is being organized on October 16, 2022 in Gyeongju,
Republic of Korea, in conjunction with the 29th International Conference on Computational Linguistics
(COLING 2022).

For the past sixteen years, the workshops in the TextGraphs series have published and promoted
the synergy between the field of Graph Theory (GT) and Natural Language Processing (NLP). The
mix between the two started small, with graph-theoretical frameworks providing efficient and elegant
solutions for NLP applications. Graph-based solutions initially focused on single-document part-of-
speech tagging, word sense disambiguation, and semantic role labeling. They became progressively
larger to include ontology learning and information extraction from large text collections. Nowadays,
graph-based solutions also target Web-scale applications such as information propagation in social
networks, rumor proliferation, e-reputation, multiple entity detection, language dynamics learning, and
future events prediction, to name a few.

The target audience comprises researchers working on problems related to either Graph Theory or graph-
based algorithms applied to Natural Language Processing, Social Media, and the Semantic Web.

This year, we received 19 submissions and accepted 10 of them. Similarly to the last years, we organized
a shared task on natural language premise selection. This task takes as input a mathematical statement,
written in natural language, and outputs a set of relevant sentences (premises) that could support an
end-user finding a proof for that mathematical statement. The shared task attacted four teams; their
participation reports along with the shared task overview by its organizers are also presented at the
workshop.

We would like to thank our keynote speaker and we are also thankful to the members of the program
committee for their valuable and high-quality reviews. All submissions have benefited from their expert
feedback. Their timely contribution was the basis for accepting an excellent list of papers and making
the sixteenth edition of TextGraphs a success.

Dmitry Ustalov, Yanjun Gao, Alexander Panchenko, Marco Valentino, Mokanarangan Thayaparan,
Thien Huu Nguyen, Gerald Penn, Arti Ramesh, and Abhik Jana

TextGraphs-16 Organizers

October 2022
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