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Introduction

It is our great pleasure to welcome you to the third edition of SustaiNLP: Workshop on Simple and Effi-
cient Natural Language Processing.

The Natural Language Processing community has, in recent years, demonstrated a notable focus on im-
proving higher scores on standard benchmarks and taking the lead on community-wide leaderboards
(e.g., GLUE, SentEval). While this aspiration has led to improvements in benchmark performance of
(predominantly neural) models, it has also came at a cost, i.e., increased model complexity and the ever-
growing amount of computational resources required for training and using the current state-of-the-art
models. Moreover, the recent research efforts have, for the most part, failed to identify sources of em-
pirical gains in models, often failing to empirically justify the model complexity beyond benchmark
performance.

Because of these easily observable trends, we organized the SustaiNLP workshop with the goal of pro-
moting more sustainable NLP research and practices, with two main objectives: (1) encouraging develo-
pment of more efficient NLP models; and (2) providing simpler architectures and empirical justification
of model complexity. For both aspects, we encouraged submissions from all topical areas of NLP.

Besides the original research papers (short and long), we encouraged cross-submissions of work that
has been published at other events as well as extended abstracts of work in progress that fit the scope
and aims of the workshop (only the original research papers, however, are included in these workshop
proceedings).

This year, we received 17 submissions from ARR, proposing a multitude of viable resource-efficient
NLP methods and spanning a wide range of NLP applications. We have selected 8 submissions for pre-
sentation at the workshop, yielding an acceptance rate of 47%.

Many thanks to the ARR program committee and our senior area chairs for their thorough and thoughtful
reviews. We would also like to thank to our panelists and invited speakers whose discussions and talks
we strongly believe will make the workshop exciting and memorable.

We are looking forward to the third edition of the SustaiNLP workshop!

SustaiNLP Organizers
November 2022
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