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Introduction

Welcome to the Sixth Workshop on Structured Prediction for NLP!

Structured prediction has a strong tradition within the natural language processing (NLP) community,
owing to the discrete, compositional nature of words and sentences, which leads to natural combinatorial
representations such as trees, sequences, segments, or alignments, among others. It is no surprise that
structured output models have been successful and popular in NLP applications since their inception.
Many other NLP tasks, including, but not limited to: semantic parsing, slot filling, machine translation,
or information extraction, are commonly modeled as structured problems, and accounting for said struc-
ture has often lead to performance gain.

This year we received 19 submissions, 7 of which were reviewed by the ACL Rolling Review initiative
and subsequently commited to our workshop and 12 of which were directly submitted to our workshop
and double-blind peer reviewed by our program committee members. Of these 19, 13 were accepted
(6 of which are non-archival papers) for presentation in this edition of the workshop, all exploring this
interplay between structure and neural data representations, from different, important points of view. The
program includes work on structure-informed representation learning, leveraging structure in problems
like temporal knowledge graph completion, multilingual syntax-aware language modeling, mention de-
tection models, etc. Our program also includes five invited presentations from influential researchers.

Our warmest thanks go to the program committee – for their time and effort providing valuable feedback,
to all submitting authors – for their thought-provoking work, and to the invited speakers – for doing us
the honor of joining our program.

Andreas Vlachos
Priyanka Agrawal
André Martins
Gerasimos Lampouras
Chunchuan Lyu
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