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Abstract

Most of the available resources for low
resource languages are crawled from the
web. In order to obtain reasonable ma-
chine translation performance with such
datasets, it is important to filter low qual-
ity samples from the training data. In
this paper we explore the use of lan-
guage agnostic sentence representations
for filtering parallel data for low resource
language pairs: Pashto-English, Khmer-
English, Nepali-English and Sinhalese-
English. We determine the quality of the
samples based on embedding similarity be-
tween source and target sentences. Our
experiments show that when preceded by
language filtering using language agnos-
tic embeddings significantly improves the
performance of neural machine translation
(NMT) and achieve performance competi-
tive to language specific approaches.

1 Introduction

Neural machine Translation models are known to
be data hungry (Koehn and Knowles, 2017). Train-
ing a high-quality NMT model requires a very
large amount of data, usually in the order of mil-
lions of sentence pairs. For the majority of lan-
guage pairs, parallel training data is compiled by
aligning web-crawls in source and target languages
using various heuristics based methods (Munteanu
and Marcu, 2005). These web crawled datasets
are often noisy due to alignment errors between
source and target sentences. These misalignments

© 2022 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

lead to models with poor translation performance
(Khayrallah and Koehn, 2018). Therefore, it is im-
portant to ensure the quality of the training data by
filtering out noisy samples.

Various filtering techniques have been proposed
in the machine translation literature which focus
on different types of noise. Significant gains can
be achieved by applying simple rules that do not
take into consideration the semantic similarity be-
tween source and target sentences. Such rules in-
clude: removal of sentence pairs that are identi-
fied with language codes that are not aligned with
source and target languages, length based pruning,
removal of repetitive strings, and other heuristics
(Barbu and Barbu Mititelu, 2018). However, a ma-
jor type of noise is the non-equivalence of source
and target sentences. Here, non-equivalence im-
plies that the source and target sentences are not
correct translations of each other (Khayrallah and
Koehn, 2018). These non-equivalence cases are
much harder to identify by simple heuristics. To
detect noisy samples of this type, an oracle model
is required to calculate the semantic similarity be-
tween source and target sentence pairs.

In the last few years, there has been a growing
interest in developing advanced parallel data filter-
ing techniques, resulting in a shared task for “par-
allel corpus filtering” focusing on high and low re-
source language pairs (Koehn et al., 2019; Koehn
et al., 2020). The majority of these approaches fo-
cus on rule-based pre-filtering followed by scoring
with an oracle model trained on high-quality paral-
lel data for the same language pairs (Esplà-Gomis
et al., 2020). One of the early reported approaches
with high accuracy (Junczys-Dowmunt, 2018) is
based on predictor models that are applied in both
forward and reverse directions. The models are
trained on a given ”good quality” data and cross-



entropy scores from both models are combined to
calculate the quality of a given ”noisy” sentence
pair. Such techniques rely on assumed ”good qual-
ity” data to train the oracle models which is not al-
ways available, especially in case of low-resource
languages. On the other hand, there has been con-
siderable research on learning “language agnostic”
sentence representations (embeddings) which aim
to produce equivalent representations of seman-
tically equal sentences across languages. These
models are trained on large monolingual and mul-
tilingual data and are shown to generate reason-
able language independent representations, includ-
ing for languages not included in their training
data.

In this paper, we investigated the use of two
well-known “language agnostic” sentence embed-
ding models to asses training samples quality,
namely: “Language-Agnostic Sentence Represen-
tations” (LASER) (Schwenk and Douze, 2017)
and “Language-agnostic BERT Sentence Embed-
ding” (LaBSE) (Feng et al., 2020a). We conducted
experiments on the low resource language pairs
used in the “Parallel Corpus filtering” shared tasks
in WMT-19 and WMT-20. The performance of
different filtering methods was evaluated by train-
ing MT models on size varying datasets drawn
from the top ranked sentence pairs.

2 Related work

Some recent works have explored the use of cross-
lingual representations for parallel corpus filter-
ing. (Herold et al., 2021) experimented with var-
ious agreement scores to compute source-target
sentence similarity based on word embeddings.
Another work in the same line explored the use
of multilingual BERT for filtering parallel cor-
pora (Zhang et al., 2020). The authors leveraged
the ability of the aforementioned model to project
multilingual sentences into a shared space. Both
these works can be considered the closest to ours.
However, our work offers different contributions
which can be listed as follows:

• They have mainly experimented with high
resource languages, on the other hand,
we focused on the low resource language
pairs from the WMT “Parallel Corpus filter-
ing” task namely: Khmer-English (KM-EN),
Pashto-English (PS-EN), Sinhalese-English
(SI-EN) and Nepali-English (NE-EN).

• Our work is centered around comparing the
most well established models for generating
language agnostic sentence representations
while these other works experimented with
either word embedding based approaches or
models that are not explicitly optimized to
align latent representations of parallel sen-
tence pairs. Such models are proven to be in-
ferior to the models that we experiment with
in cross-lingual similarity tasks.

• To be able to mimic real world settings, we
conduct large scale experiments by evaluat-
ing the best performing methods on a dataset
that is complied by combining all the pub-
licly available datasets for a given language
pair which we collect from OPUS (Tiede-
mann, 2012). Furthermore, we complement
our work by conducting human evaluations
on chosen languages pairs.

3 Data filtering

In this paper, our aim is to explore the use of lan-
guage agnostic sentence embedding models as or-
acles to determine the translation quality of par-
allel sentences in training datasets. For this pur-
pose, we obtain language independent representa-
tions for each source and target sentence and de-
termine the translation quality by calculating the
cosine similarity between these embeddings. Sen-
tence pairs are scored, ranked and then filtered
based on a similarity threshold or by selecting a
pre-defined percentage of the original data size.
We experiment with two well-known sentence rep-
resentation models: Language Agnostic Sentence
Representations (LASER) and Language agnostic
Bert sentence embeddings (LaBSE). We briefly ex-
plain these representations in the following subsec-
tions.

3.1 LASER
Language-Agnostic Sentence Representations
(LASER) (Schwenk and Douze, 2017; Artetxe
and Schwenk, 2019) is based on exploiting neural
machine translation architectures to learn join rep-
resentations for different language pairs. They use
separate encoders and decoders for each language
and encourage bridging the representation gap
using a multi-task learning framework with vari-
ous training configurations. Their configurations
vary based on the number of used encoders and
decoders per batch update as follows: one-to-one,



many-to-one, one-to-many, and many-to-many.
Such training strategies are claimed to push the
encoder representations of equivalent sentences
in different languages closer to each other in the
embedding space. At inference time, decoders are
discarded and sentence embeddings are obtained
by applying a max-pooling operation over the out-
put of the encoder. LASER supports 93 languages
belonging to 23 different scripts.

3.2 LaBSE

Language Agnostic Bert Sentence Embeddings
(LaBSE) (Feng et al., 2020b), is based on com-
bining some of the latest representation learn-
ing approaches namely: Masked Language Mod-
eling (MLM) (Devlin et al., 2019), Translation
Language Model (TLM) (Lample and Conneau,
2019), dual encoder translation ranking (Guo et
al., 2018), and the use of additive margin softmax
loss (Yang et al., 2019). Embeddings for source
and target sentences were generated from a trans-
former model (Vaswani et al., 2017) pretrained us-
ing MLM and TML, they were then separately fed
into a shared 12-layer transformer network. Fi-
nally, the output representations of parallel sen-
tences were optimized to be similar to each other
and distant from negative samples using an addi-
tive margin softmax loss. The latest LaBSE model
supports 112 languages and is claimed to outper-
form LASER in parallel text retrieval.

4 Experimental setting

In WMT-19, the parallel corpus filtering task
was organized for Sinhalese-English (SI-EN) and
Nepali-English (NE-EN) and in WMT-20 the same
task was organized for Khmer-English (KM-EN)
and Pashto-English (PS-EN). In WMT-19, no
scores were provided with the noisy training data
to be used as a baseline system. In WMT-20, noisy
training data was released along with the similarity
scores computed using LASER embeddings to be
used as the baselines.

We conducted two sets of experiments on the
aforementioned language pairs. In the first set of
experiments (see 4.1), we applied multiple filtering
techniques on the noisy training datasets released
by WMT parallel corpus filtering shared tasks,
we then evaluated the performance of MT models
trained on a varying number of the top ranked sen-
tences according to the filtering systems as defined
in the shared task descriptions. In the second set

Year Train Valid Test
KM-EN WMT-20 4.1 m 2378 2320
PS-EN WMT-20 1 m 3162 2719
SI-EN WMT-19 3.3 m 2898 2766
NE-EN WMT-19 2.2 m 2559 2835

Table 1: Parallel corpus filtering task WMT-19 and WMT-20
statistics. Data sizes are in number of sentence pairs.

of experiments (see 4.2), we included additional
training datasets that are publicly available and ap-
plied the approaches that resulted in the best results
in our first set of experiments. We studied the per-
formance of the MT systems trained on different
data sub-samples to be able to determine an opti-
mal similarity score threshold. The choice of the
languages posed an interesting zero shot challenge
because not all languages were used in training of
both the models. As a result, not all four languages
are supported by both the models. LASER only
supports Khmer and Sinhalese, while LaBSE only
supports Khmer, Nepali and Sinhalese. Pashto is
not supported by either of the models. However
it has been observed that both the models can be
generalized well even to minority languages that
are not supported by the models. This observa-
tion could possibly be attributed to transfer learn-
ing from languages in the training data which are
closely related to these four languages.

4.1 WMT noisy data filtering
In this set of experiments, we aimed to replicate the
setup of the “parallel corpus filtering” shared tasks
in WMT-19 and WMT-20. Given a noisy corpus
for a low resource language pair, the participating
teams were required to submit quality scores for all
the training samples. Filtering systems were then
evaluated according to the performance of MT sys-
tems trained on varying size datasets (in terms of
target tokens) sampled from the top ranked pairs
according to the submitted quality scores. The MT
systems were trained by the task organizers and
used fixed model and hardware configurations to
guarantee comparable assessment. Dataset statis-
tics for each language pair are provided in Table 1

To establish a baseline, we train two MT sys-
tems on the entire data without any re-ranking or
sub-sampling as follows:

• No filtering: The entire released noisy data is
used for training without any filtering.



• Language ID filtering: Language filtering is
applied to the training data using fastText
toolkit (Joulin et al., 2016). Only the exam-
ples where the detected source and target lan-
guage codes are not consistent with source
and target languages are filtered out.

Sub-sampling experiments are setup as follows:
sample sizes of [1, 2, 5] million target tokens are
used for Nepali-English and Sinhalese-English and
sample sizes of [2, 3, 5, 7] millions are used for
Khmer-English and Pashto-English. Sub-sampling
was performed using the script provided by the
WMT organizers. The following filtering methods
configurations are reported:

• Language ID filtering + LASER scoring: af-
ter applying language ID filtering, the remain-
ing sentence pairs were scored and ranked ac-
cording to the cosine similarity of the LASER
embeddings.

• Language ID filtering + LaBSE scoring: same
as the previous point but used LaBSE embed-
dings instead of LASER embeddings.

• Best performing systems in WMT tasks: To
compare LASER and LaBSE filtering with
the state-of-the-art language specific tech-
niques, we selected AFRL (Erdmann and
Gwinnup, 2019) for WMT-19 languages and
Huawei (Açarçiçek et al., 2020) for WMT-20
languages. These models were chosen since
they are the best performing models in the re-
spective tasks where publicly available scores
for the training samples are provided.1

4.2 Variable/mixed quality data filtering

Based on the first set of experiments as described
in 4.1, we determined the best technique (out of
LASER and LaBSE) for each language pair and
applied it on a larger corpus that consists of sam-
ples of “unknown” quality. For each language
pair, we first applied the standard language-id fil-
tering, followed by scoring and re-ranking with the
source-target embedding similarity score. We fil-
tered the ranked corpus using different threshold
values [0.5, 0.6, 0.7, 0.8, 0.9] of the similarity
scores and trained NMT models on each filtered
sub-sample. In this way we determined the best
1Data can be downloaded from the websites of the respective
WMT tasks

similarity threshold per language pair. We mainly
used the datasets from OPUS repository and com-
bined these datasets with the noisy corpus pro-
vided in the relevant WMT task. The details of
the used datasets are provided in Table 2.

4.3 Training details

All the experiments in this paper were conducted
using the same model architecture and training
configuration. A TransformerBase model with the
default configuration was trained using Opennmt-
tf translation toolkit2. A Shared vocabulary of
10000 sub-words is trained using sentencepiece
tokenizer(Kudo and Richardson, 2018). Models
were trained for 1 million steps for the WMT data
experiments and until convergence for the larger
scale experiments. Convergence was defined as
no significant change in the validation set perfor-
mance according to BLEU scoring at 100,000 step
increments.

Note that the NMT toolkit and the training con-
figuration we used in this paper are different from
those used in the WMT parallel corpus filtering
tasks. This is because, in this paper, our purpose
is not to do a direct comparison of a proposed
methods with the results or methods reported in
the WMT tasks but to empirically analyze utility
of language agnostic embeddings for corpus filter-
ing.

4.4 Evaluation metrics

BLEU score (Papineni et al., 2002) is the most
commonly used automatic evaluation metric for
machine translation performance. However, it has
been recently criticized due its failure to correlate
with human judgement. A recent study (Kocmi
et al., 2021) conducted an extensive comparison
of various MT evaluation metrics and found out
that BLEU is inferior to other automatic metrics
with respect to correlation to human judgements.
They found that other metrics such as COMET
(Rei et al., 2020) and ChrF (Popović, 2015) cor-
relate much better. Therefore, following their rec-
ommendations, we reported model performances
on COMET and ChrF in addition to BLEU. BLEU
is calculated using sacreBLEU python implemen-
tation (Post, 2018).

ChrF is a character level n-gram F-score be-
tween generated translation and reference. Simi-
lar to BLEU, it calculates n-gram matches between

2https://github.com/OpenNMT/OpenNMT-tf



Datasets Sentences
KM-EN CCAligned, GNOME, KDE4, Paracrawl, QED, wikimedia, XLEnt. WMT-20 4.8 M
PS-EN CCAligned, GNOME, KDE4, Paracrawl, QED, wikimedia, XLEnt, WMT-20 1.4 M

SI-EN
CCAligned, CCMatrix, GNOME, KDE4, OpenSubtitles,

Paracrawl, QED, Ubuntu, Wikimatrix, wikimedia, XLENT, WMT019
11 M

NE-EN
CCAligned, CCMatrix, GNOME, KDE4, OpenSubtitles,

Paracrawl, QED, Ubuntu, Wikimatrix, wikimedia, XLENT, bible-uedin, WMT-19
2.1 M

Table 2: Combined data statistics for all language pairs for mixed data experiments.

translation and reference, however, at character
level. ChrF is calculated using the same sacre-
BLEU implementation. For both BLEU and ChrF,
statistical significance was measured using boot-
strap re-sampling (Koehn, 2004) with 1000 sam-
ples. For the noisy-data-only experiments, we cal-
culate statistical significance between LaBSE and
LaSER based filtering as well as between best of
language agnostic filtering with that of the com-
petitor baseline as described in subsection 4.1. For
the mixed-quality-data experiments, we compare
the statistical significance between the no-filtering
baseline with all other experiments (subsampling
at various threshold values).

COMET is a neural network framework in
which large pre-trained cross-lingual language
models such as XLM-RoBERTa (Lample and Con-
neau, 2019) were fine-tuned on [source, hypothe-
sis, reference] pairs in order to predict annotated
human evaluation scores. We used a reference-
based regression model which is built on top of
XLM-R wmt-comet-da. This model covers all the
languages in our study.

5 Results

5.1 Khmer-English

Table 3 shows the results for noisy data filtering
experiment for KM-EN language pair. The per-
formance of all models using the three evaluation
metrics is monotonically consistent, i.e., higher
performance with respect to one metric also means
higher performance with respect to other metrics.
The model achieves the lowest performance when
trained on the entire data without any filtering. Fil-
tering using language identification provides sig-
nificant improvements. For sample sizes of 5 mil-
lion and 7 million, sub-sampling based on LaBSE
scoring performs the best, while for sample sizes
of 2m and 3m, Huawei filtering (Açarçiçek et al.,
2020) performs the best. This is consistent for both

devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 58 million
NF 4.2 17.9 -1.17 4.8 20.1 -1.02

target tokens = 15 million
lg 6.3 24.8 -0.94 6.9 27.6 -0.85

target tokens =7 million
HW 8.7 32.1 -0.60 10.2 36.9 -0.44
LS 6.1 30.1 -0.75 7.0 33.1 -0.65
LB 8.5† 32.2† -0.59 10.2† 37.3† -0.42

target tokens =5 million
HW 8.0 32.4 -0.61 10.0 37.0 -0.45
LS 6.6 29.8 -0.75 7.2 32.8 -0.68
LB 8.4∗† 32.5∗ -0.58 10.9∗† 38.1∗ -0.40

target tokens =3 million
HW 8.7∗ 32.9∗ -0.58 10.5∗ 38.0∗ -0.43
LS 5.7 28.6 -0.82 6.5 32.2 -0.74
LB 8.2† 32.4† -0.60 9.9† 37.2† -0.45

target tokens =2 million
HW 8.0∗ 32.1∗ -0.63 9.6∗ 36.9∗ -0.49
LS 4.7 27.1 -0.90 5.4 30.4 -0.83
LB 7.3† 30.9† -0.67 8.7† 35.3† -0.55

Table 3: KM-EN WMT noisy data filtering. NF= No filter-
ing, lg = language id filtering only, HW=Huawei system, LS
= language id + LASER scoring, LB= language id + LaBSE
scoring. Values in bold indicate the highest ranking system
for each subsample category. * represents a statistically sig-
nificant comparison between HW and best of the language
agnostic method and † represents the same between LASER
and LaBSE at p< 0.01.

dev and test sets. Moreover, for all filtering meth-
ods, using a sample size of 7 million target tokens
seems to perform the best, while using 2 million
tokens seem to perform the worst.

Given that LaBSE performs significantly better
than LASER when using the noisy data, we ap-
plied LaBSE scoring along with language filtering
on a combined set of noisy and clean training data
as described in 4.2. Table 4 describes the results
for the mixed data experiments for KM-EN. Filter-
ing only on language ID drops the performance on
the development set when compared to using the
full training data but the performance remained al-



devtest test
BLEU ChrF++ COME BLEU ChrF COME

NF 7.9 23.5 -0.97 8.7 27.5 -0.78
lg 6.2 25.5 -0.93 8.8 30.7 -0.70
τ BLEU ChrF COME BLEU ChrF COME

0.5 10.2 33.9 -0.52 12.1 39.1 -0.33
0.6 10.2 33.8 -0.51 12.1 39.4 -0.33
0.7 10.0 33.8 -0.52 11.8 39.6 -0.32
0.8 9.9 34.3 -0.52 11.1 39.7 -0.32
0.9 .6 32.7 -0.60 9.8 37.5 -0.45

Table 4: KM-EN mixed data experiments. τ = LaBSE simi-
larity score threshold. All results are statistically significance
wrt no filtering baseline. Values in bold indicate training cor-
responding to highest score.

most the same on the test set. However, when com-
bined with LaBSE filtering, it provided significant
improvements compared to no filtering at all. An
embedding similarity score threshold of 0.6 seems
to work the best on such dataset.

devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 12.9 million
NF 7.7 31.6 -0.66 5.9 28.1 -0.80

target tokens = 7.3 million
lg 7.4 30.5 -0.67 5.7 27.2 -0.81

target tokens = 7 million
HW 10.7 37.1 -0.43 8.8 34.2 -0.55
LS 7.9 31.1 -0.65 5.8 27.7 -0.81
LB 8.2 31.7 -0.62 6.4 28.8 -0.75

target tokens = 5 million
HW 10.2 37.3 -0.42 8.7 35.0 -0.52
LS 7.3 31.6 -0.66 5.6 28.9 -0.78
LB 9.7 35.7 -0.47 8.0 33.2 -0.58

target tokens = 3 million
HW 10.1∗ 37.0∗ -0.43 9.3∗ 35.4∗ -0.53
LS 7.2 31.7 -0.68 6.0 30.2 -0.76
LB 10.1 37.0 -0.44 9.2 35.2 -0.54

target tokens = 2 million
HW 9.3 35.9 -0.49 8.4 34.2 -0.58
LS 6.4 31.3 -0.71 5.7 30.2 -0.77
LB 9.3† 35.5† -0.51 8.3† 33.9† -0.60

Table 5: PS-EN WMT noisy data filtering. Legends have
same meaning as Table 3.

5.2 Pashto-English

Table 5 summarizes the results for noisy data ex-
periments for PS-EN. Applying only language ID
filtering causes some slight performance drop as
compared to using the entire training data. Scoring
and sub-sampling using LASER embeddings per-

devtest test
BLEU ChrF COME BLEU ChrF COME

NF 10.3 34.5 -0.52 8.3 31.0 -0.67
lg 8.8 32.3 -0.60 6.7 28.9 -0.75
τ BLEU ChrF COME BLEU ChrF COME

0.5 11.0 37.8 -0.39 9.8 36.0 -0.48
0.6 10.7 37.8 -0.40 9.8 36.1 -0.48
0.7 11.2 38.3 -0.37 9.9 36.4 -0.48
0.8 10.7 37.7 -0.42 9.5 35.9 -0.50
0.9 6.1 30.8 -0.73 5.8 29.8 -0.80

Table 6: PS-EN mixed data experiments. Legends have same
meaning as Table 4.

forms the worst for all sub-sampled sizes. For sam-
ple sizes of 7m and 5m, Huawei filtering technique
performed the best while for sample sizes of 3m
and 2m, both Huawei and LaBSE based filtering
perform almost equally. The differences in perfor-
mance between models are consistent across met-
rics and test sets. Regardless of the fact that Pashto
is not supported by LaBSE, it’s performance is
comparable to the language specific filtering tech-
nique (Huawei).

LaBSE performed significantly better than laser
on the noisy data experiments therefore, for the
experiments with mixed quality data, we applied
LaBSE based filtering. As observed in Table 6, for
mixed data experiments, filtering only with the lan-
guage ID seemed to drop the performance signifi-
cantly. However, applying language ID filtering in
combination with LaBSE based scoring with simi-
larity thresholds in the range of [0.5, 0.8] provided
substantial improvements as compared to using all
the training data. However, with a score threshold
of 0.9, the performance dropped even below that
of only language ID filtering which implies that
with a very high similarity threshold, a substantial
amount of useful training samples get filtered out.

5.3 Sinhalese-English

Table 7 presents the results for Sinhalese-English
noisy data filtering. An important observation for
this language pair is the very low performance
when no filtering is applied which might indicate
high noise level in the crawled dataset. The per-
formance drops further with language ID filter-
ing. However, for this language pair, scoring with
LaBSE outperforms both LASER as well as the
best reported language specific approach (AFRL).
The difference in scores is consistent across test
sets as well as metrics. The best performance



devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 45 million
NF 3.8 21.7 -0.86 3.1 19.7 -0.91

target tokens = 11 million
lg 2.8 21.3 -0.91 2.0 19.9 -0.93

target tokens =5 million
AF 5.8 30.4 -0.53 5.2 29.5 -0.52
LS 6.1∗ 31.8∗† -0.48 5.6∗ 31.3∗† -0.45
LB 6.0† 31.3† -0.50 5.4† 30.4† -0.47

target tokens =2 million
AF 5.5 30.5 -0.57 5.0 29.8 -0.55
LS 5.7 32.0 -0.51 5.4 31.6 -0.50
LB 7.3∗† 34.2∗† -0.39 6.8∗† 33.7∗† -0.37

target tokens =1 million
AF 4.3 28.6 -0.64 4.0 28.3 -0.62
LS 3.3 27.4 -0.70 3.1 27.4 -0.67
LB 6.4∗† 32.5∗† -0.47 5.6∗† 31.6∗† -0.46

Table 7: SI-EN WMT noisy data filtering. AF = AFRL filter-
ing. Other legends have same meaning as Table 3.

for the LaBSE model was observed with 2m sam-
ples which supports our hypothesis that the initial
dataset is of lower quality than the other language
pairs that we experimented with. Since LaBSE

devtest test
BLEU ChrF COME BLEU ChrF COME

NF 18.2 46.7 0.11 16.3 43.4 0.03
lg 19.2 47.3 0.14 16.5 43.7 0.05
τ BLEU ChrF COME BLEU ChrF COME

0.5 19.9 49.0 0.21 18.8 48.2 0.22
0.6 20.2 49.4 0.22 19.3 48.7 0.23
0.7 20.2 49.5 0.23 19.0 48.6 0.23
0.8 19.5 49.0 0.21 18.5 48.2 0.22
0.9 15.8 45.6 0.06 14.9 44.7 0.06

Table 8: SI-EN mixed data experiments. Legends have same
meaning as Table 4.

based filtering performed the best for the noisy
data experiments, we applied it for mixed dataset
filtering. Table 8 shows the mixed data filtering
results for Sinhalese-English. The absolute scores
using all metrics are substantially higher than those
for the previous two language pairs. Simply apply-
ing language ID filtering provided significant im-
provements compared to using all the data without
filtering. Further filtering using LaBSE provided
additional improvements for all threshold values
except for the threshold value of 0.9. The highest
performance was observed when using a threshold
score of 0.7.

5.4 Nepali-English

devtest test
BLEU ChrF COME BLEU ChrF COME

target tokens = 35 million
NF 0.7 13.2 -1.25 1.0 13.9 -1.17

target tokens = 9 million
lg 1.5 18.2 -1.07 1.8 18.9 -1.00

5 million
AF 2.7∗ 23.0∗ -0.85 2.8∗ 24.5∗ -0.78
LS 2.1 22.0 -0.92 2.7 23.8 -0.82
LB 2.4† 22.3† -0.86 2.5† 23.5† -0.78

target tokens = 2 million
AF 3.6 26.5 -0.78 3.8 28.5 -0.69
LS 2.4 24.2 -0.88 2.7 25.8 -0.78
LB 5.2∗† 29.6∗† -0.62 5.9∗† 31.6∗† -0.54

target tokens = 1 million
AF 2.7 25.4 -0.82 2.9 27.3 -0.75
LS 0.8 19.6 -1.03 1.2 20.7 -0.98
LB 5.2∗† 29.4∗† -0.64 6.1∗† 31.6∗† -0.55

Table 9: NE-EN WMT noisy data filtering. AF = AFRL fil-
tering. AF = AFRL filtering. Other legends have same mean-
ing as Table 3.

Table 9 shows the Nepali-English noisy data re-
sults. The absolute scores without filtering are the
lowest when compared to other languages. Apply-
ing language ID filtering slightly improved the per-
formance as compared to no filtering. LaBSE fil-
tering performs significantly better that the other
methods according to the majority of the evalua-
tion metrics when using sample sizes of 1m and
2m samples. The language specific approach per-
forms better than LaBSE on the 5m sub-sample
however, the results on this sub-sample were the
worst for all the approaches.

LaBSE based filtering results for the mixed
quality dataset are presented in Table 10. The
best performance was observed using a similarity
threshold of 0.8. Consistent with the observations

devtest test
BLEU ChrF COME BLEU ChrF COME

NF 9.1 30.1 -0.61 10.7 33.3 -0.50
lg 8.6 29.4 -0.63 10.3 32.6 -0.52
τ BLEU ChrF COME BLEU ChrF COME

0.5 11.3 36.5 -0.33 12.8 39.9 -0.19
0.6 11.6 38.0 -0.27 14.1 42.2 -0.12
0.7 12.3 39.4 -0.22 14.7 43.4 -0.09
0.8 12.8 40.4 -0.19 15.3 44.3 -0.07
0.9 10.9 38.1 -0.32 12.9 41.8 -0.19

Table 10: NE-EN mixed data experiments. Legends have
same meaning as Table 4.



for other language pairs, a very high threshold of
0.9 dropped the performance significantly as com-
pared to other lower values.

5.5 Human evaluation

In order to further verify the certainty of model
performances calculated using automatic scores,
we additionally performed human evaluations for
some experiments. Due to the low availability
of human evaluators, we performed human eval-
uations only for Pashto-English and Sinhalese-
English for WMT noisy data experiments corre-
sponding to the results reported in Table 5 and 7 for
the 5 million sub-sample task. For Pashto-English
and Sinhalese-English, we randomly sampled 100
sentences from the development set which were
rated by native speakers of the corresponding lan-
guages. The raters were directed to assign an inte-
ger adequacy score between [1,5] to each hypothe-
sis translation (Koehn and Monz, 2006). The final
average scores are shown in Table 11. For both
language pairs, as expected, the reference trans-
lations scored the highest. For Pashto-English,
the Huawei filtering method scored significantly
higher than both LASER and LaBSE based filter-
ing. For Sinhalese-English, while LASER model
performed significantly lower, Huawei and LaBSE
filtering performed approximately equally. These
observations for both of the language pairs were
consistent with the automatic evaluations in Table
5 and 7.

6 Discussion

In this paper, we presented an empirical evalua-
tion of the use of language agnostic sentence rep-
resentations to filter parallel data for low resource
neural machine translation. Our experiments show
that using similarity scores based on language ag-
nostic embeddings to compute the quality of the
sentence pairs performs competitively when com-
pared to state-of-the-art language specific tech-
niques for low resource languages.

Filtering out sentences based on automatic lan-
guage detection seems to give inconsistent results,
we think that this happens because of the accu-
racy differences of the used language detection
tool across different languages. Further analysis
needs to be done for better understanding.

Data filtering thresholds based on the similarity
score or a pre-defined number of tokens seems to
vary across languages and datasets. This can be

attributed to two main factors namely: The inher-
ent quality of the dataset and the performance of
the cross-lingual embeddings when it comes to the
language pair under evaluation. Further analysis
needs to be conducted to understand the per lan-
guage pair effects.

Based on our experiments, language agnostic
approaches perform competitively and provide a
simple and a hassle-free way of filtering parallel
datasets. However, this isn’t the case when the
language pair is not supported by the cross-lingual
embeddings models as shown in the PS-EN exper-
iments. Further research is needed to develop and
test approaches for incremental language addition
to the cross-lingual embedding based models.
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