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Abstract

Patronizing and condescending language is
characterized, among others, by its subtle na-
ture. It thus seems reasonable to assume that de-
tecting condescending language in text would
be harder than detecting more explicitly harm-
ful language, such as hate speech. However,
the results of a SemEval-2022 Task devoted
to this topic paint a different picture, with the
top-performing systems achieving remarkably
strong results. In this paper, we analyse the sur-
prising effectiveness of standard text classifica-
tion methods in more detail. In particular, we
highlight the presence of two rather different
types of condescending language in the dataset
from the SemEval task. Some inputs are conde-
scending because of the way they talk about a
particular subject, i.e. condescending language
in this case is a linguistic phenomenon, which
can, in principle, be learned from training exam-
ples. However, other inputs are condescending
because of the nature of what is said, rather
than the way in which it is expressed, e.g. by
emphasizing stereotypes about a given com-
munity. In such cases, our ability to detect
condescending language, with current methods,
largely depends on the presence of similar ex-
amples in the training data.

1 Introduction

Patronizing and Condescending Language (PCL)
has been a topic of interest across a wide range
of disciplines, including Politics, Journalism and
Medicine (Huckin, 2002a; Chouliaraki, 2006;
Draper, 2005; Oldenburg et al., 2015). The use of
PCL implies a position of superiority of the author
regarding the person or community they are refer-
ring to, suggesting an imbalance in terms of power
or privilege (Foucault, 1980). Especially when di-
rected towards vulnerable communities, PCL fuels
discrimination and perpetuates inequalities (Ng,
2007; Mendelsohn et al., 2020), feeds stereotypes
and misinformation (Fiske, 1993), and makes it

more difficult for underrepresented groups to over-
come social difficulties (Nolan and Mikami, 2013).

The NLP community has recently also turned its
attention to the study of PCL, focusing on the task
of detecting and categorizing this kind of harmful
discourse. For instance, Wang and Potts (2019)
introduced the Talk Down dataset, which is focused
on condescending language in social media, while
Perez-Almendros et al. (2020) introduced the Don’t
Patronize Me! (DPM) dataset, which is focused on
the way in which vulnerable communities are de-
scribed in news stories. From the NLP point of
view, the study of PCL is interesting because it is
more subtle, and therefore presumably harder to
detect, than other forms of harmful language, such
as hate speech (Basile et al., 2019) and offensive
language (Zampieri et al., 2019, 2020). Moreover,
identifying PCL often seems to require a deep com-
monsense understanding of human values (Pérez-
Almendros et al., 2022). Consider the following
example from the DPM dataset:

"People across Australia ordered piz-
zas to be delivered on Saturday night,
with the ample leftovers donated to local
homeless shelters."

We can understand that, although donating food
can be socially valuable, the impact of this par-
ticular action is painted in an excessively positive
light (e.g. as evident in the phrase ample leftovers).
Moreover, this seems to refer to a campaign to in-
crease the consumption of pizzas with the excuse to
help homeless people, which as humans we might
also find condescending. However, an NLP model
might struggle to infer such connotations.

Based on the premise that PCL detection would
present unique challenges, SemEval-2022 featured
a task devoted to PCL detection and categorization
(Perez-Almendros et al., 2022). The top-ranked
submissions for this task achieved a remarkably
strong performance, which seems to somewhat
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undermine the assumption that the subtle nature
of PCL would make its detection inherently hard.
Moreover, even the best systems (Deng et al., 2022;
Wang et al., 2022; Hu et al., 2022), relied on a judi-
cious use of more or less generic text classification
techniques, improving on the RoBERTa (Liu et al.,
2019) baseline by addressing the class imbalance,
adding a contrastive learning loss, using ensembles
of language models, etc. In particular, there was
little evidence of the presumed need to focus on
commonsense understanding of human values.

In this paper, we present an analysis of the
SemEval-2022 PCL detection dataset, in light of
the aforementioned observations. Our central argu-
ment is that the dataset contains examples of two
rather distinct types of condescending language,
and that the difference between the two is funda-
mental to understanding why the task, as it has
been formulated, might be significantly easier than
the task of detecting condescending language in
general. We argue that a deeper understanding of
these two phenomena might lead to a better perfor-
mance on PCL detection, which in turn can miti-
gate the discourse of condescension towards vul-
nerable communities. We will refer to these two
types as Linguistic PCL and Thematic PCL.

Linguistic PCL Some instances of PCL are re-
lated to the way in which a given claim is expressed.
Consider the following example:

"...we must rally together as humans, un-
derstanding that we have a responsibility
to help the world’s most vulnerable to
survive and rebuild their lives [...]"

In this sentence, we can see two common aspects
of PCL. First, expressions such as we must or we
have a responsibility, indicate an authority voice
and attitude (Simpson, 2003). Second, the sentence
evokes the idea of a saviour and a victim. Note how
the condescending tone of the sentence is related
to linguistic aspects that are relatively easy to iden-
tify (e.g. the presence of modal verbs such as must)
and largely independent of the community being
referred to. We will refer to such cases as linguis-
tic PCL. Our hypothesis is that detecting linguistic
PCL is relatively straightforward for language mod-
els, as this is ultimately about learning to detect a
particular writing style (Iyer and Vosoughi, 2020).

Thematic PCL There are also examples of PCL
where the message itself is condescending, irrespec-
tive of how it is formulated. We will refer to such

cases as Thematic PCL. Consider the following
example:

"The problem of what to do about
the Dreamers, as the immigrants are
known[...]"

Calling young immigrants Dreamers has conde-
scending connotations, as it implies that the author
is in a privileged position which the immigrants as-
pire to reach. To recognize this, we need a deeper
understanding about the nature of condescending
language, and we need access to particular world
knowledge. For instance, we need to know that
the author refers to the DREAM Act1 and that this
tries to protect young immigrants brought to the
US as children and fulfill their aspiration to live in
America as a dreamed life. Our hypothesis is that
detecting themed PCL often requires a level of un-
derstanding about human values, and the world in
general, that goes above what we can expect to be
captured by standard language models. However,
the training and test data from the SemEval task is
focused on a small number of vulnerable communi-
ties, with the same communities being covered in
the training and test data. As such, the model may
detect instances of PCL by identifying that they ex-
press a similar argument as some training example,
rather than by developing an understanding of the
underlying reasons why a given example is conde-
scending. In this case, we can expect the model to
fail to detect PCL towards communities that are not
seen in the training set. Similarly, the model may
struggle to adapt when the themes appearing in
PCL towards previously seen communities change.

Overview In this paper, we present an analysis
of the SemEval-2022 dataset, aimed at testing the
aforementioned hypotheses about linguistic and
themed PCL. First, we carry out two experiments
in which models are trained such that they are pre-
vented, to some extent, from learning about conde-
scending themes associated with individual com-
munities. Our experiments show that there are
some communities for which this leads to a dra-
matic drop in performance, while for other com-
munities there was no negative impact at all. This
suggests that there is indeed considerable overlap
in the kinds of themed PCL that can be found in the
training and test sets of the SemEval dataset, but
only for some communities. We then complement

1www.americanimmigrationcouncil.org/research/dream-
act-overview
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these results with a qualitative analysis based on
ideas from critical Discourse Analysis (CDA), a
technique which emerged from Critical Linguis-
tics in the 1970s (Fowler et al., 2018; Fairclough
and Chouliaraki, 1999; Fairclough, 2013; Wodak,
2004; Van Dijk, 2015; Huckin et al., 2012). CDA
looks at the relation between power and language,
and how discourse expresses social hierarchy and
inequalities. This qualitative analysis provides fur-
ther suppors for the idea that (i) PCL detection
models can identify Linguistic PCL even if they
have not seen similar cases during training while
(ii) their ability to detect instances of themed PCL
is much more dependent on the training examples.

2 Related Work

The Study of PCL The discourse of condescen-
sion has been widely studied in disciplines such as
Sociolinguistics, Politics, Psychology, Medicine,
Cultural Studies, Public Relations, Journalism and
International Cooperation (Huckin, 2002a,b; Giles
et al., 1993; Margić, 2017; Chouliaraki, 2006,
2010). Within the NLP community, the study of
PCL is more recent, although there is a longer tradi-
tion of looking at harmful language more generally
(Basile et al., 2019; Zampieri et al., 2020; Conroy
et al., 2015; Da San Martino et al., 2020; Feng
et al., 2021; Farha et al., 2022). As already men-
tioned in the introduction, Wang and Potts (2019)
and Perez-Almendros et al. (2020) addressed con-
descension in different types of discourse, while
other recent works addressed some closely related
aspects, such as how language conceals power re-
lations (Sap et al., 2020), expresses authoritarian
voices as empathy (Zhou and Jurgens, 2020) or
dehumanizes minorities (Mendelsohn et al., 2020).

PCL towards vulnerable communities is a sub-
tle and subjective kind of language, often uncon-
scious and well intended (Wilson and Gutierrez,
1985; Merskin, 2011). An author might use PCL
while trying to help a community or individual,
raise their voice for them or move the audience
to action. However, PCL can be very harmful,
as it routinizes discrimination (Ng, 2007), creates
stereotypes (Fiske, 1993) and reinforces inequali-
ties (Nolan and Mikami, 2013; Chouliaraki, 2006,
2010), feeding the dichotomy of a saviour (Bell,
2013; Straubhaar, 2015) and a helpless victim. PCL
contributes to the "distorted and stereotyped rep-
resentation" (Caspi and Elias, 2011) that vulnera-
ble communities or underrepresented groups fre-

quently receive in the media.

The Coverage of Minorities in the Media Our
emphasis on the distinction between thematic and
linguistic PCL draws from previous analysis of the
relation between discourse and power, and how
language can reinforce inequalities and exclusion.
Such studies are mainly based on Critical Discourse
Analysis (CDA), which is concerned with the anal-
ysis of unbalanced power relations and privilege
in public discourse and the construction of iden-
tities in the media. It also draws our attention to
the influence (voluntary or not) that the author of
a public discourse has over the construction of an
image in the mind of the audience by, for instance,
their selection of words, use of linguistic structures
and omissions when depicting a specific commu-
nity or situation (Huckin, 2002a). Huckin (2002a)
suggests that, in the critical study of a discourse, an
analyst should look for certain linguistic or stylistic
features in a text, such as the use of modal verbs
(modality) or the identity of the subject and the ob-
ject of an action (transitivity), to find expressions
of power imbalance and inequality. He also sug-
gests to look at recurrent themes and stereotypes
in the media coverage of minorities. Along this
direction, the same author studied the treatment of
homelessness in the US in 1999 (Huckin, 2002b).
He collected a corpus of 163 newspapers articles
and editorials which mentioned the keyword home-
less and analyzed, among others, the more recur-
rent themes and stereotypes related to this com-
munity. For instance, he shows that the analyzed
data includes "desire of independence" or "lack
of life skills" as common themes when referring
to causes of homelessness. Also, the theme "bad
grooming" is highlighted as one effect of home-
lessness. "Religious support", "food donation" and
"donated clothes" are common themes in the dis-
cussion of public responses, which represent shal-
low and ephemeral solutions for a structural, deep-
rooted problem, and thus again reinforce the char-
itable, saviour-victim treatment of a community.
Using a similar approach, Díaz-Rico (2012) ana-
lyzed 93 articles about Mexican immigrants from
the Los Angeles Times, published in 2010. She
claims that the selection of topics and themes is the
most important aspect of Journalism and that news-
papers use the drama of a story to gain attention
from their audience. Although the language and
topics she analyses in this work are often openly
discriminatory and offensive, she also finds expres-
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Neg.Inst. Pos.Inst. %Pos.Inst.

Migrant 1052 36 3.3
Immigrant 1031 30 2.8
Refugee 981 86 8.1
In need 906 176 16.3
Poor fam. 759 150 16.5
Vulnerable 1000 80 7.4
Women 1018 52 4.9
Disabled 947 81 7.9
Homeless 899 178 16.5
Hopeless 881 124 12.3

All data 9474 993 9.5

Table 1: Number of negative and positive training ex-
amples per community. We also report the percentage
of positive instances.

sions that, through rhetorical figures, connotation
and semantic selection, reinforce power relations
and inequalities (e.g.“help new arrivals get on their
feet”, or "ballot crusade").

3 Methodology

In Sections 4 and 5, we describe experiments
in which PCL classifiers are trained in a way
that (partially) prevents them from learning about
community-specific thematic PCL. This will al-
low us to better characterise the abilities of fine-
tuned language models, as the overlap between the
themes covered by the training and test sets is re-
duced. In this section, we first describe the basic
experimental setup that we rely on throughout the
paper (Section 3.1). Subsequently, we describe a
simple strategy for characterizing topics or themes
that are strongly associated with particular vulnera-
ble communities or groups (Section 3.2).

3.1 Experimental Setup

Dataset We use the dataset that was provided for
the Patronizing and Condescending Language De-
tection Task at SemEval-2022 (Perez-Almendros
et al., 2022). This dataset consists of 14,299 an-
notated paragraphs (10,467 for training and 3,832
for testing). The paragraphs were extracted from
English news stories and cover traditionally vul-
nerable communities and underrepresented groups.
In particular, each paragraph mentions at least one
of the following vulnerability-related keywords:
immigrants, migrants, refugees, poor families, in
need, hopeless, homeless, disabled, women and vul-
nerable. We only use the binary labels from the
dataset, i.e. whether a paragraph is considered to

Neg.Inst. Pos.Inst. %Pos.Inst.

Migrant 359 12 3.2
Immigrant 383 17 4.3
Refugee 390 26 6.3
In need 357 42 10.5
Poor fam. 267 56 17.3
Vulnerable 382 18 4.5
Women 390 22 5.3
Disabled 308 24 7.2
Homeless 337 57 14.5
Hopeless 342 43 11.2

All data 3515 317 8.3

Table 2: Number of negative and positive test examples
per community. We also report the percentage of posi-
tive instances.

contain PCL or not2. We show the number of posi-
tive and negative instances for each community for
the training data in Table 1 and for the test data in
Table 2.

Training Details For our experiments, we fine-
tune RoBERTa-base (Liu et al., 2019) on different
versions of the training set. While better results
have been reported for RoBERTa-large and De-
BERTa (Hu et al., 2022; Deng et al., 2022; Wang
et al., 2022), we found the results with RoBERTa-
base to be more stable across different runs, which
is more important than the absolute level of per-
formance for the analysis in this paper. We train
our models for 5 epochs, using the Transformers
library (Wolf et al., 2020). We use AdamW with a
learning rate of 1e-5 and a batch size of 4. All the
reported results have been averaged over 5 runs. As
can be seen in Tables 1 and 2, the SemEval dataset
is highly imbalanced, with 9,474 negative and 993
positive cases of PCL. For this reason, when train-
ing the language model, we down-sample the neg-
ative cases to 5,000 and over-sample the positive
cases five times.

3.2 Community-Related Terms

We associate each of the vulnerable communities
from the SemEval dataset with a set of terms, which
essentially describe the topics or themes that are
specific to, or at least strongly related to, that com-
munity. To associate terms with a given commu-
nity, we compare the set of paragraphs, from the
SemEval dataset, in which the keyword associated

2The dataset also includes a categorisation of positive ex-
amples according to the taxonomy from Perez-Almendros
et al. (2020), as well as labels which indicate the level of
inter-annotator agreement for a given example.
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Community Associated terms

Immigrants First-generation, resentment, cultures, foreign-born, undocumented, sentiment, spouses, applicant
Migrants Hatred, incoming, dreamers, coast, trafficking, racism, protections, deported, gangs, rescued
Refugees Repatriation, offshore, queer, seekers, resettlement, camps, fled, abuses, mercy, forget
In need Donor, desperately, Christ, drought, kindness, foster, budgets, compassionate, humanitarian, blankets
Poor families Diapers, nutritious, scholarship, rice, poverty, expenses, savings, malnutrition, babies, orphans
Vulnerable Droughts, prey, strategies, hub, resilience, crop, proactive, exploitation, fragile, hazards
Women Feminist, maternity, abortions, husbands, beauty, fertility, unsafe, empowering, motivated, honour
Disabled Assistive, pension, impaired, heroes, integrating, consideration, allowance, disadvantaged, begging
Homeless Downpour, jobless, addicts, evicted, shelters, hungry, streets, rough, roofs, soup

Table 3: Selection of terms found for the different communities, with k = 100.

Figure 1: Similarity between the different communities
from the SemEval dataset. The communities are identi-
fied by the following keywords: disabled (dis), women
(wom), immigrants (imm), homeless (hom), migrants
(mig), refugees (ref), in need (nee), poor families (fam)
and vulnerable (vul).

with that community is mentioned (e.g. homeless)
with the remaining paragraphs. We first select those
terms that are mentioned in at least five paragraphs
for the considered community. Then we rank these
terms according to Pointwise Mutual Information
(PMI), i.e. by comparing how strongly the presence
of a given term (e.g. addicts) is associated with the
presence of the community keyword (e.g. home-
less). Finally, we select the top-k highest ranked
terms for each community, where we have consid-
ered k = 100 and k = 500 in our experiments.
Note that the selected terms are not necessarily in-
dicative of PCL. However, even for k = 100 we
observed that many of the selected terms reflect
stereotypes and condescending attitudes. Table
3 shows a selection of terms that were found for

k = 100.
Finally, we analyse to what extent the ten key-

words from the SemEval dataset refer to distinct
communities. To this end, we represent each key-
word/community as a PMI-weighted bag-of-words
vector. Figure 1 displays the cosine similarities
between the vectors we obtained for the different
communities. As can be seen, and somewhat unsur-
prisingly, there is a high degree of overlap between
migrants and immigrants. For this reason, these
two communities/keywords will be merged for the
analyses in this paper. We can furthermore see
that migrants and refugees are also somewhat simi-
lar in the dataset, but since the similarity between
immigrants and refugees is much lower, we keep
refugees as a separate community. Note that we
omitted the keyword hopeless in Figure 1, as we
found this keyword to be too generic to be viewed
as describing a particular community. For this
reason, we will not consider this keyword in our
community-specific experiments and analysis.

4 Omitting Community-Specific Training
Data

Our main hypothesis, as outlined in the introduc-
tion, is that the SemEval PCL detection task is
easier than one might expect because it involves a
combination of linguistic PCL, which is easier to
detect, and thematic PCL. While we believe that
thematic PCL can be hard to detect in general, our
hypothesis is that it is simplified, in the context
of the SemEval dataset, because of the overlap be-
tween the themes covered in the training and test
data. If a language model is truly able to recog-
nize PCL, then it should be capable of identifying
(thematic) PCL about communities it has not seen
during training. In this section, we report the results
of an experiment where we test the performance
of the model per community in two settings. First,
we consider the standard setting, where the model
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has had access to the entire training set. Second,
we consider the setting where all examples about
the community being tested were removed from the
training set. Note that for the latter case, we need to
train a separate model for every community, each
time omitting the corresponding training examples.

Full Training Comm. Omitted

Migr. + Imm. 43.6±7.89 25.3±3.27

Refugees 50.4±8.36 54.0±5.12

In need 55.3±3.12 51.2±1.04

Poor families 52.7±6.34 53.7±7.18

Vulnerable 54.7±3.75 51.6±3.29

Women 31.5±8.79 41.7±7.53

Disabled 54.6±5.52 52.4±3.85

Homeless 60.2±1.85 54.4±2.49

All communities 53.2±2.54 -

Table 4: Performance of RoBERTa-base models fine-
tuned with (Full Training) and without (Comm. Omit-
ted) training examples about the test community. Result
are reported in terms of F1-score % and are averaged
over 5 runs. We also report the standard deviation.

The results are summarized in Table 4. We can
make a number of clear observations. First, the
performance of the model that was trained on the
full training set varies substantially across the dif-
ferent communities. For instance, the F1 score
for homeless is almost twice as high as that for
women. Second, excluding training examples about
the test community has a substantial impact on the
results for some communities, but not for others.
For migrants + immigrants, we can see a partic-
ularly large drop in performance, which suggests
that PCL towards this community is more likely to
be thematic than for the other communities. For
some of the other communities, we also see drops,
although these are much smaller. Surprisingly,
for some communities, the performance improves
when omitting training examples from that commu-
nity, which is most pronounced for women. This
suggests that PCL towards women is more likely
to be linguistic (and thus community-independent),
while the model may have learned incorrect asso-
ciations from the themes that are present in the
training examples about women. This will be fur-
ther explored in the qualitative analysis.

5 Masking Community-Specific Terms

We now present a variant of the experiment from
the previous section, where no training examples
are removed, but we instead mask (some) occur-

rences of community-related terms, as identified in
Section 3.2, in the training data. Note that we mask
occurrences of such terms regardless of the com-
munity a training example is about (e.g. a term that
was identified for refugees would still be masked
in examples about immigrants). This setup has the
advantage that the number of training examples
remains constant. Moreover, the model may now
also be prevented from learning thematic PCL by
training on related communities. For instance, in
the setting from Section 4, the model may be able
to learn condescending themes about the homeless
community from training examples mentioning the
vulnerable keyword.

The results are reported in Table 5, where the
masking probability for mentions of community-
related terms is varied from 0% to 100%. The main
findings from Section 4 are confirmed by this exper-
iment. In particular, for migrants + immigrants, we
find that masking community-related terms leads
to a substantial drop in performance (especially
when 100% of the mentions are masked). This
again suggests that the classifier, in the standard
setting, heavily relies on the fact that condescend-
ing themes from the test set are also present in the
training set. For women, we can see that masking
can improve the results, which again suggests that
the type of PCL for this community is mostly lin-
guistic. In fact, for all but two communities, the
best overall results are obtained with some degree
of masking. This suggests that linguistic PCL is
prevalent across the dataset, and that the fine-tuned
RoBERTa-base model is susceptible to lean incor-
rect associations between thematic terms and the
presence of PCL.

6 Qualitative Analysis

The experiments in Sections 4 and 5 have revealed
stark differences in the robustness of PCL detec-
tion models across different communities, when
the model is (partially) prevented from learning
community-specific themes during training. In par-
ticular, our results suggest that PCL examples for
migrants + immigrants are often thematic in nature,
with the same themes recurring in both the training
and test sets. Conversely, the results for women
suggest that PCL towards that community is more
likely to be linguistic in nature. In this section, we
supplement our findings with a qualitative analysis,
where we focus on these two communities.
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Top-100 community-based terms Top-500 community-based terms Baseline

100% 80% 60% 40% 20% 100% 80% 60% 40% 20% 0%

Migr. + Imm. 27.7 38.0 31.6 35.7 40.0 25.2 34.3 42.3 36.0 34.9 43.6
Refugees 49.9 50.1 47.1 52.2 53.0 49.6 49.5 48.1 48.5 53.5 50.4
In need 55.6 55.2 55.8 56.5 58.6 56.9 54.7 58.6 57.1 55.1 55.3
Poor families 55.9 57.5 52.0 47.8 52.7 51.7 52.2 52.1 50.2 46.6 52.7
Vulnerable 54.3 56.8 52.7 57.5 55.8 48.4 47.5 56.3 54.1 52.3 54.7
Women 31.0 37.6 39.3 41.0 39.7 38.2 39.8 39.9 39.5 35.9 31.5
Disabled 51.8 49.3 52.4 48.7 48.0 45.8 46.3 54.4 52.1 53.0 54.6
Homeless 58.5 58.4 57.8 57.7 62.1 54.6 54.9 61.3 60.0 57.9 60.2

All communities 52.3 53.4 51.6 52.5 53.9 51.2 50.7 54.6 52.9 52.3 53.2

Table 5: Performance of RoBERTa-base models fine-tuned on variants of the training set in which community-related
terms are masked. Results are shown with the k = 100 and the k = 500 top terms from each community, and with
varying masking probabilities. Configurations which outperform the baseline (i.e. the setting where the original
training set is used) are shown in bold, while the best overall result for each community is underlined. Result are
reported in terms of F1-score % and are averaged over 5 runs. The standard deviation is reported in Appendix A

.

Migrants + Immigrants In Table 6, we can see
examples of PCL which were consistently3 clas-
sified correctly when including the community in
the training set, but where the model was unable to
recognise the PCL when trained without examples
from the test community. Therefore, these are para-
graphs where we would expect to see community-
related themes that make the message condescend-
ing. Note that the word Dreamer is present in all
the examples from this table. It thus seems safe
to infer that the model has learned that this term
is highly predictive of the presence of PCL, when
such examples are included in the training data.
The use of other terms such as deportation, undoc-
umented or citizenship are also strongly related to
the community and might help the model to iden-
tify the presence of PCL.

In contrast, the examples of PCL in Table 7 were
consistently identified correctly, whether the train-
ing examples for migrant + immigrant were in-
cluded or not. As expected, we can indeed think of
these examples as being primarily linguistic PCL,
in the sense that what makes them condescending
is how the message is expressed, more than what is
being expressed. For instance, in the first example
we can see an excess of flowery wording and ad-
jectives to express a message, the use of metaphors
and an almost poetic style to describe a vulnera-
ble situation, which are common features of PCL
(Perez-Almendros et al., 2020). The second and
third examples also show clear differences in power

3We focus on cases where the classification is consistent
across different runs of our experiments, i.e. with different
random seeds, to reduce the influence of instances that were
classified correctly or incorrectly by chance.

and privilege, for instance, through the use of ex-
pressions such as we have a moral responsibility,
show them solidarity or permitting them to work
and study without fear. The last example conveys
a distance between the author and the community
(breaking through the barrier of migrant communi-
ties) and expresses presuppositions and an authority
voice based on the idea of a saviour-victim relation
(I grapple with this, I’m trying to help, to make
things better, but many women find comfort in the
norms and the way things are). These examples
of linguistic PCL are independent of the commu-
nity they are addressing, which is why the model
still recognises them even when no training exam-
ples for the migrants + immigrants community are
provided.

Women Table 8 shows examples of PCL that
were missed when using the full training set, but
consistently classified correctly when omitting
women examples. In the first paragraph, the phrase
their shame continues, a community-independent
value judgement, makes the text condescending.
The second and third example express a saviour-
victim relation, where the differences between
power and vulnerability, as well as an admiration
towards the saviour, are explicitly stated. As these
examples are clearly linguistic, we can expect that a
model which has not seen women examples should
be able to classify them correctly. Surprisingly, all
three paragraphs were missed by the model that
was trained on the full training data. To under-
stand why this is the case, note that 95% of the
training examples for women are negative. As
a result, several of the terms that are associated
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Classified correctly only with full training set

On the campaign trail, Trump promised to deport all undocumented migrants. Since taking office, he appeared to
soften on dreamers, a relatively well-educated and industrious group who he described as "incredible kids"

But without resolution, the centrists warn they will have enough petition signatures by Tuesday to force House votes
later this month, including on their preferred bill which provides young "Dreamer" immigrants protection from
deportation and a chance to apply for citizenship.

Passage of the measure came over the opposition of Democratic leaders who demanded the promise of a vote to
protect "Dreamer" immigrants brought to the country illegally as children. A band of tea party Republicans was
also against the legislation over what it sees as spiralling spending levels.

The New York senator said he was hopeful about talks on so-called Dreamers, more than 700,000 young immigrants
brought to the US as children who were protected under the Obama-era Deferred Action for Childhood Arrivals
(Daca) programme.

Table 6: Examples of PCL for migrants + immigrants, which are consistently classified correctly when the model
is trained on the full training set, but consistently misclassified when training examples about this community are
excluded from the training set. In bold, we highlight some community-specific themes that are common in examples
of PCL, which the model is unable to learn when not presented with similar examples during training.

Classified correctly even without community-specific training examples

The Irish famine led to a massive influx of Irish immigrants to New York during the late 1840s and 1850s. As the
downtrodden Irish escaped the famine in their home country, however, they came to a place where life was just
as tough. Disembarking from coffin ships, Irish newcomers were greeted with a new life of hardship, slums and
tough, endless labor.

Vatican City: As record numbers of people flee conflict, persecution and poverty, governments, citizens and the
Church have a moral obligation to safeguard migrants and show solidarity with them, the Pope has said.

Barack Obama implemented the DACA program five years ago to help bring the children of undocumented
immigrants out of the shadows of illegality, permitting them to study and work without fear.

It’s been hard breaking through the barrier of migrant communities. Many women from my own community do
not take my work seriously and do not support it, and I grapple with this. I’m trying to help, to make things
better, but many women find comfort in the norms and the way things are.

Table 7: Examples of PCL for migrants + immigrants, which are consistently classified correctly both when
including or excluding the community from the training set. in bold, we highlight the presence of some common
linguistic features of PCL.

Classified correctly only without community-specific training examples

Many of these women now lie in unmarked graves, a situation that is slowly being rectified by the work of the
voluntary Justice for Magdalenes Group. Their shame continues.

However, "when a major male rock star who could do anything at all with his life decides to focus on the rights
of women and girls worldwide - well, all that’s worth celebrating. We’re proud to name that rock star, Bono, our
first Man of the Year," it said.

A Cosmopolitan spokesperson says with a focus on empowerment, the magazine is "proud of all that the brand
has achieved for women around the world".

Table 8: Examples of PCL for women, which are classified correctly only when excluding the community from the
training set. In bold, we highlight the presence of some common linguistic features of PCL.

with women (almost) exclusively appear in nega-
tive training examples. This can lead the model
to believe that these words are indicative of a lack
of PCL. By masking community-related terms, or
omitting training examples from this community
entirely, we can prevent the model from learning

such coincidental associations.

7 Conclusions

We have studied the challenge of detecting Patron-
izing and Condescending Language (PCL), with
the aim of improving our understanding of its na-
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Classified correctly only with partial masking

"Eleven months into his administration, the country is showing signs of progress in most sectors of the economy.
With the implementation of the free senior high school programme, most students, especially those from poor
families, who hitherto would not have progressed to the senior high school, have the opportunity now to
receive secondary education to make them better and more functional in society", Dr Nyarko said.

Today, Brooklyn is home to people of all races, most struggling to make ends meet. Council flats continue to
degrade as the population swells – unemployment and homelessness sees people of different races lining up
side-by-side for a plate of free food. It’s a representation of the rainbow nation in trauma, with its colours
dulled and blended together by suffering.

Helping refugee children fit in a bonus for Juventus football camp.

Swimming superstar Adam Peaty is set to unveil a new motorbike for charity in memory of schoolgirl Imogen
Evans, who used the service. The Shropshire and Staffordshire Blood Bikes is a charity which saves lives by
delivering vital blood supplies to those in need.

RADIO Veritas, the leading faith-based AM station in Mega Manila, continues its commitment to charity and
public service through an initiative dubbed as "Good Samaritan". Since it was launched last June 2017 (airing
every Monday to Friday from 1-2 p.m.), Radio Veritas has listed 182 cases of pleads and requests that have been
fulfilled through this program. It serves as a platform for those in need to make on-air appeals for legal, spiritual,
medical, material and financial assistance, and link them to "Good Samaritans" who are willing to share.

Table 9: Examples of PCL for different communities which are consistently classified correctly when partially
masking community-related terms, but that are missed when training either on all data or removing all the community-
specific training examples.

ture. We highlighted the distinction between two
types of PCL. On the one hand, linguistic PCL is
concerned with how the message is expressed and
is largely community-independent. On the other
hand, thematic PCL is more concerned with the
message itself, and often relates to aspects that
are highly community-specific. Our analysis sug-
gests that for some communities, instances of PCL
are mostly linguistic, while for other communities,
thematic PCL is more prevalent. Moreover, detect-
ing thematic PCL remains highly challenging in
settings where the training data does not include
examples covering similar themes. A better un-
derstanding of these phenomena can help future
work to improve the detection of PCL and, eventu-
ally, contribute to more responsible and inclusive
communication. As a first step, we envisage that
a more fine-grained annotation of PCL detection
datasets will be needed, distinguishing between
(sub-categories of) linguistic and thematic PCL, to
help us train better models and allow for a more
insightful evaluation.

8 Ethical and societal implications

With our study of Patronizing and Condescend-
ing Language towards vulnerable communities we
aim at contributing to more ethical communica-
tion. PCL is more subtle and subjective than other
kinds of harmful language, such as hate speech or
offensive language, but equally damaging, espe-

cially when spread by the media. Crucially, the use
of PCL is often unintentional, hence developing
tools that flag instances of PCL, which could work
similarly to spelling and grammar checkers, can
bring about meaningful change. This makes PCL
detection an important social challenge that should
be addressed by the NLP community. Although
recent works have shown that fine-tuned language
models can identify PCL to some extent, this paper
tries to deepen our understanding of the nature of
this kind of language,and of the fundamental chal-
lenges that still remain to be solved in this area.
Among the limitations of this work, we include the
small size of the analyzed dataset, as well as the
limited number of communities that are covered.
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Top-100 community-based terms Top-500 community-based terms Baseline

100% 80% 60% 40% 20% 100% 80% 60% 40% 20% 0%

Migr. + Imm. ±4.76 ±8.78 ±8.56 ±6.83 ±3.02 ±6.82 ±6.89 ±6.47 ±7.24 ±6.77 ±7.89
Refugees ±3.17 ±6.11 ±2.81 ±3.76 ±3.61 ±7, 72 ±1, 60 ±2, 56 ±5, 30 ±4, 85 ±8.36
In need ±1.19 ±1.21 ±1.87 ±1.45 ±3.77 ±1.10 ±1.65 ±2.44 ±2.80 ±3.46 ±3.12
Poor families ±3.31 ±03.05 ±6.93 ±6.24 ±4.89 ±3.90 ±5.92 ±5.60 ±4.44 ±2.62 ±6.34
Vulnerable ±6.28 ±4.80 ±7.90 ±3.70 ±6.27 ±3.33 ±2.26 ±6.12 ±5.35 ±2.47 ±3.75
Women ±9.92 ±5.44 ±4.91 ±2.74 ±3.97 ±2.60 ±06.05 ±8.62 ±4.76 ±7.10 ±8.79
Disabled ±2.81 ±5.59 ±5.23 ±2.42 ±4.52 ±3.15 ±02.06 ±4.43 ±6.51 ±4.54 ±5.52
Homeless ±0.79 ±2.94 ±2.64 ±5.22 ±1.95 ±1.86 ±2.63 ±03.01 ±1.84 ±5.74 ±1.85

All communities ±1.49 ±2.15 ±1.70 ±1.39 ±0.87 ±3.59 ±1.15 ±2.59 ±2.59 ±1.97 ±2.54

Table 10: Standard deviation for Table5 over 5 runs.
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