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Abstract

This paper describes the model submitted by
NLP_BFCAI team for Kanglish shared task
held at ICON 2022. The proposed model used
a very simple approach based on the word rep-
resentation. Simple machine learning classi-
fication algorithms, Random Forests, Support
Vector Machines, Stochastic Gradient Descent
and Multi-Layer Perceptron have been imple-
mented. Our submission, RF, securely ranked
fifth among all other submissions.

1 Introduction

Language Identification (“LI”) is the process of
identifying the natural language that a document
or a portion of it is written in (Li et al., 2013).
A human reader who is familiar with a language
may easily recognize material written in that lan-
guage. Therefore, the goal of LI research is to
imitate the capacity of humans to identify these
languages. The early attempts to solve this prob-
lem were made at the beginning of the century
(Tomokiyo and Jones, 2001; Jarvis and Crossley,
2012). After that, there are several computer meth-
ods is being used without the assistance of a human
using specifically created algorithms and indexing
structures. Over the years, LI research has devel-
oped methods to recognize human languages. LI is
applicable for all forms of information storage that
incorporate language, whether digital or not, and
applies to every modality of language, including
voice, sign language, and handwritten text. How-
ever, we restrict the scope of this paper to LI of
written material that has been digitally encoded.

The ability to identify the language for a writ-
ten document has a wide range of uses such NLP
tasks. It plays an important role in attracting users
to a specific website that can provide relevant in-
formation for the user’s native language (Kralisch
and Mandl, 2006). In information retrieval and
storage, the procedure of indexing documents in a

multilingual collection according to the language
they were written in is common. LI is required for
document collections where the languages of the
documents are unknown at the outset, such as for
data retrieved from the World Wide Web (Jauhi-
ainen et al., 2019). It is also suitable for machine
translator applications by detecting the user’s lan-
guage without selecting it.

Language Identification is useful also in secu-
rity. Forensic linguistics is one of the potential
applications that use the LI which is considered
the link between the legal system and linguistic
stylistics (McMenamin, 2002). LI can be used
as a methodology for authorship profiling to give
proof of an author’s linguistic background (Grant,
2007). Authorities and intelligence agencies may
be able to learn more about threats and their perpe-
trators if they can extract more information from
an anonymous SMS. Investigators can identify the
author of anonymous literature with the use of hints
about their languages. In these situations, LI can
be used to discover the discriminant language cues
in anonymous communication (Abbasi and Chen,
2005).

The study of language acquisition and teaching
has received a lot of linguistic attention. The need
for resources for language learning has increased
because of the growing number of language learn-
ers, which has in turn fueled most of the language
acquisition research over the past ten years.

The development of the Second Language Acqui-
sition (SLA) theory may potentially benefit from
the outcomes of an LI task. The new detection-
based approach to transfer articulates the con-
vergence of LI approaches and transfer research
(Jarvis, 2010), which was first proposed by Tsur
and Rappoport (Tsur and Rappoport, 2007). LI
can be used to create teaching strategies, guide-
lines, and learner feedback that are tailored to each
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student’s mother language. The models specific
to each language can be used to create this cus-
tomized evaluation. For instance, algorithms based
on these models could give students feedback in au-
tomated writing evaluation systems that is consider-
ably more targeted and concentrated (Rozovskaya
and Roth, 2011).

A new word-representation model, Bag of N-
Characters (BoNC), has been presented in this
work. The proposed model is a derivation of the
Bag of Words model (BoW) for characters. Differ-
ent machine learning algorithms namely; Support
Vector Machine (SVM), Stochastic Gradient De-
scent (SGD), Random Forest (RF) and Multi-Layer
Perceptron (MLP) have been implemented using
BoNC model as a vectorization technique.

The rest of the paper is organized as follows:
Section 2 describes the dataset; section 3 describes
the system architecture. Experimental settings and
results are given in section 4. Finally, the conclu-
sion and future work are presented in section 5.

2 Dataset

The dataset, CoLI-Kenglish, has been distributed
by task organizers to the participants (Hosa-
halli Lakshmaiah et al., 2022). It comprises a set
of English and Kannada words written in Roman
script. The words are grouped into the follow-
ing set of classes {Kannada, English, Mixed−
language, Name, Location, Other}

3 System Architecture

The general framework of proposed model consists
of three main phases. The first phase is preprocess-
ing where the raw words were prepared to further
steps. The second phase is word representation
and the third phase is model training. After model
construction, the test set was fed to the model for
model evaluation. The following are details of each
phase.

3.1 Preprocessing

The preprocessing step consists of creating a vo-
cabulary of characters V . In this work, we set the
threshold for the occurrence of the character to be
considered as k = 4.

V = {ch |number of occurrence of ch >= 4}

Figure 1: Word representation vector.

3.2 Word Representation

To represent the training samples, words, we used
vector of length exceeds the number of characters
in the set V by 2. The components of this vector
represents the number of occurrence of the corre-
sponding character as shown in figure 1. The last
two components of the vector is reserved for the
unknown characters, Kannada characters <KAN>
and unknown characters <UNK>.

3.3 Model Construction

The training samples or words are now represented
as vectors. Now, the current phase is model cre-
ation. Various machine learning classifiers, namely,
support vector machines, random forests and multi-
layer perceptron have been implemented.

3.3.1 Support Vector Machines

For text classification problems including a
significant number of features and documents, as
those in the current study. SVM is effective and
demonstrated great promise in NLP applications
such as dialect identification (Nayel et al., 2021b),
rumors detection (Ashraf et al., 2022), sentiment
detection (Nayel et al., 2021a), sarcasm detection
(Nayel et al., 2021a) and gender biased detection
(Elkazzaz et al., 2021).

SVM is a classification technique that generates
statistical models that can differentiate between
similar classes in the training data. By representing
each example in the training data as a point in
multidimensional space, it achieves this.

3.3.2 Random Forest (RF)

The random forest is a series of decision trees
linked together by several bootstrap samples gen-
erated from the original data set. Based on the
entropy (or Gini index) of a chosen subset of the
features, the nodes are divided. The subsets that
are generated using bootstrapping from the original
data set, have the same size as the original data
set size. Random forests can develop into quite
sophisticated predictive models.
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3.3.3 Multi-layer Perceptron (MLP)
MLP are adjuncts to feedforward neural networks.
It is often used in supervised learning. MLP con-
sists of three types of layers: input layer, output
layer and hidden layer. Each layer consists of nodes.
The output layer node represents the set of class
labels present in the training data set. Learning
process in MLP consists of adjusting perceptron
weights to make the training data less in errors.
This is traditionally done using a back-propagation
algorithm that attempts to minimize the MSE.

3.4 Performance Evaluation
We calculated four evaluation metrics, Precision
(P), Recall (R), and F1-score to measure the per-
formance of our models. The macro f1-score is
the official metric for the shared task (Balouchzahi
et al., 2022).

4 Experiments and Results

For preprocessing phase, the threshold is set to
be 4, k = 4. The vector length was 64, i.e the
character vocabulary contains 64 characters. K-
folds cross validation technique has been used for
the development phase. The training set is divided
into three folds, at the first run the first fold has
been used as test set and other folds as the training
set and so on. Table 1 shows the results of all
classifiers for the 3-fold cross validation technique.

Algorithm Accuracy

RF 64.89%

SGD 65.19%

SVM (Linear) 62.94%

MLP (h=10) 64.49%

MLP (h=20) 64.97%

MLP (h=40) 65.38%

Table 1: 3-fold cross validation accuracy for all classi-
fiers.

Table 2 shows the result of our submission for
the shared task for all classifiers. RF proved its
superiority and achieved the best performance.

5 Conclusion and Future Work

In this paper, a simple framework for language
identification has been introduced. A vectoriza-

tion approach (BoNC) has been compared. It is
clear from the results that RF outperforms all other
classifiers. From this study, we can conclude that
language identification of text is one of the chal-
lenging tasks.

In future work, pre-trained models could be used
to improve the performance of classification. Trans-
fer learning can be applied so that knowledge from
one domain can be transferred to another domain.
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