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Introduction

Welcome to the 3rd Workshop on Figurative Language Processing (FigLang 2022), to be held on De-
cember 8, 2022 as part of EMNLP in Abu Dhabi.

The use of figurative language enriches human communication by allowing us to express complex ideas
and emotions. Consequently, it is not surprising that figurative language processing has become a ra-
pidly growing area in Natural Language Processing (NLP), including metaphors, idioms, puns, irony,
sarcasm, among others. Characteristic to all areas of human activity (from poetic to ordinary to scien-
tific) and, thus, to all types of discourse, figurative language becomes an important problem for NLP
systems. Its ubiquity in language has been established in several corpus studies, and the role it plays in
human reasoning has been confirmed in psychological experiments. This makes figurative language an
important research area for computational and cognitive linguistics, and its automatic identification and
interpretation indispensable for any semantics-oriented NLP application. Recent advent of large langua-
ge model-based NLP has led to novel techniques for understanding, interpreting, and creating figurative
language.

This workshop is the third in a series of biannual workshops on Figurative Language Processing (fol-
lowing ACL 2018 and ACL 2020 installments). This new workshop series builds upon the successful
start of the Metaphor in NLP workshop series (at NAACL– HLT 2013, ACL 2014, NAACL–HLT 2015,
NAACL–HLT 2016), expanding its scope to incorporate the rapidly growing body of research on various
types of figurative language such as sarcasm, irony and puns, with the aim of maintaining and nourishing
a community of NLP researchers interested in this topic. The workshop features both regular research
papers and two shared tasks on euphemism detection and understanding of a variety (e.g., metaphor,
simile, idiom, and sarcasm) of figurative language through textual explanations. The workshop is privi-
leged to present two invited talks this year. Penny Pexman and Aline Villavicencio will be presenting
talks at this year’s workshop.

In the regular research track, we received sixteen research paper submissions and accepted twelve. The
featured papers cover a range of aspects of figurative language processing such as metaphor prediction
and understanding (Berger; Li et al.; Wachowiak et al.; Dankin et al.; Sengupta et al.), translation of
idiomatic expressions (Santing et al.), metaphor-rich translation in fictitious language (Jansen and Boyd-
Graber), measure of surprise in humor and metaphor (Bunescu and Uduehi), multimodal metaphor de-
tection in videos (Alnajjar et al.), identifying figurative content in drug lexicon (Reyes and Saldivar), and
answering questions from figurative contexts (Rakshit and Flanigan).

The two shared tasks on euphemism detection and understanding of figurative language via textual ex-
planations serve to benchmark various computational approaches to euphemism and different types of
figurative language, clarifying the state of this steadily growing field and facilitating further research.

The Shared Task on Euphemism Detection invited teams to submit systems for the following task: given
a text containing a potentially euphemistic term (PET), determine whether the PET is being used euphe-
mistically or literally. The dataset used consisted of texts from the GloWbE corpus, human-annotated
to be euphemistic (1) or literal (0). The goal of this task was to investigate the performance of current
NLP methods on a euphemism-related task, establish a baseline from which to launch future work on
euphemisms, and analyze additional enhancements attempted by participants. 46 participants spanning
13 teams attempted the task, and 9 system descriptions were submitted. Teams tested approaches such
as transformer models, data balancing, linguistically motivated methods, etc., with the highest F1-scores
being around 0.88.
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The second shared task on understanding figurative language is designed to challenge the participants
to build models to not only identify the type of figurative language but also to explain the decision via
natural language. The task is based on the recently developed FLUTE dataset, which is based on four
types of figurative language – idiom, sarcasm, metaphor, and simile. Out of all the models submitted,
four system papers were submitted to the shared task. Although all the submitted models were based on
the transformer architecture, participants did attempt different approaches – such as using elaboration of
the situation first as additional contexts, sequential training on a variety of NLI datasets, and conducting
multi sequence2sequence tasks. Two participants attained the highest accuracy (accuracy@60) scores of
63.33.

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their con-
tributions, the members of the Program Committee for their thoughtful reviews, the invited speakers for
sharing their perspective on the topic, and all the attendees of the workshop. All of these factors contri-
bute to a truly enriching event!

Debanjan Ghosh, Beata Beigman Klebanov, Smaranda Muresan, Anna Feldman, Soujanya Poria, Tuhin
Chakrabarty, Workshop Co-Chairs
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Keynote Talk: Irony Acquisition: How Children Learn to
Detect Sarcasm

Penny M. Pexman
University of Calgary

Abstract: One of the challenges children face in learning to navigate the social world is created by the
fact that people often speak indirectly, for example, with sarcasm or verbal irony. Research has shown
that typically developing children don’t usually begin to convey and appreciate ironic intent until the
early school years. Children’s use and appreciation of ironic language develop over a fairly long deve-
lopmental window, and are related to their cognitive development and social experiences. Most of these
insights have come from research that is focused on the product of interpretation: the understanding
that children convey through verbal descriptions, ratings, or yes/no decisions. In a series of studies, we
developed methodology that allows us to explore the process of children’s irony interpretation. Using a
variant of the visual world paradigm, we track children’s eye gaze and reaching behavior as they judge
speaker intent for ironic language that unfolds in real time. We have used this paradigm to identify fac-
tors that make irony particularly challenging for children. Most recently, those studies have helped us to
devise a training paradigm to teach children to detect sarcastic speech. I’ll discuss what our findings tell
us about what it takes to develop a sense of sarcasm.

Bio: Penny Pexman is currently Professor of Psychology and Associate Vice-President (Research) at
the University of Calgary. Penny earned her PhD in Psychology at the University of Western Ontario in
1998 and joined the University of Calgary the same year. Her research expertise is in psycholinguistics,
cognitive neuroscience, and social-cognitive development. In broad terms, she is interested in how we
derive meaning from language, and how those processes are changed by context or experience. Her
research investigates several aspects of language understanding, ranging from lexical-semantic processes
to figurative language. Penny has published over 150 journal articles and book chapters on those topics.
An award-winning mentor and researcher, Penny is an elected Fellow of both the Canadian Psychological
Association and the Association for Psychological Science.
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Keynote Talk: Modelling Multiword Expressions and
Idiomaticity: an Acid Test for Understanding

Aline Villavicencio
University of Sheffield

Abstract: Advances in large-scale word representation models have been successful in capturing di-
stinct (and very specific) word usages in context. However, these models still face a serious challenge
when dealing with non-literal or non-compositional language, like that involved in Multiword Expres-
sions (MWEs) such as noun compounds (grandfather clock), light verb constructions (give a talk), and
verb particle constructions (give up). MWEs are an integral part of the mental lexicon of native speakers
often used to express complex ideas in a conventionalised way accepted by a given linguistic commu-
nity, but often displaying a wealth of idiosyncrasies, from lexical, syntactic and semantic to statistical
which means that they represent a real challenge for current NLP techniques. However, their accurate
integration has the potential for improving the precision, naturalness and fluency of downstream tasks
like machine translation and text simplification. In this talk, I will present an overview of how advances
in word representations have made an impact for the identification and modelling of idiomaticity and
MWEs. I will concentrate on what models seem to incorporate of idiomaticity, as idiomatic interpre-
tation may require knowledge that goes beyond what can be gathered from the individual words of an
expression (e.g. “dark horse” as an unknown candidate who unexpectedly succeeds).

Bio: Aline Villavicencio is the Chair in Natural Language Processing at the Department of Computer
Science, University of Sheffield (UK). Prior to that she was affiliated as a Reader to the Institute of
Informatics, Federal University of Rio Grande do Sul (Brazil), and as a Lecturer at the University of
Essex (UK). She received her PhD from the University of Cambridge (UK) in 2001, and held postdoc
positions at the University of Cambridge and University of Essex (UK). She was a Visiting Scholar
at the Massachusetts Institute of Technology (USA, 2011-2012 and 2014-2015), at the École Normale
Supérieure (France, 2014), an Erasmus-Mundus Visting Scholar at Saarland University (Germany in
2012/2013) and at the University of Bath (UK, 2006-2009). She held a Research Fellowship from the
Brazilian National Council for Scientific and Technological Development (Brazil, 2009-2017). She is
a member of the editorial board of Computational Linguistics, TACL and of JNLE. She was a PC Co-
Chair of the 60th Meeting of the Association for Computational Linguistics (ACL 2022), and was a PC
Co-Chair of CoNLL-2019, Senior Area Chair for ACL-2020 and ACL-2019 among others and General
co-chair for the 2018 International Conference on Computational Processing of Portuguese. She is also
a member of the NAACL board, SIGLEX board and of the program committees of various ACL and
AI conferences, and has co-chaired several ACL workshops on Cognitive Aspects of Computational
Language Acquisition and on Multiword Expressions. Her research interests include lexical semantics,
multilinguality, multiword expressions and cognitively motivated NLP, and has co-edited special issues
and books dedicated to these topics.
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