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Abstract
We present our findings from the first shared
task on Multi-task Learning in Dravidian Lan-
guages at the second Workshop on Speech
and Language Technologies for Dravidian Lan-
guages. In this task, a sentence in any of three
Dravidian Languages is required to be clas-
sified into two closely related tasks namely
Sentiment Analyis (SA) and Offensive Lan-
guage Identification (OLI). The task spans over
three Dravidian Languages, namely, Kannada,
Malayalam, and Tamil. It is one of the first
shared tasks that focuses on Multi-task Learn-
ing for closely related tasks, especially for a
very low-resourced language family such as
the Dravidian language family. In total, 55 peo-
ple signed up to participate in the task, and due
to the intricate nature of the task, especially
in its first iteration, 3 submissions have been
received.

1 Introduction

The term "Social media" provides a channel
through which people engage in interactive com-
munities and networks by creating, sharing, and ex-
changing thoughts and information. It has received
users from almost all generations and all around
the world (Chakravarthi et al., 2020a). Users can
interact and connect with others and form commu-
nities through social media. It allows users to share
their ideas, views and information openly on vari-
ous topics. This gives license to the users to write
hateful and offensive comments sometimes. People
come from a variety of racial backgrounds and hold
a diversity of belief systems. This can often cause
conflict of opinions during their interactions on so-
cial media platforms (Chakravarthi et al., 2021a,b,

2020b; Priyadharshini et al., 2020; Chakravarthi,
2020). Due to the COVID 19 pandemic, the in-
ternet community has become more popular than
it has ever been. The amount of false narratives
and derogatory remarks shared on online platforms
has risen exponentially. A large number of social
media users share malicious posts despite under-
standing that they are infringing on their rights to
free expression (Bhardwaj et al., 2020). Sentiment
analysis is a text mining task that identifies and
extracts personal information from source material,
allowing a company/researcher to better understand
the social sentiment of its brand, product, or service
while monitoring online conversations.

Multi-task learning (MTL) is a practical ap-
proach to improving system performance by utilis-
ing shared characteristics of tasks (Caruana, 1997).
The goal of MTL is to use learning multiple tasks
at the same time to improve system performance
(Martínez Alonso and Plank, 2017). Because SA
and OLI are essentially sequence classification
tasks, we were motivated to conduct the shared
task, due to the recent developments in large lan-
guage modeling. Kannada and Malayalam are Dra-
vidian languages that are widely spoken in South
India and are also official languages in the states of
Karnataka and Kerala (Reddy and Sharoff, 2011;
Chakravarthi et al., 2020a, 2019, 2018; Ghanghor
et al., 2021a,b). Tamil is an official language in
Tamil Nadu, India, as well as Sri Lanka, Singa-
pore, Malaysia, and other parts of the world. Dra-
vidian languages are morphologically rich; with
code-mixing, processing these languages becomes
even more difficult, and they are under-resourced
(Priyadharshini et al., 2021; Kumaresan et al., 2021;
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Chakravarthi and Muralidaran, 2021; Chakravarthi
et al., 2020c; Sampath et al., 2022; Ravikiran et al.,
2022; Chakravarthi et al., 2022a; Bharathi et al.,
2022; Priyadharshini et al., 2022). Significant
minority speak Tamil in the four other South In-
dian states of Kerala, Karnataka, Andhra Pradesh,
and Telangana, as well as the Union Territory of
the Andaman and Nicobar Islands (Sakuntharaj
and Mahesan, 2021, 2017, 2016; Thavareesan and
Mahesan, 2019, 2020a,b, 2021). It is also spo-
ken by the Tamil diaspora, which may be found
in Malaysia, Myanmar, South Africa, the United
Kingdom, the United States, Canada, Australia,
and Mauritius. Tamil is also the native language
of Sri Lankan Moors. Tamil, one of the 22 sched-
uled languages in the Indian Constitution, was the
first to be designated as a classical language of In-
dia (Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). Tamil is one of the
world’s longest-surviving classical languages. The
earliest epigraphic documents discovered on rock
edicts and "hero stones" date from the 6th century
BC. Tamil has the oldest ancient non-Sanskritic
Indian literature of any Indian language (Anita and
Subalalitha, 2019b,a; Subalalitha and Poovammal,
2018).

The shared task on MTL in Dravidian Languages
investigates whether it is beneficial to train models
using MTL, as obtaining extensive annotated data
for under resourced languages is difficult. Addi-
tionally, SA and OLI have discourse properties in
common (Chakravarthi et al., 2022b). The lack of
large labelled data for user-generated code-mixed
datasets motivated the selection of these tasks. Past
studies have shown us that the benefits to MTL are
two folds, namely, reducing the space/time com-
plexity, and the ability for the model to learn from
each other tasks (Hande et al., 2021). Our dataset
contains a wide range of code-mixing, from simple
script mixing to morphological mixing. The task
is to determine the polarity of sentiment and offen-
siveness in a code-mixed dataset of Tamil-English,
Malayalam-English, and Kannada-English com-
ments or posts. This paper presents an overview of
the task description, dataset, description of the par-
ticipating systems, analysis, and provide insights
from the shared task.

2 Dataset

The DravidianCodeMix dataset (Chakravarthi et al.,
2022b) is the primary resource of the shared

task. It comprises of over 60,0000 manually anno-
tated comments scraped from YouTube. Addition-
ally, DravidianCodeMix spans three languages in
the Dravidian language family, namely, Kannada,
Malayalam, and Tamil. The Kannada code-mixed
dataset has 7,273 comments, while the Malayalam
and Tamil codemixed datasets have 12,711 and
43,349 comments, respectively. Following the re-
moval of repetitive sentences, Figure 1 shows the
class-wise distribution of the datasets which will
be split into train, validation, and test sets.
Sentiment Analysis:

• Positive state: Comment contains an explicit
or implicit clue in the text suggesting that the
speaker is in a positive state.

• Negative state: Comment contains an explicit
or implicit clue in the text suggesting that the
speaker is in a negative state.

• Mixed feelings: Comment contains an ex-
plicit or implicit clue in both positive and neg-
ative feeling.

• Neutral state: Comment does not contain an
explicit or implicit indicator of the speaker’s
emotional state.

• Not in intended language: For Kannada if
the sentence does not contain Kannada script
or Latin script then it is not Kannada.

Offensive Language Identification :

• Not Offensive: Comment does not contain
offence or profanity.

• Offensive Untargeted : Comment contains
offence or profanity without any target. These
are comments which contain unacceptable lan-
guage that does not target anyone.

• Offensive Targeted Individual: Comment
contains offence or profanity which targets
the individual.

• Offensive Targeted Group: Comment con-
tains offence or profanity which targets the
group.

• Offensive Targeted Other: Comment con-
tains offence or profanity which does not be-
long to any of the previous two categories (
e.g., a situation, an issue, an organization or
an event).
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Figure 1: Classwise distribution of the datasets for Kannada, Malayalam, and Tamil

• Not in indented language: Comment not in
the Kannada language.

In general, all languages have similar class types.
Kannada and Tamil code-mixed datasets have six
classes in OLI, while Malayalam has five classes.
The Malayalam dataset lacks the Offensive Lan-
guage Others (OTO) class.

2.1 Training Phase
In the first phase, data is made available for training
and/or development of offensive language detec-
tion models. Participants were given training and
validation datasets for preliminary evaluations or
tuning of hyper-parameters. They were also given
the option of performing cross-validation on the
training data. In total, 57 people registered for the
task and downloaded the data.

2.2 Evaluation Phase
In the second phase, test sets for all three languages
are made available for evaluation. Each team that
took part submitted their generated prediction for
evaluation. Predictions have been submitted to the

organising committee via Google form for evalua-
tion. CodaLab is a well-known platform for organ-
ising collaborative tasks. However, due to issues
with running the evaluation, we decided to evaluate
manually. The macro average F1 score is the metric
used for evaluation.

3 System Description

MUCIC (Gowda et al., 2022) - The authors submit-
ted their predictions for all three languages. They
treated this as a single task and fine-tuned the mul-
tilingual DistilBERT language model, and aggre-
gated the outputs.
MUCS (Hegde and Coelho, 2022) - The authors
submitted their predictions for all three languages.
Similar to the other team, they treated it a single
task. They used Dynamic Meta Embedding as a
feature in training a DL-based LSTM model to
predict test set labels.

4 Evaluation, Results and Discussion

The submissions were primarily evaluated using
major classification metrics such as Macro Aver-
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Team Name Kannada Rank
Sentiment Analysis Offensive Language Identification

MUCS 0.201 0.221 1
MUCIC 0.177 0.199 2
Team Name Malayalam Rank

Sentiment Analysis Offensive Language Identification
MUCIC 0.192 0.245 1
MUCIC 0.148 0.079 2
Team Name Tamil Rank

Sentiment Analysis Offensive Language Identification
MUCS 0.296 0.176 1
MUCIC 0.255 0.171 2

Table 1: Macro Average F1-Score of the systems submitted for the MTL shared Task.

aged and Weighted Average Precision, Recall, and
F1-Score. We predominantly used Macro Aver-
aged F1 Score to rank the teams because it identi-
fies the F1 score to every label and calculates their
unweighted mean.

MTL in its essence is a very challenging prob-
lem, especially when we focus this aspect on low-
resourced language family such as Dravidian Lan-
guages (Kannada, Malayalam, and Tamil). Table 1
represents the results of the teams MUCS (Hegde
and Coelho, 2022) and MUCIC (Gowda et al.,
2022) on the two tasks of the three languages.

5 Conclusion

In its first iteration, the shared task on MTL for
Dravidian Languages opened up new avenues for
research in low-resource Multi-task Learning. The
task involved multiple languages, namely, Kan-
nada, Malayalam, and Tamil. This overview article
analyzed the systems that were submitted to the
shared task. The main inference from the partici-
pants is that MTL is a very challenging problem,
especially for morphologically rich languages and
all participants performed Single Task Learning
and aggregated the outputs.
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