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Abstract

Recently, emotion analysis has gained in-
creased attention by NLP researchers due to
its various applications in opinion mining,
e-commerce, comprehensive search, health-
care, personalized recommendations and on-
line education. Developing an intelligent emo-
tion analysis model is challenging in resource-
constrained languages like Tamil. Therefore a
shared task is organized to identify the under-
lying emotion of a given comment expressed
in the Tamil language. The paper presents our
approach to classifying the textual emotion in
Tamil into 11 classes: ambiguous, anger, an-
ticipation, disgust, fear, joy, love, neutral, sad-
ness, surprise and trust. We investigated vari-
ous machine learning (LR, DT, MNB, SVM),
deep learning (CNN, LSTM, BiLSTM) and
transformer-based models (Multilingual-BERT,
XLM-R). Results reveal that the XLM-R model
outdoes all other models by acquiring the high-
est macro f1-score (0.33).

1 Introduction

Textual emotion analysis is the automatic process
of specifying a text into an emotion class from pre-
defined connotations (Parvin et al., 2022). With the
unprecedented growth of the internet, online and
social media platforms significantly influence peo-
ple’s lives and interactions. People share opinions,
expressions, information, feelings, emotions, ideas
and concerns online (Ghanghor et al., 2021a,b;
Yasaswini et al., 2021). People seek emotional
support from their relatives, friends, or even vir-
tual platforms when they go through challenging or
adverse times (Priyadharshini et al., 2021; Kumare-
san et al., 2021; Chakravarthi, 2020; Chakravarthi
and Muralidaran, 2021). Textual emotion analysis
(TEA) has been proven helpful in various applica-
tions, for example, consumer feedback on services
and products (Hossain et al., 2021b; Mamun et al.,
2022). The positive and negative customer experi-
ences help to assess the demand for products and

services (Hossain et al., 2021a). However, one
cannot fully express his/her attitude only through
positive and negative sentiments. For example –
I threw my iPhone in the water, and now it is not
working, so I feel awful (Sadness) vs What a pain
my new iPhone is not working (Anger). Both texts
express negative sentiment, but the first is sadness,
and the latter is considered anger. Thus, emotion
analysis is very crucial to understand the actual
state of mind (Staiano and Guerini, 2014). In re-
cent years, plenty of research has been conducted
to analyze textual emotion. However, low-resource
languages (i.e. Tamil and Bengali) remained out of
focus, and very few research activities have been
conducted to date. This deficiency occurs due to
the scarcity of resources, limited corpora and un-
availability of text processing tools (Sampath et al.,
2022; Ravikiran et al., 2022; Chakravarthi et al.,
2021, 2022; Bharathi et al., 2022; Priyadharshini
et al., 2022). This shared task paper aims to miti-
gate this gap by presenting computational models
for emotion analysis in Tamil.

Tamil is the predominant language of the ma-
jority of people living in Tamil Nadu, Puducherry
(in India), and the Northern and Eastern regions of
Sri Lanka (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021). The language is spoken by tiny minority
communities in various Indian states such as Kar-
nataka, Andhra Pradesh, Kerala, Maharashtra, and
in specific places of Sri Lanka such as Colombo and
the hill country. Tamil or varieties of it were widely
employed as the main language of governance, liter-
ature, and general usage in the state of Kerala until
the 15th century AD (Subalalitha, 2019; Srinivasan
and Subalalitha, 2019; Narasimhan et al., 2018).
Tamil was also commonly employed in inscrip-
tions unearthed in the southern Andhra Pradesh
regions of Chittoor and Nellore until the 12th cen-
tury AD. Tamil was employed for inscriptions in
southern Karnataka regions such as Kolar, Mysore,
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Mandya, and Bangalore from the 10th to 14th cen-
tury (Anita and Subalalitha, 2019b,a; Subalalitha
and Poovammal, 2018).

The significant contribution of this work illus-
trates in the following:

• Developed transformer-based computation
models for classifying emotion in Tamil con-
sidering 11 predefined emotion categories.

• Investigated the performance of various ma-
chine learning (ML), deep learning (DL) and
transformer-based techniques to address the
task followed by detailed error analysis.

2 Related Work

In the past few years, emotion analysis research has
attracted researchers from diverse domains such
as computer science, psychology and healthcare.
Chaffar and Inkpen (2011) developed a model to
recognize six basic emotions from the affective
text on ALM’s Dataset (1250 texts). They em-
ployed several ML techniques where support vec-
tor machine (SVM) achieved the highest perfor-
mance with bag of words (BoW) features. Huang
et al. (2019) proposed a contextual model to de-
tect emotion. They combined two LSTM layers
hierarchically and formed an ensemble with the
BERT model, which achieved 77% accuracy. Vi-
jay et al. (2018) developed a model with SVM
and RBF kernel to identify the fear, disgust and
surprise emotions from 2866 Hindi-English code-
mixed tweets. Wadhawan and Aggarwal (2021)
experimented with several DL (CNN, LSTM, BiL-
STM) and transformer-based models for recog-
nizing emotions from 149088 Hindi-English code
mixed tweets. The transformer-based BERT model
outperformed all other techniques and obtained an
accuracy of 71.43%. Iqbal et al. (2022) presented a
Bengali emotion corpus (BEmoC) containing 7000
texts with six basic emotion categories: joy, anger,
sad, fear, surprise, disgust. Das et al. (2021) per-
formed an investigation of various ML, DNN, and
transformer-based techniques on BEmoD dataset
containing 6523 texts. Their results showed that
XLM-R outdoes others providing an f1-score of
69.61%. In a similar work, Parvin et al. (2022)
implemented various DL techniques (CNN, GRU,
BiLSTM) with different ensemble combinations to
recognize six emotions from a corpus containing
9000 Bengali texts. The ensemble of CNN and

BiLSTM outperformed other models by achieving
f1-score of 62.46%.

3 Task and Dataset Descriptions

The emotion analysis shared task in Tamil com-
prises two tasks. We have participated in Task-a,
where multi-class categorization of textual emo-
tion is performed. The organizers1(Sampath et al.,
2022) provided the annotated dataset having 11
types of emotions: Ambiguous, Anger, Anticipa-
tion, Disgust, Fear, Joy, Love, Neutral, Sadness,
Surprise and Trust. The dataset consists of training,
validation and test sets containing 14208, 3552 and
4440 texts. Table 1 shows the number of samples
for each set in each class that reveals the dataset’s
imbalanced nature. Very few samples belong to the
fear and surprise classes compared to the neutral
class.

Classes Train Valid Test
Neutral 4,841 1,222 1,538
Joy 2,134 558 702
Ambiguous 1,689 437 500
Trust 1,254 272 377
Disgust 910 210 277
Anger 834 184 244
Anticipation 828 213 271
Sadness 695 191 241
Love 675 189 196
Surprise 248 53 61
Fear 100 23 33
Total 14,208 3,552 4,440

Table 1: Class-wise distribution of Tamil emotion
dataset

To get better insights, we further analyzed the train-
ing set. Table 2 shows the detailed statistics of the
training set after removing inconsistencies from the
texts. The neutral class retained the highest num-
ber of words and unique words, whereas the fear
class had the least. On average, all the classes have
≈8-10 words; however, the texts from joy, love
and surprise classes tend to be shorter than other
classes.

4 Methodology

This work employed four ML, three DL and two
transformer-based approaches to identify the un-
derlying emotions of social media comments in

1https://competitions.codalab.org/competitions/36396
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Classes Total
words

Unique
words

Max.
length

(words)

Avg.
words

(per
text)

Neutral 37,344 17,033 169 7.7
Joy 14,624 6,746 84 6.9
Ambiguous 14,579 8,309 114 8.6
Trust 11,757 6,318 110 9.3
Disgust 8,996 5,651 128 9.9
Anger 7,879 5,149 116 9.4
Anticipation 8,489 5,131 86 10.3
Sadness 6,911 4,485 76 9.9
Love 4,598 2,705 65 6.8
Surprise 1,633 1,362 55 6.9
Fear 1,040 864 108 10.4

Table 2: Detailed statistics of each class in the training
set

Tamil. Initially, the unwanted characters (i.e., num-
bers, extra space, punctuation and URLs) and stop
words are removed from the texts. Afterwards, dif-
ferent feature extraction techniques (i.e., TF-IDF,
Word2Vec (Mikolov et al., 2013) extract the textual
features. Figure 1 depicts the schematic diagram
of the emotion classification system.

Input  
Tex ts

TF-IDF Wor d2Vec

Pr epr ocessing

- LR
- DT
- MNB
- SVM

ML Models DL Models
- CNN
- LSTM
- BiLSTM

Tr ansfor m er s

- m -BERT
- XLM-R

Output  Pr edict i ons

Figure 1: Abstract process of textual emotion classifica-
tion

4.1 Feature Extraction
To train the ML models, we use the TF-IDF values
of the unigram and bigram features, where maxi-
mum features are settled to 40000. On the other

hand, Word2Vec embedding features are used to
develop the DL based methods. The Keras embed-
ding layer is applied to generate the embedding
vectors of dimension 100.

4.2 ML-based Methods
Four traditional ML methods such as logistic re-
gression (LR), decision tree (DT), support vec-
tor machine (SVM) and multinomial naive Bayes
(MNB) have been employed to accomplish the
emotion classification task. The models are im-
plemented by using the ‘Scikit-learn’2 library. The
LR model is constructed by setting the regulariza-
tion parameter C at 10, solver to ‘lbfgs’ along with
a balanced class weight. For the DT model, the
‘gini’ criterion is used for splitting the nodes. Simi-
larly, in the case of MNB, the smoothing parameter
α is fine-tuned at 1.50. For SVM, the ‘rbf’ kernel
is used with a regularization value of 7.

4.3 DL-based Methods
This work also employed several DL methods
such as CNN, LSTM and BiLSTM to address the
task. All the models take word embedding vec-
tors (Word2Vec) as features. We construct a CNN
(Kim, 2014) architecture consisting of one convo-
lution layer of 128 filters and a max-pooling layer
with a pool size of 2. The flattened output of the
pooled layer is then passed to the softmax layer for
the classification. Likewise, a layer of LSTM and
BiLSTM network of 128 units is developed with a
drop-out rate of 0.2 to dissuade the overfitting prob-
lem. Finally, the output sentence representation is
transferred to the softmax layer for predicting the
emotion class. The DL models are implemented
by using the Keras library3 with the TensorFlow
(Abadi et al., 2015) backend. ‘Adam’ (Kingma
and Ba, 2014) optimizer with a learning rate of
0.001 is used to compile the models, whereas the
‘sparse_categorical_ crossentropy’ loss function is
used to calculate the errors during the training. We
also use the Keras callbacks methods to choose the
best intermediate model.

4.3.1 Transformers
Recent advancements in NLP have demonstrated
that the transformer-based architecture is superior
in solving several classification problems (Puranik
et al., 2021; Li et al., 2021; Sharif et al., 2021) irre-
spective of the language variation. In this work, two

2https://scikit-learn.org/stable/
3https://keras.io/
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Hyperparameters CNN LSTM BiLSTM m-BERT XLM-R
Input length 300 300 300 150 150
Embedding dimension 100 100 100 - -
Filters (layer 1) 128 - - - -
Pooling type max - - - -
Kernel size 5 - - - -
LSTM units - 128 128 - -
Dropout - 0.2 0.2
Optimizer ‘adam’ ‘adam’ ‘adam’ ‘adam’ ‘adam’
Learning rate 1e−3 1e−3 1e−3 2e−5 2e−5

Epochs 20 3 20 3 5
Batch size 32 32 32 12 12

Table 3: Summary of tuned hyperparameters for DL and Transformer-based models

widely used transformer models such as – m-BERT
(Devlin et al., 2018) and XLM-R (Conneau et al.,
2019) are employed to address the task. Specifi-
cally, we culled the ‘bert-base-multilingual-cased’
and ‘xlm-roberta-base’ versions of the models from
Huggingface 4 transformers library and fine-tuned
them on the dataset. We have trained the models up
to five epochs with the help of the Ktrain (Maiya,
2020) package and used the ‘adam’ optimizer with
a learning rate of 2e−5. Table 3 illustrates the vari-
ous hyperparameters of the developed models.

5 Results and Analysis

Table 4 reports the performance comparison of the
different approaches. The efficacy of the models
is determined based on the macro f1-score. It is
observed that amid the ML models, LR achieved
the highest f1-score of 0.23 while MNB performed
poorly on the test set. On the other hand, DL based
methods did not surpass the performance of the
best ML model (f1-score = 0.23) as both CNN
and BiLSTM achieved an identical score of 0.21.
However, the transformer model, XLM-R, outper-
formed all the models by achieving the highest
accuracy (0.47), precision (0.36), recall (0.33) and
macro f1-score (0.33).

Table 5 shows the class-wise performance of
each model in terms of f1-score. The XLM-
R model achieved the highest f1-score in seven
classes out of eleven as these classes have the
most instances in training set. The LR and m-
BERT models obtained the highest score in love
(0.16) and neutral (0.54) classes, while BiLSTM
acquired maximal scores in the remaining classes:
fear (0.21) and surprise (0.04).

4https://huggingface.co/

5.1 Error Analysis
Table 4 illustrates that XLM-R acquired the highest
score and outperformed all the other approaches.
A quantitative error analysis of the best model has
been carried out by using the confusion matrix (Fig-
ure 2). It is observed that the model identified 817
instances of the ‘neutral’ class correctly and incor-
rectly reckoned 166 and 119 instances as from ‘joy’
and ‘trust’ emotion class, respectively. Alterna-
tively, it predicted the ‘surprise’ class as ‘neutral’
and ‘joy’ mostly. Furthermore, we noticed that the
model becomes confused among the emotions of
‘neutral’, ‘joy’, ‘trust’ and ‘surprise’. The main
reason behind this might be the class imbalance
problem. There might be plenty of words that are
similar for some classes. Apart from this, the num-
ber of training texts in the surprise class is only
248, which is inadequate for the model to learn
the context effectively. Moreover, the considerable
diversity of the Tamil language can also be a poten-
tial cause. We have also observed that the most true
predictions were made for the neutral and joy class,
and an apparent reason for it is that the model saw
plenty of texts of that class during the training.

Figure 2: Confusion matrix of the best model (XLM-R)
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Approach Classifier Accuracy Precision Recall f1-score
LR 0.31 0.23 0.23 0.23

ML DT 0.26 0.19 0.19 0.19
MNB 0.38 0.11 0.16 0.08
SVM 0.40 0.18 0.35 0.20
CNN 0.29 0.21 0.21 0.21

DL LSTM 0.35 0.09 0.03 0.05
BiLSTM 0.31 0.20 0.23 0.21
m-BERT 0.44 0.27 0.23 0.23

Transformers XLM-R 0.47 0.36 0.33 0.33

Table 4: Performance comparison of various models on the test set

Classes LR DT SVM MNB CNN LSTM BiLSTM m-BERT XLM-R
Ambiguous 0.31 0.26 0.27 0.00 0.25 0.00 0.21 0.54 0.58
Anger 0.18 0.15 0.09 0.00 0.15 0.00 0.16 0.17 0.30
Anticipation 0.17 0.14 0.09 0.00 0.17 0.00 0.16 0.30 0.33
Disgust 0.12 0.09 0.03 0.00 0.13 0.00 0.14 0.06 0.17
Fear 0.20 0.18 0.11 0.00 0.17 0.00 0.21 0.00 0.15
Joy 0.52 0.46 0.53 0.35 0.45 0.00 0.47 0.58 0.63
Love 0.16 0.11 0.11 0.00 0.15 0.00 0.14 0.08 0.14
Neutral 0.38 0.33 0.52 0.52 0.39 0.51 0.44 0.54 0.52
Sadness 0.26 0.19 0.19 0.00 0.20 0.00 0.16 0.02 0.45
Surprise 0.00 0.00 0.03 0.00 0.02 0.00 0.04 0.00 0.00
Trust 0.24 0.18 0.19 0.03 0.21 0.00 0.19 0.21 0.31

Table 5: Class-wise performance of models in terms of f1-score

6 Conclusion

This paper investigated four ML, three DL and two
transformer-based models to classify emotion from
Tamil texts. Among all models, the XLM-R ob-
tained the highest macro f1-score of 0.33. Since
this work did not use any pre-trained embedding,
it might adversely affect the performance of the
DL model. Thus, we opt to experiment with pre-
trained word embedding in the future. Moreover,
we plan to explore other advanced transformer-
based models (i.e., Indic-BERT, MuRIL) and en-
semble approaches to address the emotion analysis
task. Since the dataset is imbalanced, it will be
interesting to investigate the impact of resampling
on the models in the future.
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