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Abstract

Conversational question generation (CQG)
serves as a vital task for machines to assist
humans, such as interactive reading comprehen-
sion, through conversations. Compared to tra-
ditional single-turn question generation (SQG),
CQG is more challenging in the sense that the
generated question is required not only to be
meaningful, but also to align with the occurred
conversation history. While previous studies
mainly focus on how to model the flow and
alignment of the conversation, there has been
no thorough study to date on which parts of
the context and history are necessary for the
model. We argue that shortening the context
and history is crucial as it can help the model to
optimise more on the conversational alignment
property. To this end, we propose CoHS-CQG,
a two-stage CQG framework, which adopts a
CoHS module to shorten the context and his-
tory of the input. In particular, CoHS selects
contiguous sentences and history turns accord-
ing to their relevance scores by a top-p strat-
egy. Our model achieves state-of-the-art per-
formances on CoQA in both the answer-aware
and answer-unaware settings. Our work will
be publicly available at https://github.
com/dxlong2000/CoHS-CQG.

1 Introduction

One of the key goals of AI is to build systems that
can understand and assist humans through conver-
sation. In conversations, asking questions is an
important dialogue act that serves as an important
communication skill for AI models to better inter-
act with humans (Allen et al., 2007). Taking it a
step further, asking good questions could facilitate
collecting users’ intentions and feedback, starting
a new topic, and enhancing the interactivity and
persistence of dialogues. In NLP, this line of re-
search is formulated as the task of Conversational

∗ Contribution during the internship at Institute for Info-
comm Research.

If you were a pilot flying a plane...television interview. 
After 104 seconds, Li was able to bring the fighter to a safe
landing. The plane only suffered slight damage. 
"You are a hero! Congratulations!" Li's teacher, Xu Yongling
wrote in a text message to him after the landing. He said Li
was a cool-headed pilot...

Q1: Who was flying the plane? 
A1: Li Feng.
...
Q11: Did he jump out of the craft?
A11: No.
Q12: What did he do? 
A12: Bring the fighter to a safe landing.
Q13: Was it almost completely destroyed? 
A13: No.
Q14: Who taught him? 
A14: Xu Yongling.
Q15: Did he say anything to Li? 
A15: Yes.

Ground-truth Q16: What? 
A16: You are a hero! Congratulations!

Figure 1: A dialog sample in CoQA validation set, which
reflects not all the sentences in the context and history turns
are necessary for generating Q16.

Question Generation (CQG), which aims to gen-
erate questions based on the conversation history
(Pan et al., 2019a; Nakanishi et al., 2019).

Although question generation has been explored
intensively (Pan et al., 2019b; Lu and Lu, 2021),
most existing studies focus on single-turn question
generation, which aims to generate one question
from a given context. However, in the scene of con-
versation, it poses an additional challenge of multi-
turn question generation, in which the model is
required to generate multiple questions during the
conversation, and the generated questions should
be coherent and form a smooth conversation flow.

Despite the intensive exploration of single-turn
QG, less attention has been drawn on CQG. Previ-
ous work of CQG mostly focuses on solving two
main challenges: coreference alignment and con-
versation flow. Gao et al. (2019) proposed CFNet to
model coreference alignment and conversation flow
explicitly. Gu et al. (2021) proposed ChainCQG,
a two-stage model with two modules: the Answer
Encoder learns the representation of the context
and answer in each turn, and the Question Genera-

https://github.com/dxlong2000/CoHS-CQG
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tion learns the representation of the conversational
history and generates the next turn’s question. How-
ever, most previous work makes use of all the con-
text and conversation history indiscriminately. On
the contrary, we argue that not all sentences in the
context, and not all previous turns in the conversa-
tion history are necessary for the model to generate
the question in the next turn, and they may even
harm the generation capacity of the model. Fig-
ure 1 shows such an example, where we see that
only the blue parts of the context and history are
necessary for generating the 16-th turn’s question.

To address the above concerns, we introduce
CoHS-CQG, a two-stage CQG model, as described
in Figure 2. In the answer-aware stage, we input
sentences in the context and the conversation his-
tory turns into a pretrained sentence-transformer
(Reimers and Gurevych, 2019) for calculateing the
relevance scores of the (sentence, history
turn) pairs. Context and History Selection
(CoHS) module (Section 3.1) is then employed
to shorten the context and conversation history
concurrently by selecting top-p {sentence, history
turn} pairs of contiguous sentences in the context,
and contiguous previous turns in the history. The
shortened context and history are then fed into a
T5-based (Raffel et al., 2020) question generation
model to generate the questions. By training the
model on the shortened context and history, we ob-
serve that generated questions are generally more
aligned with the conversation, which reflects that
the model is optimised better in the conversational
alignment. Our model achieves state-of-the-art re-
sults in the CQG answer-aware setting on both
automatic evaluation metrics and a careful human
evaluation. In the answer-unaware stage, we pro-
pose a pipeline approach (Section 3.2) to leverage
our model on the answer-unaware setting, which
also achieves the state-of-the-art performance on
human evaluation.

In summary, our main contributions are: (1)
CoHS-CQG, a two-stage CQG framework for both
answer-aware and answer-unaware settings, which
adopts a novel module, CoHS, to shorten the con-
text and history before inputting them to the QG
model. CoHS can be plugged into any CQG model,
which makes it easily reproducible, (2) new strong
state-of-the-art performances on answer-aware and
answer-unaware CQG, and (3) a thorough analy-
sis and evaluation about the selection capacity of
CoHS.

2 Related Work

2.1 Single-turn Question Generation

Single-turn Question Generation (SQG) has been
focused extensively through the years. Early stud-
ies relied on syntactic transformation to convert
declarative sentences to questions (Heilman and
Smith, 2010; Khullar et al., 2018). Recently, Du
et al. (2017) showed the limitations of such rule-
based methods and formulated the question gen-
eration problem as a sequence-to-sequence task.
The task is generally cast into two main streams:
answer-aware and answer-unaware.

In the answer-aware setting, the target answer is
revealed to SQG models. The models then have
to solve the task by either treating the answer as
an extra input feature or encoding the answer by
a separate network (Pan et al., 2019b). However,
the answer is not available in the answer-unaware
case. Traditional approaches in this setting include
two main steps: answer-span selection and answer-
aware question generation (Du and Cardie, 2017;
Subramanian et al., 2018). Recent state-of-the-
art systems in answer-aware setting (Dong et al.,
2019; Qi et al., 2020b; Lelkes et al., 2021; Mu-
rakhovs’ka et al., 2021) and in answer-unaware
setting (Scialom et al., 2019; Lopez et al., 2020) all
rely on transformer-based architectures, and they
are commonly evaluated on SQuAD (Rajpurkar
et al., 2016).

2.2 Conversational Question Generation

Despite the intensive exploration in both settings
of the single-turn QG task, there is much less ex-
ploration in Conversational Question Generation
(CQG). Most of the previous studies focus on the
answer-unaware setting (Pan et al., 2019a; Nakan-
ishi et al., 2019; Qi et al., 2020a), but a limited
number of works are in the answer-aware setting.
In general, there are two main challenges in CQG:
coreference alignment and conversation flow. Mod-
els in the answer-aware setting then have been pro-
posed to solve those problems such as CFNet (Gao
et al., 2019), by which the coreference alignment
and conversation flow are modeled explicitly, and
ChainCQG (Gu et al., 2021), which contains two
modules: the Answer Encoder (AE) module learns
the representation of the context and answer span in
each turn, and the Question Generation (QG) mod-
ule learns the representation of the conversational
history and generates the next turn’s question.
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Figure 2: An overview of our proposed framework CoHS-CQG. The modules with the same color have the same functionality.

3 CoHS-CQG

We formulate the conversational question gen-
eration (CQG) task in two different settings:
answer-aware and answer-unaware. For the
answer-aware CQG, given the referential con-
text C = {c1, c2, ..., cm} where ci is the i-
th sentence in context, the conversation history
Hn = {(q1, a1), (q2, a2), ..., (qn−1, an−1)}, where
(qi, ai) is the i-th turn question-answer pair in con-
versation, the target answer an, and the rationale
rn, as input Da

n = {C,Hn, an, rn}, the model
then learns to generate the question qn. The ra-
tionale rn is an associated text span from the con-
text which contains or explains the given answer
an. For the answer-unaware CQG, however, given
Du

n = {C,Hn}, the model learns to generate the
current question qn without an and rn.

Our proposed CoHS-CQG framework is shown
in Figure 2. The context C and conversation history
Hn are first fed into a Sentence Encoder (SE) to
compute the relevance scores. In the answer-aware
setting, the relevance scores, together with an and
rn are input to the Context and History Selection
(CoHS) for selecting the parts of C and Hn that are
most relevant to the current generation turn, and
they are then input to the Question Generation (QG)
module. In the answer-unaware case, since an is
unavailable, C and Hn are first fed into the Answer-
span Extractor (AE) to extract an, and an is later
verified by the Question Filtering (QF) module.

3.1 Answer-aware CQG

Sentence Encoder (SE) Given the context C and
conversation history Hn, we employ a pretrained
sentence-transformer (Reimers and Gurevych,
2019) to embed each sentence ci in C, and each
question-answer pair (qj , aj) in Hn (i.e. the con-
catenation of qj and aj), respectively. We then

compute a relevance matrix T ∈ R∣C∣×∣Hn∣ as

T[i][j] = rel(ci, (qj , aj)) =
aibj

∣ai∣∣bj∣
, (1)

where ai and bj are the embeddings of ci and
concat(qj , aj), respectively, the relevance score
rel(⋅) is defined as the cosine similarity, and
1 ≤ i ≤ m, 1 ≤ j ≤ n − 1.

Context and History Selection (CoHS) To gen-
erate the current question qn, existing CQG models
(Gao et al., 2019; Gu et al., 2021) commonly take
the full context C and all the previous question-
answer pairs Hn as input. Moreover, in leveraging
conversation history, some studies (Ohsugi et al.,
2019; Zhao et al., 2021) have begun to consider
how to select historical information related to the
current utterance, but only simply selected the last
k turns. We argue that not all parts of the con-
text and conversation history are necessary for the
model to generate the current question since the
topic in a conversation may shift. On the con-
trary, introducing irrelevant parts worsens the per-
formance of the model (See Table 1 and 4). To
address this problem, we propose a top-p CoHS
strategy that dynamically selects the most relevant
sentences in the context concurrently with the most
relevant preceding conversation utterances.

Given the input Da
n = {C,Hn, an, rn} and the

relevance matrix T, CoHS aims to select the top-p
of sentences and QA pairs from C and Hn, respec-
tively. Inspired by Holtzman et al. (2020), we for-
mulate our top-p CoHS strategy as, finding the sub-
set Csub = {cv−u, cv−u+1, ..., cv−1} and Hsub =

{(qn−k, an−k), (qn−k+1, an−k+1), ..., (qn−1, an−1)},
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to satisfy

minimize(u + k) (2)
v−1

∑
i=v−u

n−1

∑
j=n−k

T[i][j] ≥ p (3)

(qn−1, an−1) ∈ Hsub, cs ∈ Csub (4)

where p is a given threshold, and cs is the sen-
tence that contains rn. First, the optimizing goal
is to minimize the sum of u + k, where u and k
are the numbers of the contiguous sentences from
C and contiguous preceding conversation turns
from Hn, respectively (Eq.(2)). Then, the sen-
tences and conversation turns with higher similarity
than the threshold p are selected as the candidates
for building Csub and Hsub (Eq.(3)). In addition,
since the sentence containing the ground-truth ra-
tionale cs and the last previous conversation turn
(an−1, qn−1) are intuitively relevant for generat-
ing the current question, we set two constraints in
Eq.(4). Note that the contiguity of Csub and Hsub

is necessary due to the integrity and coherence of
input. The advantage of the heuristic top-p CoHS
strategy is that CQG models can dynamically se-
lect the most relevant Csub and Hsub according to
different conversation progress, which well adapts
when topic shifting. When Hn = ∅, we select five
sentences around cs (see Appendix A.1).

Question Generation (QG) We employ a T5
(Raffel et al., 2020) as our question generation
model. To fine-turn the T5 on the shortened
context and history, we concatenate the input
Da

n = {C,Hn, an, rn} in format: Answer: an, rn
Context: Csub [SEP] Hsub. The model then
learns to generate the target question qn.

3.2 Answer-unaware CQG

In Section 3.1, we utilize 1) the ground-truth pre-
vious conversation history Hn, and 2) the ground-
truth current answer an and rationale rn, to verify
how well the model performs in generating the
current question qn. However, in a more realistic
scenario such as a dialogue system, it is necessary
to verify whether the model has a good ability to
generate questions continuously, that is, the coher-
ence and fluency of the generated questions. To
this end, we propose an answer-unaware process as
shown in Figure 2, including Answer-span Extrac-
tor, CoHS (depicted in Section 3.1), QG (depicted
in Section 3.1), and Question Filtering.

Answer-span Extractor (AE) First, we treat the
earliest sentence in the context as the current ratio-
nale rn such that rn does not contain any rationales
of previous turns. Then, a T5 model is trained on
SQuAD (Rajpurkar et al., 2016) to predict the tar-
get answer span (a) given its original sentence in
context (r). We use the model to extract an from
rn. Note that we remove the answer spans that are
the same as those of previous turns, to ensure that
the generated questions are informative enough. Fi-
nally, we obtain a set of selected candidate answer
spans An = {a∗1 , a∗2 , ..., a∗t }. Each a

∗
i ∈ An, to-

gether with rn, and Du
n are fed into the CoHS and

QG modules to generate the candidate question q
∗
i .

Question Filtering (QF) Under the answer-
unaware setting, since the conversation history is
not manually-labeled, we observe that one type of
the common errors is that the generated question
may not be answerable by the given context, or its
answer may not the provided target answer a∗i . To
address this issue, we train a T5 model on CoQA
(Reddy et al., 2019) to answer the generated ques-
tion q

∗
i , and only accept q∗i if the predicted answer

is the same as a∗i .

4 Experimentation

4.1 Experimental Settings

Dataset We conduct experiments on CoQA
(Reddy et al., 2019), a large-scale CQA dataset
including 8k conversations. Each conversation con-
tains a referential context and multiple question-
answer pairs. In total, there are 127k question-
answer pairs collected via Amazon Mechanical
Turk. The key characteristics of this dataset are its
factoid questions (i.e. What? Where? When? How
long?) and free-form answers. Since the test set of
CoQA is unavailable, we randomly sample 10% of
the original training set as our new validation set,
and keep the original validation set as our test set
so that future works can be compared with us.

Baseline Models We use a T5base (220M) as our
CoHS-CQG’s backbone. For the answer-aware
baselines, we reimplement CFNet (Gao et al.,
2019), an effective CQG framework. We also fine-
tune a T5base (Raffel et al., 2020) and a BARTbase

(Lewis et al., 2020), the SOTA transformer-based
generation models, on CoQA. For the answer-
unaware baseline, we compare with the SOTA
framework ReDR (Pan et al., 2019a).
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Model ROUGE-L B1 B2 B3 B4 METEOR BERTScore
CFNet 41.25 34.24 22.71 16.57 12.39 27.76 91.43
ChainCQG∗ 42.22 35.54 26.03 19.63 14.54 30.97 92.54
BARTbase 44.77 35.86 26.32 19.84 15.09 31.60 92.95
T5base 45.80 39.09 29.04 22.17 17.03 34.09 93.07
T5base + dyn-HS (p = 0.5) 48.64 40.83 30.74 23.64 18.18 36.49 93.43
T5base + dyn-CS (p = 1) 49.69 41.62 31.44 24.29 18.72 37.42 93.61
CoHS-CQG (Ours, p = 5) 49.91 42.10 31.86 24.65 19.11 37.76 93.65

Table 1: Automated evaluation results on our test set (i.e. CoQA validation set). dyn-HS and dyn-CS are dynamic
History Selection and dynamic Context Selection respectively (Section 4.4). B1 to B4 denotes BLEU 1-4.

Implementation Details We initialise CoHS-
CQG with pretrained checkpoints from Hug-
gingface (Wolf et al., 2020). We use AdamW
(Loshchilov and Hutter, 2019) with the warmup
ratio of 0.1 and the initial learning rate of 1e-4.
We train the model for 100k iterations with stan-
dard window size of 512, and use a Beam search
decoding strategy with beam size of 4.

Evaluation Metrics We compute the standard
n-gram-based similarity metrics, which are com-
monly used for text generation, including ROUGE-
L (Lin, 2004), BLEU (1-4) (Papineni et al., 2002),
and METEOR (Banerjee and Lavie, 2005). We
compute BLEU 1-4 by corpus_bleu function from
NLTK library.1 We compute ROUGE-F scores
in our evaluations by Python implementation of
rouge-score library.2 We also calculate BERTScore
(Zhang et al., 2020), a similarity score between the
generated and ground-truth texts by using deep
contextualized embeddings.

Human evaluation is also important to the CQG
task since the CQG model may generate the ques-
tion for the following turn in multiple ways, given
the target answer. As such, we conduct human
evaluation on both the answer-aware setting and
answer-unaware setting.

4.2 Automatic Evaluation

Table 1 shows the automatic evaluation results. We
observe that CoHS-CQG (p = 5) achieves state-of-
the-art performance on all the automatic evaluation
metrics. In particular, we derive 3 observations.
First, CoHS-CQG improves its original baseline
T5base significantly. Second, comparing to only
dynamically selecting previous turns (T5base + dyn-
HS) or sentences in the context (T5base + dyn-CS),

1https://www.nltk.org/
2https://github.com/google-research/

google-research/tree/master/rouge

Model Flu. C-Align Ans.
Answer-aware

BARTbase 2.38 2.23 2.34
T5base 2.72 2.44 2.54
CoHS-CQG (Ours) 2.74 2.58 2.60
Krippendorff’s α 0.80 0.71 0.77

Answer-unaware
ReDR 1.06 1.06 1.05
CoHS-CQG (Ours) 2.70 2.41 2.73
Krippendorff’s α 0.84 0.85 0.82

Table 2: Human evaluation results on the validation
set of CoQA. Top: answer-aware, on 100 random gen-
erated samples; Bottom: answer-unaware, on 20 ran-
dom conversations. “Krippendorff’s α” shows the inter-
annotator agreement. Flu.: Fluency, C-Align: Conversa-
tional Alignment, Ans.: Answerability.

p value Avg. #S Avg. #P ROUGE-L BLEU-4
1 3.18 1.89 48.96 18.19
2 3.73 2.49 49.38 18.61
3 4.27 2.95 49.41 18.65
5 5.29 3.67 49.91 19.11
7 6.13 4.25 49.35 18.69
10 8.12 4.92 49.18 18.52
∞ 16.09 7.97 45.80 17.03

Table 3: Average #Sentences, #Prev. Turns at different p
values of preprocessed contexts and histories by CoHS
of CoQA. p = ∞ means selecting the full context and
history. Avg. #S: average number of sentences, Avg. #P:
average number of previous turns.

CoHS-CQG achieves better performances, which
indicates that dynamically selecting both is more
effective. Third, with the threshold of relevance
p = 5 (Eq.(3)), the CoHS module shortens the
context to around 5 sentences and the history to 3
previous turns on average (Table 3), by which it
achieves the best performance.

We also compare our CoHS-CQG with the cur-
rent SOTA answer-aware CQG model, ChainCQG
(Gu et al., 2021) which contains two GPT-2 (Rad-

https://www.nltk.org/
https://github.com/google-research/google-research/tree/master/rouge
https://github.com/google-research/google-research/tree/master/rouge
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ford et al., 2019) blocks. Since the provided codes
from the authors are incomplete, and the reported
results of ChainQCG in (Gu et al., 2021) are on
the authors’ own test set (they splitted 10% of the
training set to become their own test set), we were
not able to reproduce the results. Thus, we reimple-
ment ChainCQG (denote it as ChainCQG∗). We
can see that CoHS-CQG outperforms ChainCQG∗

on all automatic evaluation metrics significantly.

4.3 Human Evaluation

Evaluation Setup We further conduct human
evaluation to validate the results. In answer-aware
case, we randomly select 100 generated questions
associated with the context and conversation his-
tory. In answer-unaware case, however, since there
is no ground-truth history, simply evaluating 100
random generated samples may not be a fair com-
parison. Thus, we first select 20 random contexts
in our test set. For each context, since the number
of turns generated by our model and the competing
one, ReDR (Pan et al., 2019a), may not be the same,
we heuristically select the first five generated turns
from each model’s output to compare, resulting in
100 samples in total. We hire three annotators who
are English native speakers. Each annotator was
instructed to rate the generated questions on a 1-3
scale (3 for the best) based on three criteria: (1)
Fluency measures not only the grammatical cor-
rectness but also the meaning, and factual correct-
ness of generated questions, (2) Conversational
Alignment measures the alignment of generated
questions with the given conversation, (3) Answer-
ability measures whether the generated questions
are well answerable or not. We measure the anno-
tators’ agreement by Krippendorff’s alpha (Krip-
pendorff, 2011). Our rating system is described in
Appendix A.2.

Observations The top of Table 2 shows the aver-
ages of human scores over three annotators in the
answer-aware setting. We derive two main obser-
vations. First, there is a significant improvement in
the Conversational Alignment of CoHS-CQG com-
pared to T5, which indicates that with the shortened
context and history as input, the model learns to
focus and align with the given conversation history
much better. Second, compared to T5, there is also
a slight increase in the Answerability, which further
shows that the quality of the generated questions
is improved. There is also a minor improvement
in the Fluency, which is reasonable because T5

#Pre. turns ROUGE-L BLEU-4
1 48.14 17.43
2 48.34 17.66
3 48.21 17.68
4 47.77 17.64
5 47.15 17.59
6 46.90 17.12

Full history 45.33 16.73

Table 4: Performance of T5base with different fixed
number of previous turns on our validation set.

commonly generates fluently, grammatically and
meaningfully correct questions. Our annotators
have a good overall agreement with an alpha coef-
ficient of 0.76.

The bottom of Table 2 shows the human eval-
uation for the answer-unaware setting. First, we
observe that ReDR has low Fluency score due to
most of the generated questions are factually wrong
or have no meaning associated with the given con-
text. It also has low scores on the other two metrics
as the generated questions are frequently repetitive.
Second, the generated questions by CoHS-CQG
are generally high-quality, fluent and answerable
as they already passed the Question Filtering mod-
ule. The annotators achieve a good overall inter-
agreement with an alpha coefficient of 0.83.

4.4 Effects of Context and History Selection

We further conduct the studies about the perfor-
mance of T5 when we dynamically select the con-
text sentences or the previous turns but not both of
them concurrently. In this section, we formulate
these two problems as below.

Dynamic Context Selection In this setting, we
follow the previous studies on CQA (Ohsugi et al.,
2019; Zhao et al., 2021) to select the last k pre-
vious turns. The results are shown in Table 4.
Since T5base achieves the best performance on
BLEU-4 by using the last 3 previous turns, we
adopt this setting in the following independent
context selection experiments. Given the context
C, answer an, rationale rn, and the last k previ-
ous turns Hsub = {hn−k, hn−k+1, ..., hn−1}, hi =
concat(qi, ai), we formulate the context selection
problem in this section as finding the smallest sub-
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p value Avg. #Sentences ROUGE-L BLEU-4
0 1 48.15 17.88
1 4.35 49.69 18.72
2 8.28 49.47 18.43
3 11.51 48.45 18.30
4 13.42 48.80 18.16
∞ 16.09 48.31 18.01

Table 5: Average number of selected sentences from context
(fixing the last 3 previous turns) of each p value (left) and
performance of “T5base + dyn-CS” on our test set (right).
p = ∞ and p = 0 denote utilizing the full context and only the
sentence that contains the rationale respectively.

set Csub = {cv−u, cv−u+1, ..., cv−1}, to satisfy:

v−1

∑
x=v−u

n−1

∑
y=n−k

T [x][y] ≥ p (5)

cs ∈ Csub (6)

where p is a given threshold, and cs is the sentence
that contains rn. We name this model as T5base
+ dyn-CS in Table 1 where dyn-CS stands for dy-
namic Context Selection.

Table 5 shows how different values of threshold
p (Eq.(5)) affects the selection and the performance
of the model. We observe that with a fixed number
of previous turns k = 3, p = 1 gives us the best
performance on ROUGE-L and BLEU-4. By set-
ting threshold p = 1, and fixed 3 previous turns,
the CoHS module selects around 4 sentences in
each context sample on average. The result indi-
cates that selecting more contexts does not lead to
better performance, which is consistent with our
motivation.

Dynamic History Selection In this setting, we
follow most previous works on CQA (Ohsugi et al.,
2019; Zhao et al., 2021) and CQG (Gao et al., 2019;
Gu et al., 2021) to use the whole context C, and
then we dynamically select different numbers of
previous turns. We formulate the history selection
problem as finding the smallest subset Hsub =

{(qn−k, an−k), (qn−k+1, an−k+1), ..., (qn−1, an−1)},
to satisfy:

m

∑
x=1

n−1

∑
y=n−k

T [x][y] ≥ p (7)

(qn−1, an−1) ∈ Hsub (8)

where p is a given threshold, and cs is the sen-
tence that contains rn. We name this experiment as
T5base + dyn-HS in Table 1 where dyn-HS stands
for dynamic History Selection.

p value Avg. #History Turns ROUGE-L BLEU-4
0 0 43.91 15.32

0.5 2.57 48.64 18.18
1 4.11 48.27 18.07
2 6.32 47.14 17.70
3 7.45 46.74 17.32
∞ 7.97 45.80 17.03

Table 6: Average number of selected history turns from con-
versation (with the full context) of each p value (left) and
performance of “T5base + dyn-HS” on our test set (right).
p = ∞ and p = 0 denote utilizing the full history and none of
the history respectively.

Table 6 shows how different values of threshold
p (Eq.(7)) affects the selection and performance of
the model. We can observe that with the full con-
text, p = 0.5 achieves the best performance on both
ROUGE-L and BLEU-4. By setting the threshold
p = 0.5, the CoHS module then selects around 3
previous turns on average. This observation is in
line with our following results in Table 4 (see Sec-
tion 4.5), by which we conclude that with different
values of fixed number of previous turns, k = 2
and k = 3 achieve the best results.

4.5 Discussion

Effects of Relevance Threshold p To further un-
derstand how the threshold p (Eq.(3)) controls the
selection of context and conversation history, we
conduct experiments with different values of p. Ta-
ble 3 shows the average number of the selected
sentences and the selected previous turns, together
with the performances of T5base on ROUGE-L and
BLEU-4. First, we can observe that on average,
the difference between the #Sentences and #Pre.
Turns is not large for all values of p, which reflects
that our top-p algorithm does not prioritise select-
ing long context over short history and vice-versa.
This indicates that the relevance scores assist the
algorithm to select the context sentences, together
with the history turns in a reasonable way. Second,
with p = 5, T5base yields the best performance, as
we discussed in Section 4.2.

Effects of Different Fixed Previous Turns In
Table 4, we study with the full context, how the
number of previous history turns affect the perfor-
mance of the model on our validation set. We can
observe that with the full context, the settings of
previous history turns k = 2 and k = 3 achieve
the best performances on ROUGE-L and BLEU-
4, respectively. Compared to the performances in
Table 6, it indicates that dynamically selecting in-
stead of fixing the number of previous turns indeed
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ID Context & History and the Selection of CoHS-CQG (p = 5)

1

  Answer: his owner, Rationale: the cat had been abandoned by his owner  
 Context: When my father was dying, I traveled a thousand miles from home to be with him in his last days. It was far more 
 heartbreaking than I'd expected, one of the most difficult and painful times in my life. After he passed away I stayed alone in his 
 apartment. There were so many things to deal with. It all seemed endless. I was lonely. I hated the silence of the apartment. But one 
 evening the silence was broken: I heard crying outside. I opened the door to find a little cat on the steps. He was thin and poor. He 
 looked the way I felt. I brought him inside and gave him a can of fish. He ate it and then almost immediately fell sound asleep. The 
 next morning I checked with neighbors and learned that the cat had been abandoned by his owner who's moved out. So the little cat 
 was there all alone, just like I was. As I walked back to the apartment, I tried to figure out what to do with him. Having something else 
 to take care of seemed _ But as soon as I opened the apartment door he came running and jumped into my arms. It was clear from 
 that moment that he had no intention of going anywhere. I started calling him Willis, in honor of my father's best friend. From then on, 
 things grew easier. With Willis in my lap time seemed to pass much more quickly. When the time finally came for me to return home I 
 had to decide what to do about Willis. There was absolutely no way I would leave without him. It's now been five years since my 
 father died. Over the years, several people have commented on how nice it was of me to rescue the cat. But I know that we rescued 
 each other. I may have given him a home but he gave me something greater. 
 History: <s> What was crying? <s> a cat <s> what did the author feed it? <s> yes <s> what did the author feed it? <s> fish <s> then 
 what did the cat do? <s> fell asleep <s> where was the author? <s> his father's apartment. <s> was the father alive by then? <s> no 
 <s> how far did the author travel? <s> a thousand miles <s> who did the author check about the cat with? <s> neighbors <s> what 
 did he find out? <s> the cat was abandoned

Ground-truth: by who? CoHS-CQG: by who? T5: who abandoned the cat? 

2

 Answer: in the morning, Rationale: It was here Paul found his brother on the morning of his arrival in London.  
 Context: CHAPTER VIII  ""I AM WEARY OF A HOPELESS LOVE"" Paul and Arthur shared a bachelor residence in Mayfair; shared 
 it, that is to say, insomuch as Paul had purchased it, and was the sole proprietor, and Arthur used it whenever he could get leave from 
 his regiment. It was here Paul found his brother on the morning of his arrival in London. They shook hands in silence; Paul did not 
 wish to say anything for a moment. His brother's appearance had choked him. It was one o'clock, but he was still in his dressing- 
 gown; with sunken, pale cheeks, save for one bright spot, and with faint, dark rims underneath his eyes. There were a pile of blue 
 papers and some ominous-looking envelopes on the table before him, and Paul could not help noticing the intense pallor of the hand 
 which rested upon them. ""I wish you would let a fellow know what time you were coming,"" Arthur said, rather peevishly, but with an 
 attempt at a smile. ""I didn't expect you till evening, so I was having a shack before dressing. I was late last night!"" Paul banished his 
 gravity, as far as possible, and stood with his hands in his pockets, leaning against the mantel-piece. He heartily disliked the part of 
 mentor, and he did not wish to play it, unless he were obliged. ""It was beastly early to get up,"" he said, ""but the connection at 
 Normanton is so much better. One has to wait two hours by the late train, and Normanton is such a hole. I don't know that I should 
 have come up to town at all, just yet,"" he continued after a slight pause, ""only that I'm on the committee at the club this term, you 
 know, and I haven't attended a single meeting yet. Besides, I promised Westover to put him up this time, and the half-yearly meeting's 
 to-morrow, you know. Got any engagement? If not, you might dine with me there. Always a full night election time, you know!"" 
 History: <s> Where was the joint residence? <s> in Mayfair <s> who owns it? <s> Paul <s> who else stayed there? <s> Arthur <s> 
 how often? <s> whenever he was on leave <s> from what? <s> from his regiment. <s> who is his brother? <s> Paul and Arthur were 
 brothers <s> where did they meet up? <s> in the bachelor residence"

Ground-truth: when? CoHS-CQG: when? T5: When did Paul find his
brother? 

Figure 3: Case studies on the CoQA validation set and the results of T5 (with full context and history) and CoHS-
CQG (with shorten context and history). The texts of rationales are underlined. The selected texts in context and
history by our CoHS (p = 5) module are highlighted in blue.

Model Flu. C-Align Ans.
Answer-unaware

CoHS-CQG w/o AE 2.13 1.76 1.64
CoHS-CQG w/o QF 2.16 1.98 2.02
CoHS-CQG (Ours) 2.74 2.58 2.60
Krippendorff’s α 0.82 0.79 0.77

Table 7: Human evaluation results for the ablation stud-
ies of AE and QF modules on the validation set of CoQA.
“Krippendorff’s α” shows the inter-annotator agreement.
Flu.: Fluency, C-Align: Conversational Alignment, Ans.:
Answerability.

improves the performance.

4.6 Ablation Studies

Ablation of Answer-span Extractor (AE) We
conduct an ablation study for the Answer-span Ex-
tractor (AE) (CoHS-CQG w/o AE), in which we
replace the predicted answer span an with the ratio-
nale rn (a sentence in the context C). The results
are shown in Table 7. Note that in this experiment,
we also remove the Question Filtering (QF). As
expected, the Answerability and Conversational
Alignment drop significantly, which is explainable
since the rationale rn may contain redundant infor-
mation, thus it is not suitable to be rn.
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Ablation of Question Filtering (QF) We study
the ablation of the Question Filtering (CoHS-CQG
w/o QF), in which we use all the generated ques-
tions. The results are shown in Table 7. As we can
see, the Answerability and Conversational Align-
ment decrease significantly. We observe that with-
out QF, there may have been turns in which the
questions are similar with the same answers, which
further proves the necessity of this module.

4.7 Case study: Effectiveness of CoHS

When carefully studying the performances of T5
and BART, we observe that the key for these mod-
els to gain high scores on n-gram automatic metrics,
such as BLEU and ROUGE, is focusing on the his-
tory to optimise the conversational alignment. We
argue that, with a long context and the whole con-
versation history, the input likely tends to distract
the attention of the models on the given conver-
sation history. The models in these cases mostly
focus on the given answer and rationale to generate
the question, rather than highly focusing on the his-
tory. Figure 3 lists some of the examples whereby
we draw the above conclusion.

Considering the first example in Figure 3, we
observe that with the full context and history, the
T5 model mostly relies on the rationale “the cat
had been abandoned by his owner” to generate the
question “who abandoned the cat?”. Although the
question is somehow aligned with the given con-
versation history, it is not close enough to the gold
question “by who?”. The other two examples in
Figure 3 are also the same, and we observe a lot
of cases that are similar to them. We argue that in
order to generate such questions like “by who?”, in-
tuitively, the model should pay significant attention
to the conversation history to optimise the conver-
sational alignment. By inputting to the model the
shortened context and history, we can see that the
generated questions in Figure 3 by CoHS-CQG in-
deed change, and they are exactly the same as the
ground-truth questions. This improvement reflects
that training the model such as T5 with the short-
ened context and history samples indeed guides the
model to optimising more on the conversational
alignment property instead of just heavily focusing
on the target answer and rationale.

5 Conclusion

This paper presents CoHS-CQG, a two-stage frame-
work for CQG, which adopts a CoHS module to dy-

namically select relevant context and conversation
history for generating the question in the current
turn. Experimental results on CoQA demonstrate
that the proposed CoHS-CQG achieves state-of-the-
art performances in both answer-aware and answer-
unaware settings. Our extensive analysis and stud-
ies show the effectiveness of CoHS in improving
the CQG models. In future work, we will focus
on how to select the contiguous question-worthy
content from the paragraph by reasoning.
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A Appendix

A.1 Comparison with Static Context Selection
To compare our dynamic context selection strategy
with a static way, we simply select five context sen-
tences around cs in the context C = {c1, c2, ..., cm}
since Table 5 shows that around more than four
sentences on average achieves the best perfor-
mance. To this end, we consider a simple heuris-
tic method as below. If 3 ≤ s ≤ m − 2,
Csub = {cs−2, cs−1, cs, cs+1, cs+2}; else if s ≤ 2,
Csub = {c1, c2, c3, c4, c5}; and if s ≥ m − 1,
Csub = {cm−4, cm−3, cm−2, cm−1, cm}. We then
select five sentences in the context by this way
and use the whole conversation history. The re-
sult shows that the T5base model yields 17.24 of
BLEU-4 and 47.02 of ROUGE-L, which slightly
outperforms the T5base baseline using the full con-
text in Table 1.

A.2 Human Rating System
In this section, we describe how our annotators
are instructed to give the points in three criteria
Fluency, Conversational Alignment, and Answer-
ability. There are three main notes. First, Fluency
measures not only the grammatical correctness, but
also measures the meaning and factual correctness
of the question with the given context. Second, in
the answer-unaware setting, as there is no golden
history, we do not define the Score 2 in the Conver-
sational Alignment as in the answer-aware setting.
Third, for the Answerability criterion in the answer-
unaware setting, the target answer and target ratio-
nale are unavailable. However, since our approach
first selects the rationale, and then extracts the can-
didate answers from it to generate the questions,
we still evaluate the quality of our questions (Score
2, 3) with the selected candidate answers by the
Question Filtering module (Section 3). For the
details, see Figure 4.

Criterion Human Rating System

Fluency

Answer-
aware

 Score 1: The generated question 
 has no meaning/factually wrong with 
 the information from the context. 
 Score 2: The generated question is 
 good, but has a small grammatical 
 error.
 Score 3: The generated question is 
 gramatically correct and factually 
 correct with the information from the 
 context.

Answer-
unaware

 Score 1: The generated question 
 has no meaning/factually wrong with 
 the information from the context. 
 Score 2: The generated question is 
 good, but has a small grammatical 
 error.
 Score 3: The generated question is 
 gramatically correct and factually 
 correct with the information from the 
 context.

Conversational
Alignment

Answer-
aware

 Score 1: Generated question is 
 totally irrelevant to the conversation 
 history. 
 Score 2: Generated question is 
 aligned to the conversation history, 
 however, it has a differennt meaning 
 with the golden. 
 Score 3: Perfect, generated 
 question is aligned to the 
 conversation history and asks about 
 the same as the golden.

Answer-
unaware

 Score 1: Generated question is 
 totally irrelevant to the conversation 
 history.
 Score 3: Generated question is 
 aligned to the conversation history.

Answerability

Answer-
aware

 Score 1: Generated question is not 
 answerable by the context. 
 Score 2: Generated question is 
 answerable by the context, but does 
 not have the answer as the the 
 target answer.
 Score 3: Perfect, gennerated 
 question is answerable by the 
 context and its answer is target 
 answer.

Answer-
unaware

 Score 1: Generated question is not 
 answerable by the context.
 Score 2: Generated question is 
 answerable by the context, but does 
 not have the answer as the the 
 target answer (target answer is 
 available since we first extract the 
 target answers).
 Score 3: Gennerated question is 
 answerable by the context and its 
 answer is target answer (target 
 answer is available since we first 
 extract the target answers).

Figure 4: Human Rating System


