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Message from the General Chair

Welcome to ACL 2022, the 60th Annual Meeting of the Association for Computational Linguistics! The
conference will be held in Dublin, the capital of Ireland, on May 22–27, 2022.

ACL 2022 will be a hybrid conference. After two fully virtual editions, ACL 2020 and ACL 2021, due to
the covid-19 pandemic, this year we are gradually coming back to normality, estimating, at the moment
of writing this message, that about 50% of the registered participants will be able to attend the conference
in-person, enjoying the atmosphere of the CCD congress center, the social events of the conference, and
the many opportunities in Dublin. On the other side, virtual attendees will have the possibility to interact
almost like they were in Dublin, thanks to a sophisticated virtual conference platform.

There are few important innovations this year. The most relevant is that ACL 2022 adopted a new
reviewing process, based on “rolling review” (ARR), with the goal of coordinating and making more
efficient the paper reviews of the ACL conferences. This initiative was shared with NAACL 2022, resul-
ting in a coordinated effort. As a side effect of moving to ARR, we have been working on a new version
of the software, called ACLPUB2, used to produce both the conference proceedings and the conference
schedule. I would like to thank all the people who contributed to those achievements. Finally, this year
we celebrate the 60th anniversary of the ACL conference. Thanks to the enthusiastic contributions of
many organizations, coordinated by the Diversity and Inclusion co-chairs, we are preparing a very spe-
cial initiative for our community, which, at the time of writing this message, is still secret and that will
be disclosed during the opening of the conference.

I was very lucky to work together with three fantastic Program Chairs: Preslav Nakov, Smaranda Mure-
san and Aline Villaviciencio. I could not thank you more for the dedication and the capacity with which
you have organized a very exciting scientific program and for the help in all the phases of the conference
organization.

Thanks to the local organizers in Dublin, Andy Way and John Kelleher, and to the PCO, who managed the
local organization in a period in which we have had very few certainties, and many more uncertainties.

We are extremely grateful to all sponsors for their continuing and generous support to help our conferen-
ces be very successful. Thank you to Chris Callison-Burch, the ACL Sponsorship Director, for managing
the relations between the sponsors and ACL 2022.

I am also very grateful to the chairs of the previous years’ conferences, who were always ready to help
and to provide advice, contributing to the transmission, from year to year, of all the know-how and
collective memory. Thanks to all the members of The ACL Executive Committee, they were always
supportive, particularly when feedback on delicate issues was needed.

Many thanks to the senior area chairs, the area chairs, the reviewers, our workshop organizers, our tutorial
instructors, the authors and presenters of papers, and the invited speakers.

ACL requires a long process, involving a large team of committed people. It is an honor for me to have
coordinated such a team of talented people, who kindly volunteered their time to make this conference
possible. I would like to thank the members of the organizing committee for their dedication and hard
work, often under a tight schedule:

• Workshop Co-Chairs: Elena Cabrio, Sujian Li, Mausam;

• Tutorial Co-Chairs: Naoaki Okazaki, Yves Scherrer, Marcos Zampieri;

• Demo Co-Chairs: Valerio Basile, Zornitsa Kozareva, Sanja Štajner;

• Student Research Workshop Co-Chairs: Samuel Louvan, Brielen Madureira, Andrea Madotto;
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• SRW Faculty Advisors: Cecile Paris, Siva Reddy, German Rigau;

• Publication Co-Chairs (also publication co-chairs for NAACL 2022): Danilo Croce, Ryan Cotte-
rell, Jordan Zhang;

• Conference Handbook Chair: Marco Polignano;

• Diversity & Inclusion Co-chairs: Mona Diab, Martha Yifiru Tachbelie;

• Ethic advisor committee: Su Lin Blodgett, Christiane Fellbaum;

• Technical OpenReview Chair: Rodrigo Wilkens;

• Publicity and Social Media Co-chairs: Isabelle Augenstein, Emmanuele Chersoni, Diana May-
nard, Soujanya Poria, Joel Tetreault;

• Local Arrangement Committee: Fiona McGillivray, Greg Carew, Laird Smith;

• Student Volunteer Coordinators: Filip Klubicka, Vasudevan Nedumpozhimana, Guodong Xie,
Pintu Lohar;

• Internal Communications Chair: Marcely Boito Zanon.

Let me deserve a special thanks to Priscilla Rasmussen. She has been the pillar not only of this year’s
ACL, but of the ACL conferences for many years. She has offered her invaluable experience to the
organizing committee, and her presence has always given us a pleasant sense of security.

Finally, I would like to thank all the participants, both in-person and virtual, who will be the main
actors from May 22 to May 27, 2022. I am convinced that we will experience a fantastic conference,
scientifically exciting and full of fond memories.

Welcome and hope you all enjoy the conference!

Bernardo Magnini (FBK, Italy)
ACL 2022 General Chair
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Message from the Program Chairs

Welcome to the 60th Annual Meeting of the Association for Computational Linguistics (ACL 2022).
ACL 2022 has a special historical significance, as this is the 60th Anniversary edition. It is also the first
hybrid ACL conference after two years of a fully virtual format for ACL in 2020 and 2021 due to the
COVID-19 pandemic. Finally, it is the first *ACL conference to fully embrace the ACL Rolling Review
(ARR) as a reviewing process. Below, we discuss some of these changes and we highlight the exciting
program that we have put together with the help from our community.

Using ARR for Reviewing

In coordination with the NAACL 2022 team and the ACL executive committee, we decided to fully
adopt the ACL Rolling Review (ARR) as the only reviewing platform for ACL 2022. ARR is a new
review system for *ACL conferences, where reviewing and acceptance of papers to publication venues is
done in a two-step process: (i) centralized rolling review via ARR, and (ii) commitment to a publication
venue, e.g., ACL 2022. The purpose of the ACL Rolling Review is to improve the efficiency and the
turnaround of reviewing in *ACL conferences while keeping diversity (geographic and otherwise) and
editorial freedom.
As ACL 2022 is the first conference to fully adopt the ARR review process, we worked very closely
with ARR and we coordinated our efforts with the NAACL 2022 PC chairs. In particular, given the short
distance between ACL 2022 and NAACL 2022, we allowed authors to commit their papers to ACL 2022
and simultaneously to submit a revision to ARR in January, which were eligible for NAACL 2022. We
also joined ARR as Guest Editors-in-Chief (EiCs) to help with the September–November submissions
to ARR, which primarily targeted ACL 2022. We worked together to integrate ARR and some of the
conference workflows to ensure scaling up, and to maintain the quality and the timely processing of the
submissions for November, and thus to guarantee that all papers submitted by the November 15, 2021
ARR deadline could be considered for ACL 2022 if the authors decided to commit them. This required
making sure we had all reviews and meta-reviews ready in time, which we managed to achieve thanks
to the combined efforts of the ARR and the ACL 2022 teams. We would also like to note that this is a
community effort, and we are grateful for the support of the authors, the reviewers, the Action Editors
(AEs), and the Senior Area Chairs (SACs), who have been constructively engaging and helping with
ARR and ACL 2022.

Committing to ACL 2022

The commitment form for ACL 2022 asked the authors to provide a link to their paper in ARR: we
asked for a link to the latest version of the paper that had reviews and a meta-review. The authors also
needed to select an area (including the Special Theme area) they were submitting their paper to (this
was needed as ACL 2022 had areas, while ARR did not). Finally, the authors were allowed to submit
optional comments to the ACL 2022 Senior Area Chairs (SACs). Note that these comments were only
visible to the SACs, and they were not sent to the reviewers or to the Action Editors: the rationale was
that responding to reviewers and Action Editors should be handled in a response letter if the authors
decided to do a resubmission in ARR, which is a completely different process than committing a paper
to ACL 2022. These comments to the SACs were designed mainly to raise concerns about objective
misunderstandings by the reviewers and/or by the Action Editor about the technical aspect of the paper
that the authors believed might help the SACs in their decision-making process.

Areas While ARR did not have areas, ACL 2022 did: it had 23 areas, including the 22 areas from ACL
2021 plus our Special Theme. Our special theme was on “Language Diversity: from Low-Resource to
Endangered Languages,” to commemorate the 60th anniversary of ACL with the goal of reflecting and
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stimulating a discussion about how advances in computational linguistics and natural language proces-
sing can be used to promote language diversity from low-resource to endangered languages. We invited
papers that discuss and reflect on the “role of the speech and language technologies in sustaining langua-
ge use” (Bird, 2020) for the large variety of world languages with focus on under-resourced, indigenous,
and/or endangered languages. We were interested in the challenges for developing and scaling up the
current NLP technologies for the rich diversity of human languages and in the ethical, cultural, and po-
licy implications of such technologies for local communities. We also have a best Theme paper award
category.

Acceptance to ACL 2022

As ACL 2022 submissions in ARR, we count all papers from September, October, and November, which
we advertised as ACL 2022 months, after removing all re-submissions and also nine papers that selected
NAACL 2022 as a preferred venue (a total of 3,360 papers) + the papers from the May–August period
that were actually committed to ACL 2022 and that were not resubmissions (a total of 18 papers), for a
total of 3,378 papers.
This number is on par with the number of submissions to ACL 2021, which received 3,350 submissions.
Subsequently, 1,918 papers were committed to ACL 2022 (i.e., 57%). After the review process, 701
papers (604 long and 97 short) were accepted into the main conference.

Acceptance Rates for the Main Conference

The quality of a conference is often perceived based on the acceptance rate of the papers submitted there,
and thus it is important to have an acceptance rate that adequately represents the difficulty of publishing
a paper in the conference. Given the adoption of ARR, it is also important to allow for consistency
across various conferences. Thus, ACL 2022 (and NAACL 2022) adopted the following two ways of
calculating the acceptance rates:

(a) (Number of accepted papers at ACL 2022) / (Number of papers that selected ACL 2022 as the
preferred venue in ARR or were committed to ACL 2022). For ACL 2022, for the denominator we
consider the 3,378 papers as explained above. Thus, the acceptance rate is 701 / 3,378 = 20.75%
for the Main conference.

(b) (Number of accepted papers at ACL 2022) / (Number of papers committed to ACL 2022). For the
denominator, we had 1,918 papers committed to ACL 2022, and thus, the acceptance rate is 701 /
1,918 = 36.54% for the Main conference.

Note that option (a) is closer to the way the acceptance rate was computed at previous *ACL conferences,
where submitting and committing a paper was done in one step and papers were rarely withdrawn after
the reviews, the meta-reviews, and the corresponding scores were released. However, one issue with this
option for ACL 2022 was that indicating a preferred venue was only enabled starting with the October
ARR submissions, and it was not available for earlier months. As mentioned above, we removed a small
number of papers from our denominator that selected NAACL 2022 as a preferred venue in October
and November (a total of 9 papers) and we considered the ARR submissions only for the months of
September, October, and November, as these months were advertised in our CFP, plus any papers that
were committed to ACL 2022 from earlier months (May–July) and which were also not resubmissions.
Option (b) yields a higher “acceptance rate”, as many authors with low reviewing scores chose not to
commit their paper to ACL 2022.

Best Paper Awards

From the committed ACL 2022 papers, we selected 32 papers as candidates for the following Best Paper
awards, based on nominations by the Senior Area Chairs: Best Research Paper, Best Special Theme
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Paper, Best Resource Paper, and Best Linguistic Insight Paper. These papers were assessed by the Best
Paper Award Committee. The selected best papers will be presented in a dedicated plenary session for
Best Paper Awards on May 24, 2022.

Findings of ACL 2022

Given the success of the Findings at EMNLP 2020 and 2021 and ACL-IJCNLP 2021, we also have Fin-
dings of ACL 2022 papers, which are papers that were not accepted for publication in the main confe-
rence, but nonetheless were assessed by the Program Committee as solid work with sufficient substance,
quality, and novelty. A total of 361 papers were offered to be included in the Findings of ACL 2022.
Given the two ways of computing acceptance rates described above, this results in a 10.68% acceptance
rate in option (a), and 19.82% in option (b). Out of the 361 papers, 30 papers declined the offer, leading
to 331 papers to be published in the Findings of ACL 2022. In order to increase the visibility of the
Finding of ACL 2022 papers, we offered the authors of these 331 papers the possibility to present their
work as a poster at ACL 2022, in addition to making a 6-minute or a 3-minute video to be included in
the virtual conference site (for long and for short papers, respectively). The authors of 305 of the 331
papers accepted our invitation to present their work as a poster at ACL 2022.

TACL and Computational Linguistics

Continuing the tradition from previous years, ACL 2022 also features 43 articles that were published
at the Transactions of the Association for Computational Linguistics (TACL) and 8 papers from the
Computational Linguistics journal.

Keynote and Invited Speakers

Another highlight of our program are the keynotes, which we run in three different formats:

• a keynote talk by Angela Friederici (Max Planck Institute for Human Cognitive and Brain Scien-
ces) on “Language in the Human Brain”;

• a keynote fire-side chat on “The Trajectory of ACL and the Next 60 years” with Barbara Grosz
(Harvard University) and Yejin Choi (University of Washington and Allen Institute for Artificial
Intelligence), moderated by Rada Mihalcea (University of Michigan);

• a keynote panel on “How can we support linguistic diversity?” led by Steven Bird (Charles
Darwin University), with panelists representing a variety of world languages, including (currently
confirmed) Teresa Lynn (Irish), Robbie Jimerson (Seneca), Heather Long (Creole languages), and
Manuel Mager (Wixaritari).

We further had two additional invited talk initiatives:

• Spotlight Talks by Young Research Stars (STIRS) by Eunsol Choi (University of Texas at Au-
stin), Ryan Cotterell (ETH Zurich), Sebastian Ruder (Google, London), Swabha Swayamdipta
(Allen Institute for AI), and Diyi Yang (Georgia Tech);

• Next Big Ideas Talks by Marco Baroni (Pompeu Fabra University), Eduard Hovy (The Univer-
sity of Melbourne and Carnegie Mellon University), Heng Ji (UIUC), Mirella Lapata (Universi-
ty of Edinburgh), Hang Li (Bytedance Technology), Dan Roth (University of Pennsylvania and
Amazon), and Thamar Solorio (University of Houston).
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Thank You

ACL 2022 is the result of a collaborative effort and a supportive community, and we want to acknowledge
the efforts of so many people who have made significant efforts into the organization of ACL 2022! First
of all, we would like to thank our Program Committee (the full list of names is quite long and it is
included in the Program Committee pages of the Proceedings):

• Our awesome 82 Senior Area Chairs who were instrumental in every aspect of the review process,
from liaising with ARR, to supporting the implementation of a two-stage reviewing system, re-
commending Action Editors and reviewers, working on paper acceptance, and nomination of best
papers and outstanding reviewers. For all of them, this involved familiarizing themselves with a
new protocol to accommodate the integration of ARR reviews and a new system, and for many of
them, the scope of their responsibilities was equivalent to chairing a small conference.

• The 363 ARR Action Editors (from the June–November ARR cycles), who had the role of ACL
2022 Area Chairs interacting with reviewers, leading paper review discussions, and writing meta-
reviews.

• The 2,323 ARR reviewers (from the June–November ARR cycles), who contributed for the ACL
2022 reviewing cycles, providing valuable feedback to the authors.

• The emergency ARR Action Editors and reviewers, who provided their support at the last minute
to ensure a timely reviewing process.

• The amazing ARR team, who collaborated in the challenge of managing and implementing the
ARR reviewing needed for the scale of ACL 2022. In particular, we acknowledge Amanda Stent
and Goran Glavaš as Guest ARR Editors-in-Chief for ACL 2022, Graham Neubig as Guest ARR
Chief Technical Officer for ACL 2022, and Sara Goggi as Guest ARR Editorial Manager for ACL
2022.

ACL 2022 counted on the contributions of many wonderful committees, including:

• Our Best Paper Selection Committee, who selected the best papers and the outstanding papers:
Tim Baldwin, Kathleen McKeown, David Chiang, Min-Yen Kan, and Taro Watanabe.

• Our Ethics Advisory Committee, chaired by Christiane Fellbaum and Su Lin Blodgett, for their
hard work to ensure that all the accepted papers addressed the ethical issues appropriately, under a
very tight schedule and on a new platform.

• Our amazing Publication Chair Danilo Croce, our Handbook Chair Marco Polignano, the Techni-
cal OpenReview Chair Rodrigo Wilkens, and the Scheduler Chair Jordan Zhang, who jointly with
the NAACL 2022 Publication Chair, Ryan Cotterell, made an enormous contribution to the com-
munity by implementing the integration scripts for generating the proceedings, the handbook and
the schedule from the OpenReview platform.

• Our Publicity Chairs Isabelle Augenstein, Emmanuele Chersoni, Diana Maynard, Soujanya Poria,
and Joel Tetreault, for their work on managing the communications on social media platforms.

• The Internal Communications Chair Marcely Boito Zanon for streamlining the processes.

• The wonderful Technical OpenReview Chair Rodrigo Wilkens, who went above and beyond to
ensure that the typical ACL conference functionalities were translated to a new environment.

We would also like to thank many people who helped us with various software used for the conference:

• The ARR Tech team, in particular Sebastin Santy and Yoshitomo Matsubara, who served as Guest
ARR Tech Team for ACL 2022.
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• The OpenReview team, in particular Nadia L’Bahy, Celeste Martinez Gomez, and Melisa Bok,
who helped to implement the integration of ARR as a reviewing platform for ACL 2022.

• The whole Underline team, in particular Sol Rosenberg, Jernej Masnec, Damira Mršić, and Mateo
Antonic, who created a virtual site for the conference.

As Program chairs, we had to deal with many tasks, including handling new protocols and situations and
a new conference management environment. We would not be able to complete these tasks without the
advice from our colleagues, including

• Our fantastic General Chair Bernardo Magnini, who provided invaluable support and feedback
throughout the whole process, including collaborating on the efforts to take on the challenge of
reengineering the conference reviewing processes and pipeline.

• The Program Co-Chairs of NAACL 2022 Marine Carpuat, Marie-Catherine de Marneffe, and Ivan
Vladimir Meza Ruiz, and the NAACL 2022 General Chair, Dan Roth, for collaborating in the
challenge of coordinated adoption of ARR reviewing in a full scale for ACL 2022 and NAACL
2022.

• The Program Co-Chairs of previous editions of *ACL conferences, in particular the ACL-IJCNLP
2021 PC chairs Roberto Navigli, Fei Xia, and Wenjie Li, as well as the EMNLP 2021 PC chairs Lu-
cia Specia, Scott Wen-tau Yih, and Xuanjing Huang for providing amazing guidance and support,
and sharing their experience and answering our many questions, often on short notice.

• The ACL Executive Committee, especially Tim Baldwin (the ACL President), Rada Mihalcea (the
ACL Past President), Shiqi Zhao (Secretary), Priscilla Rasmussen (Business Manager), and the
members of the ACL executive committee for providing invaluable feedback and for helping us
sort through various issues.

• The Computational Linguistics Editor-in-Chief Hwee Tou Ng, the TACL Editors-in-Chief Ani
Nenkova and Brian Roark, and the TACL Editorial Assistant Cindy Robinson, for coordinating the
Computational Linguistics and the TACL presentations at ACL 2022.

We would also like to thank all the authors who submitted/committed their work to ACL 2022. Although
we were only able to accept a small percentage of the submissions, your hard work makes this conference
exciting and our community strong. Our huge thanks goes to the *ACL communities for the kind and
patient support during a year of major changes in our submission and reviewing processes.
Last, but not least, we thank our students, interns, postdocs, colleagues, and families for being so under-
standing and supportive during this intense year, and especially when we were swamped by countless
conference deadlines and meetings. Our deepest gratitude is to all of you. We hope you will enjoy this
60th Anniversary edition of ACL.

Smaranda Muresan (Columbia University and Amazon AWS AI Labs, USA)
Preslav Nakov (Qatar Computing Research Institute, HBKU)
Aline Villavicencio (University of Sheffield, UK)

ACL 2022 Program Committee Co-Chairs
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Message from the Local Chairs

Back in March 2020, just after the first COVID-19 lockdown, we submitted our bid for Dublin to host
ACL 2022, conference that you are currently attending. In November 2020, we learned that our bid had
been successful, which we were of course delighted to hear. Of course, at that stage – and at many points
in between – we have wondered whether we would be able to meet face-to-face at all, and it is great
that we are able to host you in the wonderful city of Dublin where we are privileged to live, as well as
accommodating many of you online.

ACL is an opportunity to welcome not just our European friends and colleagues, but also those from
farther afield. Ireland punches above its weight in the areas of NLP and Machine Learning, principally
through the SFI-funded e100 million ADAPT Centre for Digital Content Technology, which comprises
experts from 4 local Dublin universities as well as 4 further universities from across the country in a
range of disciplines in AI. We have internationally renowned groups in machine translation, information
retrieval, speech technology, parsing and grammar Induction, among others, so we believe it is appro-
priate that ACL is being held in our country for the first time. We are of course grateful to everyone
who submitted a paper; whether your work was selected for presentation or not, if no-one had submitted,
we wouldn’t have had a conference. For those of you whose work was selected for presentation, many
thanks for coming to Dublin, or for presenting online.

Along the way, we have been helped greatly by the General Chair Bernardo Magnini, and by Priscilla
Rasmussen and others from the ACL executive team, to whom we are extremely thankful. However, by
far the biggest thanks are due to Greg Carew and his team in Abbey Conference and Events for their
professional support of the conference. You will have met them at registration, and they are available
throughout the event to ensure your needs are met. We have been engaging with them for 2 years now on
ACL, and for longer as they helped Andy host the MT Summit in 2019. We could not have made a better
choice of PCO to assist us with all the requirements involved in hosting the best-regarded conference in
our area. This has been a true partnership that has made this journey an enjoyable one.

We are also extremely grateful to Fáilte Ireland for their extremely generous support of this conference,
and to our PostDocs Guodong Xie & Pintu Lohar (with Andy at DCU), and Vasudevan Nedumpozhimana
& Filip Klubička (with John at TUD) for their huge efforts to recruit and manage the small army of
student volunteers. Finally, we really hope that you all enjoy the conference, that you benefit from
the excellent programme that has been assembled, and that you go away from here having made new
friends. We are fortunate indeed that many of our very best friends are in the computational linguistics
community, and we will try our very best to meet as many of you as possible during the event.

Andy Way (Dublin City University, Ireland)
John Kelleher (TU Dublin, Ireland)

Local Chairs, ACL 2022
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Keynote Talk: Language in the Human Brain
Angela D. Friederici

Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany

Abstract: Language is considered to be a uniquely human faculty. The different aspects of the language
system, namely phonology, semantics and syntax have long been discussed with respect to their species-
specificity. Syntax as the ability to process hierarchical structures appears to be specific to humans. The
available neuroscientific data allow us to define the functional language network which involves Broca’s
area in the inferior frontal cortex and the posterior superior temporal cortex. Within this network, the
posterior part of Broca’s area plays a special role as it supports the processing of hierarchical syntactic
structures, in particular the linguistic computation Merge which is at the root of every language. This
part of Broca’s area is connected to the posterior temporal cortex via a dorsally located white matter
fiber tract hereby providing to structural basis for the functional interplay of these regions. It has been
shown that the maturation of this white matter pathway is directly correlated with the ability to process
syntactically complex sentences during human development. Moreover, this dorsal pathway appears to
be weak in the prelinguistic infant and in the non-human primate. These findings suggest that the dorsal
pathway plays a crucial role in the emergence of syntax in human language.

Bio: Angela D. Friederici is a cognitive neuroscientist in the domain of language. She is director at the
Max Planck Institute for Human Cognitive and Brain Sciences (MPI CBS) in Leipzig, Germany and the
Founding director of this institution founded in 1994.
She graduated in linguistics and psychology at the University of Bonn (Germany) and spent a postdoc-
toral year at MIT (USA). She was a research fellow at the Max Planck Institute in Nijmegen (NL), at the
University Rene Descartes, Paris (F) and University of California, San Diego (USA). Prior to joining the
Max Planck Society as a director, she was professor for Cognitive Sciences at the Free University Berlin.
Friederici is honorary professor at the University of Leipzig (Psychology), the University of Potsdam
(Linguistics) and the Charité Universitätsmedizin Berlin (Neurology) and she holds a Doctor honoris
causa from the University of Mons, Belgium. Between 2014 and 2020 she was Vice President for the
Human Sciences Section of the Max Planck Society.
Her main field of research is the neurobiology of language. She published about 500 scientific papers on
this topic in major international journals. She received a number of scientific awards: 1987 Heisenberg
Fellowship of the German Research Foundation, 1990 Alfried Krupp Award of the Alfried Krupp von
Bohlen and Halbach-Stiftung, 1997 Gottfried Wilhelm Leibniz Prize of the German Research Founda-
tion, and 2011 Carl Friedrich Gauss Medal of the Brunswick Scientific Society. She is member of the
Berlin-Brandenburg Academy of Sciences and Humanities, member of the national German Academy
of Sciences ’Leopoldina’ and member of the Academia Europaea.
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Keynote Fire-Side Chat with Barbara Grosz and Yejin Choi
on “The Trajectory of ACL and the Next 60 Years”

For the 60th Anniversary of ACL 2022, we will feature a keynote fire-side chat on “The Trajectory of
ACL and the Next 60 years” with two keynote talks in dialogue: Barbara Grosz and Yejin Choi followed
by a moderated discussion lead by Rada Mihalcea.

Remarks on What the Past Can Tell the Future
Barbara J. Grosz

Harvard University SEAS

Abstract: Research in computational linguistics and spoken language systems has made astonishing
progress in the last decade. Even so, the challenge remains of achieving human-level fluent dialogue
conversational capabilities beyond narrowly defined domains and tasks. Findings of earlier ACL times
research on dialogue hold some lessons for breaking the “dialogue boundary” in computational lingui-
stics yet again, if ways can be found to integrate them into deep-learning language models. These models
raise some of the most serious ethical challenges of current computing research and technologies. Ex-
panding their powers in this direction will raise more. In discussing these topics, I will raise questions
for Prof. Choi and our subsequent discussion.

Bio: Barbara J. Grosz is Higgins Research Professor of Natural Sciences in the Paulson School of En-
gineering and Applied Sciences at Harvard University. Her contributions to AI include fundamental
advances in natural-language dialogue processing and in theories of multi-agent collaboration as well
as innovative uses of models developed in this research to improve healthcare coordination and science
education. She co-founded Harvard’s Embedded EthiCS program, which integrates teaching of ethical
reasoning into core computer science courses. A member of the National Academy of Engineering,
the American Philosophical Society, and the American Academy of Arts and Sciences, she is a fellow
of several scientific societies and recipient of the 2009 ACM/AAAI Allen Newell Award, the 2015 IJ-
CAI Award for Research Excellence, and the 2017 Association for Computational Linguistics Lifetime
Achievement Award.

2082: An ACL Odyssey
The Dark Matter of Intelligence and Language

Yejin Choi
Paul G. Allen School of Computer Science & Engineering at the University of Washington

Abstract: In this talk, I will wander around reflections on the past of ACL and speculations on the future
of ACL. This talk will be purposefully imaginative and accidentally controversial, by emphasizing on the
importance of deciphering the dark matter of intelligence, by arguing for embracing all the ambiguous
aspects of language at all pipelines of language processing, by highlighting the counterintuitive contin-
uum across language, knowledge, and reasoning, and by pitching the renewed importance of formalisms,
algorithms, and structural inferences in the modern deep learning era. Looking back, at the 50’th ACL,
I couldn’t possibly imagine that I would be one day giving this very talk. For that reason, I will also
share my personal anecdotes on the lasting inspirations from the previous lifetime achievement award
speeches, how I believe talent is made, not born, and the implication of that belief for promoting diversity
and equity.
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Bio: Yejin Choi is Brett Helsel Professor at the Paul G. Allen School of Computer Science & Engi-
neering at the University of Washington and a senior research manager at AI2 overseeing the project
Mosaic. Her research investigates commonsense knowledge and reasoning, neuro-symbolic integration,
neural language generation and degeneration, multimodal representation learning, and AI for social good.
She is a co-recipient of the ACL Test of Time award in 2021, the CVPR Longuet-Higgins Prize in 2021,
a NeurIPS Outstanding Paper Award in 2021, the AAAI Outstanding Paper Award in 2020, the Borg
Early Career Award in 2018, the inaugural Alexa Prize Challenge in 2017, IEEE AI’s 10 to Watch in
2016, and the ICCV Marr Prize in 2013.
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Keynote Panel: Supporting Linguistic Diversity

Chair: Steven Bird, Charles Darwin University

Panelists and languages represented:

• Robert Jimerson, Rochester Institute of Technology (Seneca, USA)

• Fajri Koto, The University of Melbourne (Minangkabau, Indonesia)

• Heather Lent, University of Copenhagen (Creole languages)

• Teresa Lynn, Dublin City University (Irish)

• Manuel Mager, University of Stuttgart (Wixaritari, Mexico)

• Perez Ogayo, Carnegie Mellon University (Luo and Kiswahili, Kenya)

How do the tools and techniques of computational linguistics serve the full diversity of the world’s lan-
guages? In particular, how do they serve the people who are still speaking thousands of local languages,
often in highly multilingual, post-colonial situations? This 60th meeting of the ACL features a special
theme track on language diversity with the goal of “reflecting and stimulating discussion about how the
advances in computational linguistics and natural language processing can be used for promoting lan-
guage diversity”. This keynote talk-panel will showcase the special theme and identify key learnings
from the conference. We hope this session will help to shape the future agenda for speech and language
technologies in support of global linguistic diversity. The session will be organised around a series of
questions under three headings.

Diverse Contexts. What is the situation of local languages where panel members are working? Are
there multiple languages with distinct functions and ideologies? What are the local aspirations for the
future of these languages. How are people advocating for language technology on the ground? How did
the work begin? What does success look like?

Understanding Risks. Do the people who provide language data fully understand the ways their da-
ta might be used in future, including ways that might not be in their interest? What benefit are local
participants promised in return for their participation, and do they actually receive these benefits? Are
there harms that come with language standardisation? What principles of doing no harm can we adopt?

New Challenges. How can we provide benefits of text technologies without assuming language stan-
dardisation, official orthography, and monolingual usage? When working with local communities, do
we always require data in exchange for technologies, or is a non-extractive NLP possible? How do we
decolonise speech and language technology? At the beginning of the International Decade of Indigenous
Languages 2022–2032, we ask: how do we respond as a community, and how can our field be more
accessible to indigenous participation?
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Abstract
We introduce BitFit, a sparse-finetuning
method where only the bias-terms of the model
(or a subset of them) are being modified. We
show that with small-to-medium training data,
applying BitFit on pre-trained BERT models is
competitive with (and sometimes better than)
fine-tuning the entire model. For larger data,
the method is competitive with other sparse
fine-tuning methods. Besides their practical
utility, these findings are relevant for the ques-
tion of understanding the commonly-used pro-
cess of finetuning: they support the hypothesis
that finetuning is mainly about exposing knowl-
edge induced by language-modeling training,
rather than learning new task-specific linguistic
knowledge.

1 Introduction

Large pre-trained transformer based language mod-
els, and in particular bidirectional masked language
models from the BERT family (Devlin et al., 2018;
Liu et al., 2019; Joshi et al., 2019), are responsible
for significant gains in many NLP tasks. Under
the common paradigm, the model is pre-trained
on large, annotated corpora with the LM objec-
tive, and then finetuned on task-specific supervised
data. The large size of these models make them
expensive to train and, more importantly, expensive
to deploy. This, along with theoretical questions
on the extent to which finetuning must change the
original model, has led researchers to consider fine-
tuning variants where one identifies a small subset
of the model parameters which need to be changed
for good performance in end-tasks, while keeping
all others intact (§2).

We present a simple and effective approach to
fine tuning (§3), which has the following benefits:

1. Changing very few parameters per fine-tuned
task.

2. Changing the same set of parameters for every
tasks (task-invariance).

3. The changed parameters are both isolated and
localized across the entire parameter space.

4. For small to medium training data, changing
only these parameters reaches the same task
accuracy as full fine-tuning, and sometimes
even improves results.

Specifically, we show that freezing most of the
network and fine-tuning only the bias-terms is
surprisingly effective. Moreover, if we allow the
tasks to suffer a small degradation in performance,
we can fine-tune only two bias components (the
“query” and “middle-of-MLP” bias terms), amount-
ing to half of the bias parameters in the model, and
only 0.04% of all model parameters.

This result has a large practical utility in de-
ploying multi-task fine-tuned models in memory-
constrained environments, as well as opens the way
to trainable hardware implementations in which
most of the parameters are fixed. Additionally, it
opens up a set of research directions regarding the
role of bias terms in pre-trained networks, and the
dynamics of the fine-tuning process.

2 Background: fine-tuning and
parameter-efficient fine-tuning

In transfer-learning via model fine-tuning, a pre-
trained encoder network takes the input and pro-
duces contextualized representations. Then, a task-
specific classification layer (here we consider linear
classifiers) is added on top of the encoder, and the
entire network (encoder+task specific classifiers) is
trained end-to-end to minimize the task loss.
Desired properties. While fine-tuning per-task
is very effective, it also results in a unique, large
model for each pre-trained task, making it hard to
reason about what was changed in the fine-tuning
process, as well as hard to deploy, especially as the
number of tasks increases. Ideally, one would want
a fine-tuning method that:
(i) matches the results of a fully fine-tuned model;
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(ii) changes only a small portion of the model’s
parameters; and (iii) enables tasks to arrive in a
stream, instead of requiring simultaneous access to
all datasets. For efficient hardware based deploy-
ments, it is further preferred that (iv): the set of
parameters that change values is consistent across
different tasks.
Learning vs. Exposing. The feasibility of fulfill-
ing the above requirements depends on a fundamen-
tal question regarding the nature of the fine-tuning
process of large pre-trained LMs: to what extent
does the fine-tuning process induces the learning of
new capabilities, vs. the exposing of existing capa-
bilities, which were learned during the pre-training
process.
Existing approaches. Two recent works have
demonstrated that adaptation to various end-tasks
can in fact be achieved by changing only a small
subset of parameters. The first work, by Houlsby
et al. (2019) (“Adapters”), achieves this goal by in-
jecting small, trainable task-specific “adapter” mod-
ules between the layers of the pre-trained model,
where the original parameters are shared between
tasks. The second work, by Guo et al. (2020)
(“Diff-Pruning”), achieves the same goal by adding
a sparse, task-specific difference-vector to the orig-
inal parameters, which remain fixed and are shared
between tasks. The difference-vector is regular-
ized to be sparse. Both methods allow adding only
a small number of trainable parameters per-task
(criteria ii), and each task can be added without
revisiting previous ones (criteria iii).

They also partially fulfill criteria (i), suffering
only a small drop in performance compared to full
fine-tuning. The Adapter method, but not the Diff-
Pruning method, also supports criteria (iv). How-
ever, Diff-Pruning is more parameter efficient than
the Adapter method (in particular, it adds no new
parameters), and also achieves better task scores.
We compare against Diff-Pruning and Adapters in
the experiments section, and show that we perform
favorably on many tasks while also satisfying crite-
ria (iv).

3 Bias-terms Fine-tuning (BitFit)

We propose a method we call BitFit1 (BIas-Term
FIne-Tuning), in which we freeze most of the
transformer-encoder parameters, and train only the
bias-terms and the task-specific classification layer.

1Our code is publicly available at www.github.com/
benzakenelad/BitFit

BitFit has three key properties: (i) match the re-
sults of fully fine-tuned model. (ii) enable tasks
to arrive in a stream, this way it does not require
simultaneous access to all datasets. (iii) fine-tune
only a small portion of the model’s parameters.

The approach is parameter-efficient: each new
task requires storing only the bias terms parameter
vectors (which amount to less than 0.1% of the
total number of parameters), and the task-specific
final linear classifier layer.

Concretely, the BERT encoder is composed of
L layers, where each layer ℓ starts with M self-
attention heads, where a self attention head (m, ℓ)
has key, query and value encoders, each taking the
form of a linear layer:

Qm,ℓ(x) = Wm,ℓ
q x+ bm,ℓ

q

Km,ℓ(x) = Wm,ℓ
k x+ bm,ℓ

k

Vm,ℓ(x) = Wm,ℓ
v x+ bm,ℓ

v

Where x is the output of the former encoder layer
(for the first encoder layer x is the output of the
embedding layer). These are then combined using
an attention mechanism that does not involve new
parameters:

hℓ
1 = att

(
Q1,ℓ,K1,ℓ,V1,ℓ, ..,Qm,ℓ,Km,ℓ,Vm,l

)
and then fed to an MLP with layer-norm (LN):

hℓ
2 = Dropout

(
Wℓ

m1
· hℓ

1 + bℓ
m1

)
(1)

hℓ
3 = gℓ

LN1
⊙ (hℓ

2 + x)− µ

σ
+ bℓ

LN1
(2)

hℓ
4 = GELU

(
Wℓ

m2
· hℓ

3 + bℓ
m2

)
(3)

hℓ
5 = Dropout

(
Wℓ

m3
· hℓ

4 + bℓ
m3

)
(4)

outℓ = gℓ
LN2

⊙ (hℓ
5 + hℓ3)− µ

σ
+ bℓ

LN2
(5)

The collection of all matrices Wℓ,(·)
(·) and vectors

gℓ
(·), b

ℓ,(·)
(·) , indicated in blue and purple are the net-

work’s parameters Θ, where the subset of purple
vectors bℓ,(·)

(·) are the bias terms.2

The bias terms are additive, and correspond to a
very small fraction of the network, in BERTBASE
and BERTLARGE bias parameters make up 0.09%
and 0.08% of the total number of parameters in
each model, respectively.

We show that by freezing all the parameters
W(·) and g(·) and fine-tuning only the additive

2In Appendix §A.1 we relate this notation with parameter
names in HuggingFace implementation.
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%Param QNLI SST-2 MNLIm MNLImm CoLA MRPC STS-B RTE QQP Avg.
Train size 105k 67k 393k 393k 8.5k 3.7k 7k 2.5k 364k

(V) Full-FT† 100% 93.5 94.1 86.5 87.1 62.8 91.9 89.8 71.8 87.6 84.8
(V) Full-FT 100% 91.7±0.1 93.4±0.2 85.5±0.4 85.7±0.4 62.2±1.2 90.7±0.3 90.0±0.4 71.9±1.3 87.5±0.4 84.1
(V) Diff-Prune† 0.5% 93.4 94.2 86.4 86.9 63.5 91.3 89.5 71.5 86.6 84.6
(V) BitFit 0.08% 91.4±2.4 93.2±0.4 84.4±0.2 84.8±0.1 63.6±0.7 91.7±0.5 90.3±0.1 73.2±3.7 85.4±0.1 84.2
(T) Full-FT‡ 100% 91.1 94.1 86.7 86.0 59.6 88.9 86.6 71.2 71.7 81.2
(T) Full-FT† 100% 93.4 94.9 86.7 85.9 60.5 89.3 87.6 70.1 72.1 81.8
(T) Adapters‡ 3.6% 90.7 94.0 84.9 85.1 59.5 89.5 86.9 71.5 71.8 81.1
(T) Diff-Prune† 0.5% 93.3 94.1 86.4 86.0 61.1 89.7 86.0 70.6 71.1 81.5
(T) BitFit 0.08% 92.0 94.2 84.5 84.8 59.7 88.9 85.5 72.0 70.5 80.9

Table 1: BERTLARGE model performance on the GLUE benchmark validation set (V) and test set (T). Lines with †
and ‡ indicate results taken from Guo et al. (2020) and Houlsby et al. (2019) (respectively).

bias terms b(·), we achieve transfer learning perfor-
mance which is comparable (and sometimes bet-
ter!) than fine-tuning of the entire network,

We also show that we can fine-tune only a subset
of the bias parameters, namely those associated
with the query and the second MLP layer (only
b
(·)
q and b

(·)
m2), and still achieve accuracies that

rival full-model fine-tuning.

4 Experiments and Results

Datasets. We evaluate BitFit on the GLUE bench-
mark (Wang et al., 2018).3 Consistent with previ-
ous work (Houlsby et al., 2019; Guo et al., 2020)
we exclude the WNLI task, on which BERT models
do not outperform the majority baseline.
Models and Optimization. We use the publicly
available pre-trained BERTBASE, BERTLARGE (De-
vlin et al., 2018) and RoBERTaBASE (Liu et al.,
2019) models, using the HuggingFace (Wolf et al.,
2020) interface and implementation.

Appendix §A.2 lists optimization details.
Comparison to Diff-Pruning and Adapters (Ta-
ble 1) In the first experiment, we compare Bit-
Fit to Diff-Pruning method and Adapters method,
when using a fewer number of parameters. Table 1
reports the dev-set and test-set performance com-
pared to the Diff-Pruning and Adapters numbers
reported by Guo et al. (2020) and Houlsby et al.
(2019) (respectively). This experiment used the
BERTLARGE model.

On validation set, BitFit outperforms Diff-
Pruning on 4 out of 9 tasks, while using 6x fewer
trainable parameters 4. As for test-set results, two
clear wins compared to Diff-Pruning and 4 clear
wins compared to Adapters while using 45x fewer
trainable parameters.

3Appendix §A.3 lists the tasks and evaluation metrics.
4QNLI results are not directly comparable, as the GLUE

benchmark updated the test set since then.

Figure 1: Change in bias components (RTE task).

Different Base-models (Table 2) We repeat
the BERTLARGE results on different base-models
(the smaller BERTBASE and the better performing
RoBERTaBASE). The results in Table 2 show that
the trends remain consistent.

Are bias parameters special? Are the bias pa-
rameters special, or will any random subset do? We
randomly sampled the same amount of parameters
as in BitFit from the entire model, and fine-tuned
only them (“rand uniform” line in Table 3). The
results are substantially worse across all tasks; sim-
ilar patterns are observed when the random param-
eters are sampled as complete rows/columns in the
parameter matrices (“rand row/col” line in Table
3).

Fewer bias parameters (Table 3) Can we fine-
tune on only a subset of the bias-parameter?

We define the amount of change in a bias vector
b to be 1

dim(b) ∥b0 − bF ∥1, that is, the average
absolute change, across its dimensions, between the
initial LM values b0 and its fine-tuned values bF .
Figure 1 shows the change per bias term and layer,
for the RTE task (other tasks look very similar,
see Appendix §A.4). The ‘key’ bias bk has zero
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Method %Param QNLI SST-2 MNLIm MNLImm CoLA MRPC STS-B RTE QQP Avg.
BB Full-FT 100% 90.7±0.2 92.0±0.4 83.5±0.1 83.7±0.3 56.4±0.9 89.0±1.0 88.9±0.7 70.5±0.6 87.1±0.1 82.3
BB BitFit 0.09% 90.2±0.2 92.1±0.3 81.4±0.2 82.2±0.2 58.8±0.5 90.4±0.5 89.2±0.2 72.3±0.9 84.0±0.2 82.4
BL Full-FT 100% 91.7±0.1 93.4±0.2 85.5±0.4 85.7±0.4 62.2±1.2 90.7±0.3 90.0±0.4 71.9±1.3 87.5±0.4 84.1
BL BitFit 0.08% 91.4±2.4 93.2±0.4 84.4±0.2 84.8±0.1 63.6±0.7 91.7±0.5 90.3±0.1 73.2±3.7 85.4±0.1 84.2
Ro Full-FT 100% 92.3±0.2 94.2±0.4 86.4±0.3 86.9±0.3 61.1±0.8 92.5±0.4 90.6±0.2 77.4±1.0 88.0±0.2 85.3
Ro BitFit 0.09% 91.3±0.2 93.7±0.1 84.8±0.1 85.2±0.2 61.8±1.3 92.0±0.4 90.8±0.3 77.8±1.7 84.5±0.2 84.6

Table 2: Dev-set results for different base models. BB: BERTBASE. BL: BERTLARGE. Ro: RoBERTaBASE.

% Param QNLI SST-2 MNLIm MNLImm CoLA MRPC STS-B RTE QQP Avg.
Full-FT 100% 90.7±0.2 92.0±0.4 83.5±0.1 83.7±0.3 56.4±0.9 89.0±1.0 88.9±0.7 70.5±0.6 87.1±0.1 82.3
BitFit 0.09% 90.2±0.2 92.1±0.3 81.4±0.2 82.2±0.2 58.8±0.5 90.4±0.5 89.2±0.2 72.3±0.9 84.0±0.2 82.4
bm2,bq 0.04% 89.4±0.1 91.2±0.2 80.4±0.2 81.5±0.2 57.4±0.8 89.0±0.2 88.4±0.1 68.6±0.6 83.7±0.2 81.1
bm2 0.03% 88.9±0.1 91.1±0.3 79.9±0.3 80.7±0.2 54.9±0.9 87.9±0.6 88.2±0.1 66.8±0.6 82.1±0.4 80.0
bq 0.01% 86.8±0.1 89.6±0.2 74.4±0.3 75.7±0.2 49.1±1.5 84.4±0.2 85.6±0.1 61.4±1.1 80.6±0.4 76.6
Frozen 0.0% 68.7±0.3 81.7±0.1 42.4±0.1 43.8±0.1 31.9±1.1 81.1±0.1 71.4±0.1 56.9±0.4 62.4±0.2 62.1
rand uniform 0.09% 87.8±0.3 90.5±0.3 78.3±0.3 78.8±0.2 54.1±1.0 84.3±0.3 87.2±0.4 62.9±0.9 82.4±0.3 78.5
rand row/col 0.09% 88.4±0.2 91.0±0.3 79.4±0.3 80.1±0.3 53.4±0.6 88.0±0.7 87.9±0.2 65.1±0.7 82.3±0.2 79.5

Table 3: Fine-tuning using a subset of the bias parameters. Reported results are for the BERTBASE model.

change, consistent with the theoretical observation
in Cordonnier et al. (2020). In contrast, bq, the bias
of the queries, and bm2, the bias of the intermediate
MLP layers (which take the input from 768-dims
to 3072), change the most. Table 3 reports dev-
set results when fine-tuning only the b(·)

q and b(·)
m2

bias terms, for the BERTBASE model. Results are
only marginally lower than when tuning all bias
parameters. Tuning either b(·)

q or b(·)
m2 alone yields

substantially worse results, indicating both bias
types are essential. As expected, using a frozen
BERTBASE model yields much worse results.

Generalization gap. While in most cases full
fine-tuning reaches nearly 100% train accuracy, we
find that the generalization gap (Shalev-Shwartz
and Ben-David, 2014)—the difference between
training error and test error—is substantially
smaller for the BitFit models.

Token-level tasks. The GLUE tasks are all sen-
tence level. We also experimented with token-level
PTB POS-tagging. Full-FT results for BERTBASE,
BERTLARGE and RoBERTaBASE are 97.2, 97.4,
97.2, while BitFit results are 97.2, 97.4, 97.1.

Size of training data. The GLUE results suggest
a reverse correlation between BitFit ability to reach
Full-FT performance, and training set size. To test
this (and to validate another token-level task), we
train on increasing-sized subsets of SQuAD v1.0
Rajpurkar et al. (2016a). The results on Figure
2 show a clear trend: BitFit dominates over Full-
FT in the smaller-data regime, while the trend is
reversed when more training data is available. We

Figure 2: Comparison of BitFit and Full-FT with
BERTBASE exact match score on SQuAD validation set.

conclude that BitFit is a worthwhile targetted fine-
tuning method in small-to-medium data regimes.

5 Related Work
The problem of identifying the minimal set of pa-
rameters that need to be fine-tuned to achieve good
performance in end-tasks relates both to practi-
cal questions of model compression, and also to
more fundamental question on the nature of the
pre-training and finetuning process, the “linguis-
tic knowledge“ induced by each of them, and the
extent to which it generalizes to different tasks.
Over-parameterization Large LM models were
shown to be over-parameterized: they contain
more parameters than needed in inference (Buciluǎ
et al., 2006; Hinton et al., 2015; Urban et al., 2017;
Karnin, 1990; Reed, 1993; Augasta and Kathir-
valavakumar, 2013; Liu et al., 2014; Han et al.,
2015; Molchanov et al., 2017). Gordon et al. (2020)
have demonstrated that overparmeterization can be
exploited in finetuning: pruned network perform
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well in transfer setting. We work in a complemen-
tary setting, where the entire model is kept, but
only some parameters are updated. The remarkable
success of those works have sparked interest the
lottery-ticket hypothesis (Frankle and Carbin, 2019;
Chen et al., 2020; Prasanna et al., 2020): the con-
jecture that large models are needed in pretraining
only to induce (in high probability) the existing of
sub-networks initialized with the correct inductive
bias for learning, and the findings that those sparse
networks often transfer well to different tasks.
Bias terms Bias terms and their importance
are rarely discussed in the literature.5 Zhao
et al. (2020) describe a masking-based fine-tuning
method, and explicitly mention ignoring the bias
terms, as handling them “did not observe a positive
effect on performance”.

An exception is the work of Wang et al. (2019)
who analyzed bias terms from the perspective of
attribution method. They demonstrate that the
last layer bias values are responsible for the pre-
dicted class, and propose a way to back-propagate
their importance. Michel and Neubig (2018) fine-
tuned the biases of the output softmax in an NMT
systems, to personalize the output vocabulary,
and Frankle et al. (2020) have demonstrated that
randomly-initialized CNNs achieve reasonable ac-
curacy after training the batch-norm layers alone.
Finally, and closest to our work, Cai et al. (2020)
demonstrate that bias-only fine-tuning similar to
ours is effective also for adaptation of pre-trained
computer vision models. Our work empirically
shows the importance and power of the bias param-
eters to substantially change the networks’ behav-
ior, calling for further analysis and attention on the
bias terms.

6 Conclusions

We propose BitFit, a novel method for localized,
fast fine-tuning of pre-trained transformers for end-
tasks. The method focuses the finetuning on a spe-
cific fraction of the model parameters—the biases—
and maintains good performance in all GLUE tasks
we evaluated on. The focus on modifying a small
group of parameters eases deployment, as the vast
majority of the parameters of the model are shared
between various NLP tasks. It also allows for ef-
ficient hardware implementations that hard-wire

5Indeed, the equations in the paper introducing the Trans-
former model (Vaswani et al., 2017) do not include bias terms
at all, and their existence in the BERT models might as well
be a fortunate mistake.

most of the network computation with the pre-
trained weights, while only allowing few change-
able parts for inference time.

Besides its empirical utility, the remarkable ef-
fectiveness of bias-only fine-tuning raises intrigu-
ing questions on the fine-tuning dynamics of pre-
trained transformers, and the relation between the
bias terms and transfer between LM and new tasks.
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ric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz,
Joe Davison, Sam Shleifer, Patrick von Platen, Clara
Ma, Yacine Jernite, Julien Plu, Canwen Xu, Teven Le
Scao, Sylvain Gugger, Mariama Drame, Quentin
Lhoest, and Alexander M. Rush. 2020. Transform-
ers: State-of-the-art natural language processing. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38–45, Online. Association
for Computational Linguistics.

Mengjie Zhao, Tao Lin, Fei Mi, Martin Jaggi, and Hin-
rich Schütze. 2020. Masking as an efficient alterna-
tive to finetuning for pretrained language models. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
pages 2226–2241, Online. Association for Computa-
tional Linguistics.

7



A Appendices

A.1 Layer naming

For convenience, we relate the notation used in the
paper with the names of the corresponding parame-
ters in the popular HuggingFace (Wolf et al., 2020)
implementation.

HuggingFace Parameter Name BitFit notation
attention.self.query.bias bq

attention.self.key.bias bk

attention.self.value.bias bv

attention.output.dense.bias bm1

attention.output.LayerNorm.bias bLN1

intermediate.dense.bias bm2

output.dense.bias bm3

output.LayerNorm.bias bLN2

Table 4: Mapping the HuggingFace’s BertLayer bias
parameters names to BitFit paper bias notation.

A.2 Training Details

To perform classification with BERT, we follow the
approach of Devlin et al. (2018), and attach a linear
layer to the contextual embedding of the [CLS]
token to predict the label. The GLUE tasks are fed
into BERT using the standard procedures.
We optimize using AdamW (Loshchilov and Hut-
ter, 2017), with batch sizes of 16. For full fine-
tuning, we used initial learning rates in {1e-5, 2e-5,
3e-5, 5e-5}, and for the bias-only experiments we
used initial learning rates in {1e-4, 4e-4, 7e-4, 1e-
3} as the smaller rates took a very long time to
converge on some of the tasks. With the larger
learning rates, the bias-only fine-tuning converged
in 8 or fewer epochs for most tasks, and up to 20
epochs on the others. We did not perform hyper-
parameter optimization beyond the minimal search
over 4 learning rates. In each evaluation we report
X±Y where X is the average result for training
5 models with 5 different random seeds, Y is the
standard deviation.
To perform classification with RoBERTaBASE, we
follow the above details but without hyperparam-
eter search over the learning rates, for bias-only
fine-tuning we used 1e-4 as learning rate and for
full fine-tuning we used 1e-5 as learning rate.
As Mosbach et al. (2020) show, fine-tuning
BERTLARGE and RoBERTaBASE is a unstable due
to vanishing gradients. BitFit allows for the usage
of bigger learning rates, and overall the optimiza-
tion process is much more stable, when compared

Task Name Metric
QNLI acc.
SST-2 acc.
MNLI matched acc./mismatched acc.
CoLA Matthews corr.
MRPC F1
STS-B Spearman corr.
RTE acc.
QQP F1

Table 5: Metrics that we use to evaluate GLUE Bench-
mark.

Task Name BERTBASE BERTLARGE
QNLI 1e-4 7e-4
SST-2 4e-4 4e-4
MNLI 1e-4 1e-4
CoLA 7e-4 4e-4
MRPC 7e-4 1e-3
STS-B 1e-4 1e-4
RTE 1e-3 4e-4
QQP 4e-4 4e-4

Table 6: Learning rate configurations for best perform-
ing models.

with a full fine-tuning.

A.3 GLUE Benchmark
We provide information on the GLUE tasks we
evaluated on, as well as on the evaluation metrics.
We test our approach on the following subset of
the GLUE (Wang et al., 2018) tasks: The Corpus
of Linguistic Acceptability (CoLA; Warstadt et al.
(2018)), The Stanford Sentiment Treebank (SST-
2; Socher et al. (2013)), The Microsoft Research
Paraphrase Corpus (MRPC; Dolan and Brockett
(2005)), The Quora Question Pairs (QQP; Iyer et al.
(2017)), The Semantic Textual Similarity Bench-
mark (STS-B; Cer et al. (2017)), The Multi-Genre
Natural Language Inference Corpus (MNLI; Bow-
man et al. (2015)), The Stanford Question Answer-
ing Dataset (QNLI; Rajpurkar et al. (2016b)) and
The Recognizing Textual Entailment (RTE; Dagan
et al. (2005)).

The metrics that we used to evaluate GLUE
Benchmark are in Table 5. Learning rate config-
urations for best performing models are in Table
6. For all the experiments we used the common
train:dev:test partition of GLUE.

A.4 Amount of change in bias terms

8



Figure 3: Change in bias components (CoLA task).

Figure 4: Change in bias components (MRPC task).

Figure 5: Change in bias components (STS-B task).

A.5 SQuAD F1 Results

Figure 6: Comparison of BitFit and Full-FT with
BERTBASE F1 score on SQuAD validation set.
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Abstract

Existing self-explaining models typically fa-
vor extracting the shortest possible rationales
— snippets of an input text “responsible for”
corresponding output — to explain the model
prediction, with the assumption that shorter ra-
tionales are more intuitive to humans. How-
ever, this assumption has yet to be validated. Is
the shortest rationale indeed the most human-
understandable? To answer this question, we
design a self-explaining model, LimitedInk,
which allows users to extract rationales at any
target length. Compared to existing base-
lines, LimitedInk achieves compatible end-
task performance and human-annotated ratio-
nale agreement, making it a suitable represen-
tation of the recent class of self-explaining
models. We use LimitedInk to conduct a user
study on the impact of rationale length, where
we ask human judges to predict the sentiment
label of documents based only on LimitedInk-
generated rationales with different lengths. We
show rationales that are too short do not help
humans predict labels better than randomly
masked text, suggesting the need for more
careful design of the best human rationales.1

1 Introduction

While neural networks have recently led to large
improvements in NLP, most of the models make
predictions in a black-box manner, making them
indecipherable and untrustworthy to human users.
In an attempt to faithfully explain model decisions
to humans, various work has looked into extract-
ing rationales from text inputs (Jain et al., 2020;
Paranjape et al., 2020), with rationale defined as
the “shortest yet sufficient subset of input to predict
the same label” (Lei et al., 2016; Bastings et al.,
2019). The underlying assumption is two-fold: (1)
by retaining the label, we are extracting the texts
used by predictors (Jain et al., 2020); and (2) short

1Find open-source code at: https://github.com/
huashen218/LimitedInk.git

Figure 1: LimitedInk’s rationale generation with length
control: (A) control rationale generation with different
lengths; (B) incorporating contextual information into
rationale generation; (C) regularizing continuous ratio-
nale for human interpretability. Examples use the SST
dataset for sentiment analysis (Socher et al., 2013).

rationales are more readable and intuitive for end-
users, and thus preferred for human understand-
ing (Vafa et al., 2021). Importantly, prior work
has knowingly traded off some amount of model
performance to achieve the shortest possible ratio-
nales. For example, when using less than 50% of
text as rationales for predictions, Paranjape et al.
(2020) achieved an accuracy of 84.0% (compared
to 91.0% if using the full text). However, the as-
sumption that the shortest rationales have better
human interpretability has not been validated by
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human studies (Shen and Huang, 2021). Moreover,
when the rationale is too short, the model has much
higher chance of missing the main point in the full
text. In Figure 1A, although the model can make
the correct positive prediction when using only 20%
of the text, it relies on a particular adjective, “life-
affirming,” which is seemingly positive but does
not reflect the author’s sentiment. These rationales
may be confusing when presented to end-users.

In this work, we ask: Are shortest rationales re-
ally the best for human understanding? To answer
the question, we first design LimitedInk, a self-
explaining model that flexibly extracts rationales
at any target length (Figure 1A). LimitedInk allows
us to control and compare rationales of varying
lengths on input documents. Besides controls on
rationale length, we also design LimitedInk’s sam-
pling process and objective function to be context-
aware (i.e., rank words based on surrounding con-
text rather than individually, Figure 1B2) and co-
herent (i.e., prioritize continuous phrases over dis-
crete tokens, Figure 1C2). Compared to existing
baselines (e.g., Sparse-IB ), LimitedInk achieves
compatible end-task performance and alignment
with human annotations on the ERASER (DeY-
oung et al., 2020) benchmark, which means it can
represent recent class of self-explaining models.

We use LimitedInk to conduct user studies to
investigate the effect of rationale length on human
understanding. Specifically, we ask MTurk par-
ticipants to predict document sentiment polarities
based on only LimitedInk-extracted rationales. By
contrasting rationales at five different length lev-
els, we find that shortest rationales are largely not
the best for human understanding. In fact, humans
do not perform better prediction accuracy and con-
fidence better than using randomly masked texts
when rationales are too short (e.g., 10% of input
texts). In summary, this work encourages a rethink-
ing of self-explaining methods to find the right
balance between brevity and sufficiency.

2 LimitedInk

2.1 Self-Explaining Model Definition

We start by describing typical self-explaining meth-
ods (Lei et al., 2016; Bastings et al., 2019; Paran-
jape et al., 2020). Consider a text classification
dataset containing each document input as a tu-
ple (x, y). Each input x includes n features (e.g.,
sentences or tokens) as x = [x1, x2, ..., xn], and
y is the prediction. The model typically consists

of an identifier idn(·) to derive a boolean mask
m = [m1,m2, ...,mn], where mi ∈ {1, 0} indicates
whether feature xi is in the rationale or not. Note
that the mask m is typically a binary selection
from the identifier’s probability distribution, i.e.,
m ∼ idn(x). Then it extracts rationales z by
z = m � x, and further leverages a classifier cls(·)
to make a prediction y based on the identified ratio-
nales as y = cls(z). The optimization objective is:

min
θidn,θcls

Ez∼idn(x)L(cls(z), y)︸                   ︷︷                   ︸
sufficient prediction

+ λΩ(m)︸ ︷︷ ︸
regularization

(1)

where θidn and θcls are trainable parameters of iden-
tifier and classifier. Ω(m) is the regularization func-
tion on mask and λ is the hyperparameter.
2.2 Generating Length Controllable

Rationales with Contextual Information
We next elaborate on the definition and method of
controlling rationale length in LimitedInk Assum-
ing that the rationale length is k as prior knowledge,
we enforce the generated boolean mask to sum up
to k as k =

∑n
i=1(mi), where m = idn(x, k). Exist-

ing self-explaining methods commonly solve this
by sampling from a Bernoulli distribution over in-
put features, thus generating each mask element mi

independently conditioned on each input feature
xi (Paranjape et al., 2020). For example, in Fig-
ure 1B1), “life affirming” is selected independent
of the negation context “not” before it, which con-
tradicts with the author’s intention. However, these
methods potentially neglect the contextual input
information. We leverage the concrete relaxation
of subset sampling technique (Chen et al., 2018)
to incorporate contextual information into ratio-
nale generation process (see Figure 1B2), where
we aim to select the top-k important features over
all n features in input x via Gumbel-Softmax Sam-
pling (i.e., applying the Gumbel-softmax trick to
approximate weighted subset sampling process).
To further guarantee precise rationale length con-
trol, we deploy the vector and sort regularization
on mask m (Fong et al., 2019). See more model
details in Appendix A.1.
2.3 Regularizing Rationale Continuity
To further enforce coherent rationale for human
interpretability, we employ the Fused Lasso to en-
courage continuity property (Jain et al., 2020; Bast-
ings et al., 2019). The final mask regularization is:

Ω(m) = λ1

n∑
i=1

|mi − mi−1|︸           ︷︷           ︸
Continuity

+λ2 ‖ vecsort (m) − m̂‖︸                 ︷︷                 ︸
Length Control

(2)
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Method Movies BoolQ Evidence Inference MultiRC FEVER
Task P R F1 Task P R F1 Task P R F1 Task P R F1 Task P R F1

Full-Text .91 - - - .47 - - - .48 - - - .67 - - - .89 - - -

Sparse-N .79 .18 .36 .24 .43 .12 .10 .11 .39 .02 .14 .03 .60 .14 .35 .20 .83 .35 .49 .41
Sparse-C .82 .17 .36 .23 .44 .15 .11 .13 .41 .03 .15 .05 .62 .15 .41 .22 .83 .35 .52 .42
Sparse-IB .84 .21 .42 .28 .46 .17 .15 .15 .43 .04 .21 .07 .62 .20 .33 .25 .85 .37 .50 .43

LimitedInk .90 .26 .50 .34 .56 .13 .17 .15 .50 .04 .27 .07 .67 .22 .40 .28 .90 .28 .67 .39
Length Level 50% 30% 50% 50% 40%

Table 1: LimitedInk performs compatible with baselines in terms of end-task performance (Task, weighted average
F1) and human annotated rationale agreement (Precision, Recall, F1). All results are on test sets and are averaged
across five random seeds. For LimitedInk, we report results for the best performing length level.

For BERT-based models, which use subword-
based tokenization algorithms (e.g., WordPiece),
we assign each token’s importance score as its sub-
tokens’ maximum score to extract rationales during
model inference (see Figure 1C).

3 Model Performance Evaluation

We first validate LimitedInk on two common ratio-
nale evaluation metrics, including end-task perfor-
mance and human annotation agreement.

3.1 Experimental Setup

We evaluate our model on five text classification
datasets from the ERASER benchmark (DeYoung
et al., 2020). We design the identifier module
in LimitedInk as a BERT-based model, followed
by two linear layers with the ReLU function and
dropout technique. The temperature for Gumbel-
softmax approximation is fixed at 0.1. Also, we
define the classifier module as a BERT-based se-
quence classification model to predict labels. We
train five individual self-explaining models of dif-
ferent rationale lengths with training and validation
sets, where we set the rationale lengths as {10%,
20%, 30%, 40%, 50%} of all input text. Then we
select one out of the five models, which has the best
weighted average F1 score, to compare with cur-
rent baselines on end-task performance and human
annotation agreement on test sets. Note that we
use all models with five rationale lengths in human
evaluation described in Section 4.
Baselines. We compare LimitedInk with four
baselines. Full-Text consists of only the clas-
sifier module with full-text inputs. Sparse-N en-
forces shortest rationales by minimizing rationale
mask length (Lei et al., 2016; Bastings et al., 2019).
Sparse-C controls rationale length by penalizing
the mask when its length is less than a thresh-
old (Jain et al., 2020). Sparse-IB enables length
control by minimizing the KL-divergence between

the generated mask with a prior distribution (Paran-
jape et al., 2020). See Appendix A.1 for more
model and baseline details.

3.2 Evaluation Results
End-Task Performance. Following metrics
in DeYoung et al. (2020), we report the weighted
average F1 scores for end-task classification
performance. Among five LimitedInk models
with different rationale lengths, Table 1 reports
the model with the best end-task performance on
the test set. We observe that LimitedInk performs
similarly to or better than the self-explaining
baselines in all five datasets. See ablation studies
in Appendix A.2.
Human-Annotated Rationale Agreement. We
calculate the alignment between generated ratio-
nales and human annotations collected in the
ERASER benchmark (DeYoung et al., 2020). As
also shown in Table 1, we report the Token-level
F1 (F1) metric along with corresponding Precision
(P) and Recall (R) scores. The results show that
LimitedInk can generate rationales that are consis-
tent with human annotations and comparable to
self-explaining baselines in all datasets.

4 Human Evaluation

Equipped with LimitedInk, we next carry out hu-
man studies to investigate the effect of rationale
length on human understanding.

4.1 Study Design
Our goal is to quantify human performance on pre-
dicting the labels and confidence based solely on
the rationales with different lengths. To do so, we
control LimitedInk to extract rationales of differ-
ent lengths, and recruit Mechanical Turk (MTurk)
workers to provide predictions and confidence.
Dataset & rationale extraction. We focus on
sentiment analysis in user study, and randomly sam-
ple 100 reviews from the Movie Reviews (Zaidan
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Figure 2: Key components of the User Interface in the
MTurk task HITs. Note that each HIT contains five
reviews with different rationale lengths.

Figure 3: The human evaluation’s workflow. We (1) di-
vide 100 movie reviews into 20 batches and (2) produce
10 HITs from each batch for ten worker groups.

and Eisner, 2008) test set that have correct model
predictions. Then, we extract five rationales for
each review using LimitedInk, with lengths from
10% to 50%, with an increment of 10%.

Since human accuracy likely increases when par-
ticipants see more words (i.e., when the lengths of
rationales increase), we also create a Random ratio-
nale baseline, where we randomly select words of
the same rationale length on the same documents
(10% to 50%) while taking the continuity constraint
into consideration. More details of Random base-
line generation are in Appendix A.3.1.

Study Procedure. The study is completed in two
steps. First, we posted a qualification Human In-
telligence Tasks (HITs, $0.50 per assignment) on
MTurk to recruit 200 qualified workers.2 Next,
the 200 recruited workers can participate the task
HIT ($0.20 per assignment, 7 assignments posted)
which contains five distinct movie reviews, with
varying rationale lengths (10%-50%). In task HIT,
as key components shown in Figure 2, we only dis-
play the rationales and mask all other words with
ellipses of random length, such that participants
can not infer the actual review length. Then partic-

2In addition to our custom qualification used for worker
grouping, three built-in worker qualifications are used in all of
our HITs: HIT Approval Rate (≥98%), Number of Approved
HITs (≥ 3000), and Locale (US Only) Qualification.
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Figure 4: Human accuracy and confidence on predict-
ing model labels given rationales with different lengths.

ipants are asked to guess the sentiment of the full
review, and provide their confidence level based on
a five-point Likert Scale (Likert, 1932). The full
user interface is in Appendix A.3.2.

Participants recruiting and grouping. With
each review having ten distinct rationales (five from
LimitedInk and five Random), if these rationale con-
ditions were randomly assigned, participants are
likely to see the same review repeatedly and grad-
ually see all the words. We carefully design our
study to eliminate such undesired learning effect.
More specifically, we group our 100 reviews into
20 batches, with five reviews in each batch (Step 1
in Figure 3). For each batch, we create five HITs
for LimitedInk and Random, respectively, such that
all the rationale lengths of five reviews are covered
by these 10 HITs (Step 2 in Figure 3). Further, we
make sure each participant is only assigned to one
unique HIT, so that each participant can only see
a review once. To do so, we randomly divide the
200 qualified workers into 10 worker groups (20
workers per group), and pair one worker group with
only one HIT in each batch. This way, each HIT
can only be accomplished by one worker group. As
our participant control is more strict than regular
data labeling tasks on MTurk, we keep the HITs
open for 6 days. 110 out of 200 distinct workers
participated in the main study, and they completed
1,169 of 1,400 assignments.

4.2 Results

We show the human prediction accuracy and con-
fidence results in Figure 4. We find that the
best explanations for human understanding are
largely not the shortest rationales (10% length
level): here, the human accuracy in predicting
model labels is lower than for the random base-
line (0.61 vs. 0.63), indicating that the shortest
rationales are not the best for human understand-
ing. There is a significant difference in human pre-
dicted labels (i.e., “positive”=1,“negative”=2) be-
tween LimitedInk (M=1.24,SD=0.71) and Random
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length level (%) Negative Positive
& Extract. method P / R / F1 P / R / F1

10% LimitedInk 0.66 / 0.56 / / 0.61 0.70 / 0.58 / 0.64
Random 0.67 / 0.57 / 0.62 0.66 / 0.70 / 0.68

20% LimitedInk 0.75 / 0.61 / 0.67 0.71 / 0.77 / 0.74
Random 0.69 / 0.60 / 0.64 0.68 / 0.74 / 0.71

30% LimitedInk 0.74 / 0.76 / 0.75 0.81 / 0.78 / 0.79
Random 0.72 / 0.61 / 0.66 0.72 / 0.78 / 0.75

40% LimitedInk 0.84 / 0.76 / 0.80 0.78 / 0.85 / 0.81
Random 0.79 / 0.63 / 0.70 0.65 / 0.79 / 0.71

50% LimitedInk 0.78 / 0.78 / 0.78 0.85 / 0.84 / 0.85
Random 0.77 / 0.63 / 0.70 0.75 / 0.84 / 0.79

Table 2: Human performance (i.e., Precision / Recall /

F1 Score) on predicting model labels of each category
in the Movie Reviews dataset.

(M=1.32,SD=0.54); t(1169)=2.27, p=0.02. Ta-
ble 2 shows human performance for each category.

Additionally, notice that the slope of our model’s
accuracy consistently flattens as the rationale in-
creases, whereas the random baseline does not dis-
play any apparent trend and is obviously lower than
our model at higher length levels (e.g., 40%). We
hypothesize that this means our model is (1) indeed
learning to reveal useful rationales (rather than just
randomly displaying meaningless text), and (2) the
amount of information necessary for human un-
derstanding only starts to saturate at around 40%
of the full text. This creates a clear contrast with
prior work, where most studies extract 10-30% of
the text as the rationale on the same dataset (Jain
et al., 2020; Paranjape et al., 2020). The eventually
flattened slope potentially suggests a sweet spot
to balance human understanding on rationales and
sufficient model accuracy.

5 Discussion

By examining human prediction performance on
five levels of rationale lengths, we demonstrate that
the shortest rationales are largely not the best for
human understanding. We are aware that this work
has limitations. The findings are limited to Movie
Reviews dataset, and we only evaluate human per-
formance with rationales generated by the pro-
posed LimitedInk. Still, our findings challenge the
“shorter is better” assumption commonly adopted
in existing self-explaining methods. As a result, we
encourage future work to more cautiously define
the best rationales for human understanding, and
trade off between model accuracy and rationale
length. More concretely, we consider that ratio-
nale models should find the right balance between

brevity and sufficiency. One promising direction
could be to clearly define the optimal human inter-
pretability in a measurable way and then learn to
adaptively select rationales with appropriate length.

6 Related Work

Self-explaining models. Self-explaining models,
which condition predictions on their rationales, are
considered more trustworthy than post-hoc expla-
nation techniques (Rajagopal et al., 2021). How-
ever, existing efforts often enforce minimal ratio-
nale length, which degrade the predictive perfor-
mance (Yu et al., 2019; Bastings et al., 2019; Jain
et al., 2020). Paranjape et al. (2020) improves this
by proposing an information bottleneck approach
to enable rationale length control at the sentence
level. In this paper, LimitedInk further enables
length control at the token level to allow more flex-
ibility needed for our human studies.
Human-grounded evaluation. A line of stud-
ies evaluated model-generated rationales by com-
paring them against human-annotated explana-
tions (Carton et al., 2020; Paranjape et al., 2020).
Some other studies collect feedback from users to
evaluate the explanations, such as asking people
to choose a preferred model (Ribeiro et al., 2016)
or to guess model predictions only based on ratio-
nales (Lertvittayakumjorn and Toni, 2019; Shen
and Huang, 2020).

7 Conclusion

To investigate if the shortest rationales are best un-
derstandable for humans, this work presents a self-
explaining model, LimitedInk, that achieves com-
parable performance with current self-explaining
baselines in terms of end-task performance and
human annotation agreement. We further use Lim-
itedInk to generate rationales for human studies
to examine how rationale length can affect human
understanding. Our results show that the shortest
rationales are largely not the best for human un-
derstanding. This would encourage a rethinking of
rationale methods to find the right balance between
brevity and sufficiency.
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9 Ethical Considerations

This work shows that the shortest rationales are
often not the best for human understanding. We
thus advocate for studying how users interact with
machine-generated rationales. However, we are
aware that using rationales to interpret model pre-
diction could pose some risks for users. Rationales
omit a significant portion of the contents (in our
case, 50% to 90% of the words in a movie review
are omitted), which could convey information in-
correctly or mislead users. Furthermore, machine-
learned rationales could encode some unwanted
biases (Chuang et al., 2021). We believe that such
risks should be explicitly communicated with users
in real-world applications.
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A Appendix

A.1 Model Details and Hyperparameters

A.1.1 Methodology Details
Concrete Relaxation of Subset Sampling Pro-
cess. Given the output logits of identifier, we
use Gumbel-softmax (Jang et al., 2017) to gen-
erate a concrete distribution as c = [c1, ...cn] ∼
Concrete(idn(x)), represented as a one-hot vec-
tor over n features where the top important fea-
ture is 1. We then sample this process k times in
order to sample top-k important features, where
we obtain k concrete distributions as {c1, ..., ck}.
Next we define one n-dimensional random vec-
tor m to be the element-wise maximum of these k
concrete distributions along n features, denoted as
m = max j{c

j
i }

j=k
i=n . Discarding the overlapping fea-

tures to keep the rest, we then use m as the k-hop
vector to approximately select the top-k important
features over document x.

Vector and sort regularization. We deploy a
vector and sort regularization on mask m (Fong
et al., 2019), where we sort the output mask m in
a increasing order and minimize the L1 norm be-
tween m and a reference m̂ consisting of n−k zeros
followed by k ones.

A.1.2 Model Training Details
Training and inference. During training, we se-
lect the Adam optimizer with the learning rate at 2e-
5 with no decay. We set hyperparameters in Equa-
tion 5 and 2 as λ = 1e − 4, v1 = 0.5 and v2 = 0.3
and trained 6 epochs for all models. Furthermore,
we train LimitedInk on a set of sparsity levels as
k = {10%, 20%, 30%, 40%, 50%} and choose mod-
els with optimal predictive performance on valida-
tion sets.

A.1.3 Details of Self-Explaining Baselines
We compare our method with state-of-the-art self-
explaining baseline models.

Sparse-N (Minimization Norm). This method
learns the short mask with minimal L0 or L1
norm (Lei et al., 2016; Bastings et al., 2019), which
penalizes for the total number of selected words in
the explanation.

min Ez∼idn(x)L(cls(z), y) + λ||m|| (3)

Sparse-C (Controlled Norm Minimization).
This method controls the mask sparsity through
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a tunable predefined sparsity level α (Chang et al.,
2020; Jain et al., 2020). The mask is penalized as
below as long as the sparsity level α is passed.

min Ez∼idn(x)L(cls(z), y) + λmax(0,
||m||
N
− α)

(4)
where N is the input length and ||m|| denotes

mask penalty with L1 norm.

Sparse IB (Controlled Sparsity with Informa-
tion Bottleneck). This method introduces a prior
probability of z, which approximates the marginal
p(m) of mask distribution; and p(m|x) is the para-
metric posterior distribution over m conditioned
on input x (Paranjape et al., 2020). The sparsity
control is achieved via the information loss term,
which reduces the KL divergence between the pos-
terior distribution p(m|x) that depends on x and a
prior distribution r(m) that is independent of x.

min Ez∼idn(x)L(cls(z), y) + λKL[p(m|x), r(m)]

(5)

A.2 Ablation Study on Model Components
We provide an ablation study on the Movie dataset
to evaluate each loss term’s influence on end-task
prediction performance, including Precision, Re-
call, and F1 scores. The result is shown in Table 3.

Setups End-Task Prediction
Precision Recall F1

No Sufficiency 0.25 0.50 0.34
No Continuity 0.82 0.81 0.81
No Sparsity 0.80 0.79 0.79
No Contextual 0.83 0.83 0.83
Our Model 0.91 0.90 0.90

Table 3: Ablation study of each module in our model
on Movie Review dataset.

A.3 Additional Details of Human Study
A.3.1 Generating Random Baselines
Human accuracy likely increases when participants
can see more words, i.e., when the lengths of ra-
tionales increase. If a rationale and a random text
span have the same number of words, the rationale
should help readers predict the label better. We
created a simple baseline that generated rationales
by randomly selecting words to form the rationales.

We could control (1) how many words to select and
(2) how many disjointed rationales to produce. In
the study, we set these two numbers to be identical
to that of LimitedInk at each length level.

In detail, given the rationale length k, we first got
the count of total tokens in rationale as #tokens = k.
Next, we computed the average number of rationale
segments m, which are generated by LimitedInk,
over the Movie dataset. We randomly selected m
spans with total tokens’ count as #tokens from the
full input texts, thus obtaining the random baselines.
We evenly separated 10 worker groups to finish five
random baseline HITs and LimitedInk HITs each.
We determined that good model rationales should
get higher human accuracy compared with same-
length random baselines.

A.3.2 Human Evaluation User Interface
We provide our designed user interfaces used in the
human study. Specifically, we show the interface
of the human study panel in Figure 5 (B). We also
provide the detailed instructions for workers to un-
derstand our task, the instruction inteface is shown
in Figure 6.
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(B) Worker Study Interface

(A) Worker Group Assignment

Figure 5: (A) The design of the worker group assignment in our human study. (B) The worker interface of the
human study.
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Figure 6: User Interface of the instruction in the human study.
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Abstract

Numerous analyses of reading time (RT) data
have been implemented—all in an effort to
better understand the cognitive processes
driving reading comprehension. However, data
measured on words at the end of a sentence—or
even at the end of a clause—is often omitted
due to the confounding factors introduced by
so-called “wrap-up effects,” which manifests
as a skewed distribution of RTs for these words.
Consequently, the understanding of the cog-
nitive processes that might be involved in these
wrap-up effects is limited. In this work, we
attempt to learn more about these processes by
examining the relationship between wrap-up ef-
fects and information-theoretic quantities, such
as word and context surprisals. We find that
the distribution of information in prior contexts
is often predictive of sentence- and clause-final
RTs (while not of sentence-medial RTs). This
lends support to several prior hypotheses about
the processes involved in wrap-up effects.

1 Introduction

Reading puts the unfolding of linguistic input in
the hands—or, really, the eyes—of the reader. Con-
sequently, it presents a unique opportunity to gain
a better understanding of how humans comprehend
written language. The rate at which humans choose
to read text (and process its information) should
be determined by their goal of understanding
it. Ergo, examining where a reader spends their
time should help us to understand the nature of
language comprehension processes themselves.
Indeed, studies analyzing reading times have been
employed to explore a number of psycholinguistic
theories (e.g., Smith and Levy, 2013; Futrell et al.,
2020; Van Schijndel and Linzen, 2021).

One behavior revealed by such studies is the
tendency for humans to spend more time1 on
the last word of a sentence or clause. While the

1Longer reading times in self-paced reading studies and
longer fixation times in eye-tracking studies.

existence of such wrap-up effects is well-known
(Just et al., 1982; Hill and Murray, 2000; Rayner
et al., 2000; Camblin et al., 2007), the cognitive
processes giving rise to them are still not fully
understood. This is likely (at least in part) due
to the dearth of analyses targeting naturalistic
sentence-final reading behavior. First, most studies
of online processing omit data from these words
to explicitly control for the confounding factors
wrap-up effects introduce (e.g., Smith and Levy,
2013; Goodkind and Bicknell, 2018). Second,
the few studies on wrap-up effects rely on small
datasets, none of which analyze naturalistic text
(Just and Carpenter, 1980; Rayner et al., 2000;
Kuperberg et al., 2011). This work addresses this
gap, using several large corpora of reading time
data. Specifically, we study whether information-
theoretic concepts (such as surprisal) provide
insights into the cognitive processes that occur
at a sentence’s boundary. Notedly, information-
theoretic approaches have been proven effective for
analyzing sentence-medial reading time behavior.

We follow the long line of work that has
connected information-theoretic measures and
psychometric data (Frank et al., 2015; Goodkind
and Bicknell, 2018; Wilcox et al., 2020; Meister
et al., 2021 , inter alia), employing similar methods
to build models of sentence- and clause-final RTs.
Using surprisal estimates from state-of-the-art lan-
guage models, we search for a link between wrap-
up effects and the information content within a
sentence. We find that the distribution of surprisals
of prior context is often predictive of sentence- and
clause-final reading times (RTs), while not adding
significant predictive power to models of sentence-
medial RTs. This result suggests that the nature
of cognitive processes involved during the reading
of these boundary words may indeed be different
than those at other positions. Such findings lend
support to several prior hypotheses regarding
which processes may underlie wrap-up effects
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(e.g., the resolution of prior ambiguities), while
providing evidence against other speculations (e.g.,
that the time spent at sentence boundaries can be
quantified with a constant factor, independent of
the processing difficulty of the text itself).

2 The Process of Reading

Decades of research on reading behavior have
improved our understanding of the cognitive
processes involved in reading comprehension (Just
and Carpenter, 1980; Rayner and Clifton, 2009 ,
inter alia). Here, we will briefly describe overar-
ching themes that are relevant for understanding
wrap-up effects.

2.1 Incrementality and its Implications

It is widely accepted that language processing is
incremental in nature, i.e., readers process text
one word at a time (Hale, 2001, 2006; Rayner and
Clifton, 2009; Boston et al., 2011 , inter alia). Con-
sequently, much can be uncovered about reading
comprehension via studies that analyze cognitive
processing at the word-level. Many pyscholin-
guistic studies make use of this notion, taking
per-word RTs in self-paced reading (SPR) or eye-
tracking studies to be a direct reflection of the pro-
cessing load of that word (e.g., Smith and Levy,
2013; Van Schijndel and Linzen, 2021). This
RT–processing effort relationship then allows us
to identify relationships between a word’s pro-
cessing load and its attributes (e.g., surprisal or
length)—which in turn hints at the underlying cog-
nitive processes involved in comprehension. One
prominently studied attribute is word predictabil-
ity; a notion naturally quantified by surprisal (also
known as Shannon’s (1948) information content).
Formally, the surprisal of a word w is defined as
s(w)

def
= − log p(w | w<t), i.e., a unit’s negative

log-probability given the prior sentential context
w<t. Notedly, this operationalization provides a
way of quantifying how our prior expectations can
affect our ability to process a linguistic signal.

There are several hypothesis about the math-
ematical nature of the relationship between per-
word surprisal and processing load.2 While there
has been much empirical proof that surprisal es-
timates serve as a good predictor of word-level
RTs (Smith and Levy, 2013; Goodkind and Bick-
nell, 2018; Wilcox et al., 2020), the data observed

2Surprisal theory (Hale, 2001), for instance, posits a linear
relation.

from sentence-final words appears not to follow the
same relationship. Specifically, in comparison to
sentence-medial words, sentence- or clause-final
words are associated with increased RTs in self-
paced studies (Just et al., 1982; Hill and Murray,
2000) and both increased fixation and regression
times in eye-tracking studies (Rayner et al., 2000;
Camblin et al., 2007). Such behavior has also
been observed in controlled settings—for exam-
ple, Rayner et al. (1989) found that readers fixated
longer on a word when it ended a clause than when
the same word did not end a clause.

Such wide-spread experimental evidence sug-
gests sentence-final and sentence-medial reading
behaviors differ from each other, and that other
cognitive processes (besides standard word-level
processing) effort may be at play. Yet unfortunately,
these wrap-up effects have received relatively little
attention in the psycholinguistic community: Most
reading time studies simply exclude sentence-final
(or even clause-final) words from their analyses,
claiming that the (poorly-understood) effects are
confounding factors in understanding the reading
process (e.g., Frank et al., 2013, 2015; Wilcox
et al., 2020). Rather, we believe this data can
potentially provide new insights in their own right.

2.2 Wrap-up Effects

It remains unclear what exactly occurs in the mind
of the reader at the end of a sentence or clause.
Which cognitive processes are encompassed by the
term wrap-up effects? Several theories have been
posited. First, Just and Carpenter (1980) hypoth-
esize that wrap-up effects include actions such as
“the constructions of inter-clause relations.” Second,
Rayner et al. (2000) suggest they might involve
attempts to resolve previously postponed compre-
hension problems, which could have been deferred
in the hope that upcoming words would resolve
the problem. Third, Hirotani et al. (2006) posit the
hesitation when crossing clause boundaries is out
of efficiency (Jarvella, 1971); readers do not want
to have to return to the clause later, so they take the
extra time to make sure there are no inconsistencies
in the prior text.

While some prior hypotheses have been largely
dismissed (see Stowe et al., 2018 for a more
detailed summary) due to, e.g., the wide-spread
support of theories of incremental processing,
most others lack formal testing in naturalistic
reading studies. We attempt to address this gap.
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Concretely, we posit the relationship between
text’s information-theoretic attributes and its
observed wrap-up times can provide an indication
of the presence (or lack) of several cognitive
processes that are potentially a part of sentence
wrap-up. For example, high-surprisal words in the
preceding context may correlate with the presence
of ambiguities in the text; they may also correlate
with complex linguistic relationships of the current
text with prior sentences—which are two driving
forces in the theories given above. Consequently,
in this work, we ask whether the reading behavior
observed at the end of a sentence or clause can be
described (at least partially) by the distribution of
information content in the preceding context,3 as
this may give insights for several prior hypotheses
about wrap-up effects.

3 Language Models as Predictors of
Psychometric Data

Formally, a language model p̂ is a probability dis-
tribution over natural language sentences. In the
case when p̂ is locally normalized, which is the pre-
dominant case for today’s neural language models,
p̂ is defined as the product of conditional probabil-
ity distributions: p̂(y) =

∏|y|
t=1 p̂(yt | y<t), where

each p̂(· |y<t) is a distribution with support over
linguistic units y (typically words) from a set vocab-
ulary V , which includes a special end-of-sequence
token. Consequently, we can use p̂ to estimate in-
dividual word probabilities. Model parameters are
typically estimated by minimizing the negative log-
likelihood of a corpus of natural language strings
C, i.e., minimizing L(p̂) = −

∑
y∈C log p̂(y).

One widely embraced technique in information-
theoretic psycholinguistics is the use of these lan-
guage models to estimate the probabilities required
for computing surprisal (Hale, 2001; Demberg and
Keller, 2008; Mitchell et al., 2010; Fernandez Mon-
salve et al., 2012). It has even been observed that a
language model’s perplexity4 correlates negatively
with the psychometric predictive power provided
by its surprisal estimates (Frank and Bod, 2011;
Goodkind and Bicknell, 2018; Wilcox et al., 2020).
If these language models keep improving at their
current fast pace (Radford et al., 2019; Brown et al.,

3Importantly, the research questions we ask are not con-
cerned with describing the full set of cognitive processes that
occur at the end of a clause or sentence—or even whether
there is a causal relationship between information content and
sentence- and clause-final RTs.

4Perplexity is a monotonic function of the average
surprisal of linguistic units in-context under a model.

Figure 1: Distributions of residuals when predicting
either clause-final or non clause-final times using
our baseline linear models. Models are fit to (the
log-transform of) non clause-final average RTs. Outlier
times (according to log-normal distribution) are ex-
cluded. The top level datasets contain eye-tracking data
while the bottom contain SPR data. Full distributions of
RTs are shown in App. B, where we also show models
fit to regression times, rather than full reading times.

2020), exciting new results in computational psy-
cholinguistics may follow, connecting reading be-
havior to the statistics of natural language.

Predicting Reading Times. In the computa-
tional psycholinguistics literature, the RT–surprisal
relationship is typically studied using predictive
models: RTs are predicted using surprisal estimates
(along with other attributes such as number of char-
acters) for the current word. The predictive power
of these models, together with the structure of the
model itself (which defines a specific relationship
between RTs and surprisal), is then used as
evidence of the studied effect. While this paradigm
is successful in modeling sentence-medial RTs
(Smith and Levy, 2013; Goodkind and Bicknell,
2018; Wilcox et al., 2020), its effectiveness for
modeling sentence- and clause-final times is
largely unknown due to the omission of this data
from the majority of RT analyses.

A priori, we might expect per-word surprisal to
be a similarly powerful predictor of sentence and
clause-final RTs.5 Yet in Fig. 1, we see that when
our baseline linear model (described more precisely
in §4) is fit to sentence-medial RTs, the residuals
for predictions of clause-final RTs appear to be
neither normally distributed nor centered around 0.
Further, these trends appear to be different for eye-
tracking and SPR data, where the latter are skewed
towards lower values for all datasets.6 These re-

5Several works (e.g., Stowe et al., 2018) have argued the
cognitive processes involved in comprehension of clause-final
words are exactly the same as those for sentence-medial words.

6The opposite is true for regression times in eye-tracking
data; see App. B.
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sults provide further confirmation that clause-final
data does not adhere to the same relationship with
RT as sentence-medial data, a phenomenon that
may perhaps be accounted for by additional fac-
tors at play in the comprehension of clause-final
words. Thus, we ask whether taking into account
information from the entire prior context can give
us a better model of these clause-final RTs.

To this end, we operationalize the information
content INF in text w (of length T ) as:7

INF(k)(w)
def
=

∑T
t=1 s(wt)

k (k ≥ 0) (1)

where w may be an entire sentence, or only its first
T words. Notably, the case of k = 0 returns T ;
under k = 1, we get the total information content
of w. For k > 1, moments of high-surprisal will
disproportionately drive up the value of INF(k)(w).
Such words may indicate, e.g., moments of
ambiguity or uneven distributions of information
in text. Thus, how well INF(k)(w) (as a function of
k) predicts model sentence- and clause-final RTs
may indicate which attributes of prior text (if any)
can be linked to the additional cognitive processes
involved in wrap-up effects.

4 Experiments

Data. We use reading time data from 5 corpora
over 2 modalities: the Natural Stories (Futrell et al.,
2018), Brown (Smith and Levy, 2013), and UCL
(SP) (Frank et al., 2013) Corpora, which contain
SPR data, as well as the Provo (Luke and Chris-
tianson, 2018), Dundee (Kennedy et al., 2003) and
UCL (ET) (Frank et al., 2013) Corpora, which con-
tain eye movements during reading. All corpora are
in English. For eye-tracking data, we take reading
time to be the sum over all fixation times on that
word. We provide an analysis of regression (a.k.a.
go-past) time in App. B. We provide further details
regarding pre-processing in App. A.

Estimating Surprisal. We obtain surprisal esti-
mates from three language models: GPT-2 (Rad-
ford et al., 2019), TransformerXL (Dai et al., 2019)
and a 5-gram model, estimated using Modified
Kneser–Essen–Ney Smoothing (Ney et al., 1994).
We compute per-word surprisal as the sum of sub-
word surprisals, when applicable. Additionally,
punctuation is included in these estimates, although
see App. B for results omitting punctuation, which

7We note Meister et al. (2021) used similar operationaliza-
tions to test for evidence in support of the uniform information
density hypothesis.

are qualitatively the same. More details are given
in App. A.

Evaluation. Following Wilcox et al. (2020) and
Meister et al. (2021), we quantify the predictive
power of a variable of interest (INF(k)(w) here) as
the mean difference in log-likelihood ∆LogLik of
a (held-out) data point when using a model with and
without that predictor. In other words, we train two
models to predict RTs—one with and one without
access to INF(k)(w)—the difference in their pre-
dictive power is ∆LogLik. A positive ∆LogLik
value indicates the model with this predictor fits the
observed data more closely than a model without
this predictor. We use 10-fold cross-validation to
compute ∆LogLik values so as to avoid overfitting,
taking the mean across the held-out folds as our
final metric. Our baseline model for predicting per-
word RTs contains predictors for surprisal, unigram
log-frequency, character length, and the interaction
of the latter two. These values, albeit computed on
the previous word, are also included to account for
spill-over effects (Smith and Levy, 2013). Surprisal
from two words back is included for SPR datasets.
Unless otherwise stated, GPT-2 estimates are used
for baseline surprisal estimates in all models.

Results. Here we explore the additional predic-
tive power that INF(k) gives us when modeling
clause-final RTs. In Fig. 2, we observe that often
the additional information provided by INF(k)(w)
indeed leads to better models of clause-final RTs.
In most cases, INF(k) at some value of k > 0 leads
to larger gains in predictive power than k = 0.
Ergo, the information content of the preceding
text is more indicative of wrap-up behavior than
length alone. Further, while often within standard
error, INF(k)(w) at k > 1 provides more predictive
power than at k = 1 across the majority of datasets.
This indicates that unevenness in the distribution
of surprisal is stronger than the total surprisal con-
tent alone as a predictor of clause-final RTs. The
same experiments for sentence-medial words show
these quantities are less helpful when modeling
their RTs. Note that these effects hold above and
beyond the spill-over effects from the window im-
mediately preceding the sentence boundary. The
effect of the distribution of surprisal throughout the
sentence is stronger for eye-tracking data than for
SPR; further, the trends are even more pronounced
when measuring regression times for eye-tracking
data (see App. B).
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(a)

(b)

Figure 2: Mean ∆LogLik as a function of the exponent k in INF(k) for models of sentence and clause-final (top row)
and sentence-medial (bottom row) RTs using surprisal estimates from different language models. Shaded region
connects standard error estimates. Vertical intercepts at k = 0, 1 are for reference. We see that our information-
theoretic predictors contribute much less modeling power to the prediction of sentence-medial RTs in comparison to
sentence- and clause-final RTs.

Notably, we see some variation in trends across
datasets. Due to the nature of psycholinguistic
studies, it is natural to expect some variation due
to, e.g., data collection procedures or inaccuracies
from measurement devices. Another (perhaps more
influential) factor in the difference in trends comes
from the variation in dataset sizes. We see that
with the smaller datasets (e.g., UCL and Provo),
there may not be enough data to learn accurate
model parameters. This artifact may manifest as
the noisiness or a lack of a significant increase
in log-likelihood (on a held-out test set) over the
baseline that we observe in some cases.

When considering prior theories of wrap-up
processes, these results have several implications.
For example, they can be interpreted as supporting
and extending Rayner et al.’s (2000) hypothesis,
which suggests the extra time at sentence bound-
aries is spent resolving prior ambiguities. In this
case, the observed correlation between wrap-up
times and INF(k)(w) may potentially be linked to
two factors: (1) contextual ambiguities increasing
variation in per-word information content; and (2)
contextual ambiguities being resolved at clause
ends. On the other hand, these results provide
evidence against the hypothesis that the cognitive
processes occurring during the comprehension
of sentence-medial and clause-final words are the
same. Further, it also goes against Hirotani et al.’s
(2006) hypothesis (discussed in §2.2), as the dif-
ferences in sentence-medial and clause-final times
cannot be purely quantified by a constant factor.

5 Conclusion

We attempt to shed light on the nature of wrap-up
effects by exploring the relationship between
clause-final RTs and information-theoretic at-
tributes of text. We find that operationalizations of
the information contained in preceding context lead
to better predictions of these RTs, while not adding
significant predictive power for sentence-medial
RTs. This suggests that information-theoretic
attributes of text can shed light on the cognitive
processes happening during the comprehension of
clause-final words. Further, these processes may
indeed be different in nature than those required for
sentence-medial words. In short, our results pro-
vide evidence (either in support or against) about
several theories of the nature of wrap-up processes.

Ethics Statement

All studies involving human evaluations were con-
ducted outside of the scope of this paper. The
authors foresee no ethical concerns with the work
presented in this paper.

Acknowledgments

RC acknowledges support from the Swiss National
Science Foundation (SNSF) as part of the “The
Forgotten Role of Inductive Bias in Interpretability”
project. TP is supported by a Facebook Fellowship
Award. RPL acknowledges support from NSF grant
2121074.

24



References
Marisa Ferrara Boston, John T. Hale, Shravan Vasishth,

and Reinhold Kliegl. 2011. Parallel processing and
sentence comprehension difficulty. Language and
Cognitive Processes, 26(3):301–349.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D. Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, Sandhini Agarwal, Ariel Herbert-Voss,
Gretchen Krueger, Tom Henighan, Rewon Child,
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma-
teusz Litwin, Scott Gray, Benjamin Chess, Jack
Clark, Christopher Berner, Sam McCandlish, Alec
Radford, Ilya Sutskever, and Dario Amodei. 2020.
Language models are few-shot learners. In Ad-
vances in Neural Information Processing Systems,
volume 33, pages 1877–1901.

C. Christine Camblin, Peter C. Gordon, and Tamara Y.
Swaab. 2007. The interplay of discourse congruence
and lexical association during sentence processing:
Evidence from ERPs and eye tracking. Journal of
Memory and Language, 56(1):103–128.

Zihang Dai, Zhilin Yang, Yiming Yang, Jaime Car-
bonell, Quoc Le, and Ruslan Salakhutdinov. 2019.
Transformer-XL: Attentive language models beyond
a fixed-length context. In Proceedings of the 57th
Annual Meeting of the Association for Computational
Linguistics, pages 2978–2988, Florence, Italy. Asso-
ciation for Computational Linguistics.

Vera Demberg and Frank Keller. 2008. Data from eye-
tracking corpora as evidence for theories of syntactic
processing complexity. Cognition, 109(2):193–210.

Irene Fernandez Monsalve, Stefan L. Frank, and
Gabriella Vigliocco. 2012. Lexical surprisal as a
general predictor of reading time. In Proceedings
of the 13th Conference of the European Chapter of
the Association for Computational Linguistics, pages
398–408, Avignon, France. Association for Compu-
tational Linguistics.

Stefan L. Frank and Rens Bod. 2011. Insensitivity of the
human sentence-processing system to hierarchical
structure. Psychological Science, 22(6):829–834.

Stefan L. Frank, Irene Fernandez Monsalve, Robin L.
Thompson, and Gabriella Vigliocco. 2013. Read-
ing time data for evaluating broad-coverage models
of English sentence processing. Behavior Research
Methods, 45:1182–1190.

Stefan L. Frank, Leun J. Otten, Giulia Galli, and
Gabriella Vigliocco. 2015. The ERP response to
the amount of information conveyed by words in
sentences. Brain and Language, 140:1–11.

Richard Futrell, Edward Gibson, and Roger P. Levy.
2020. Lossy-context surprisal: An information-
theoretic model of memory effects in sentence pro-
cessing. Cognitive Science, 44:e12814.

Richard Futrell, Edward Gibson, Harry J. Tily, Idan
Blank, Anastasia Vishnevetsky, Steven Piantadosi,
and Evelina Fedorenko. 2018. The Natural Stories
Corpus. In Proceedings of the Eleventh International
Conference on Language Resources and Evaluation.
European Language Resources Association.

Adam Goodkind and Klinton Bicknell. 2018. Predic-
tive power of word surprisal for reading times is a
linear function of language model quality. In Pro-
ceedings of the 8th Workshop on Cognitive Modeling
and Computational Linguistics, pages 10–18.

John Hale. 2001. A probabilistic Earley parser as a psy-
cholinguistic model. In Second Meeting of the North
American Chapter of the Association for Computa-
tional Linguistics. Association for Computational
Linguistics.

John Hale. 2006. Uncertainty about the rest of the
sentence. Cognitive science, 30(4):643–672.

Kenneth Heafield. 2011. KenLM: Faster and smaller
language model queries. In Proceedings of the Sixth
Workshop on Statistical Machine Translation, pages
187–197, Edinburgh, Scotland. Association for Com-
putational Linguistics.

Robin Hill and Wayne Murray. 2000. Commas and
Spaces: Effects of Punctuation on Eye Movements
and Sentence Parsing, pages 565–590. Elsevier.

Masako Hirotani, Lyn Frazier, and Keith Rayner. 2006.
Punctuation and intonation effects on clause and sen-
tence wrap-up: Evidence from eye movements. Jour-
nal of Memory and Language, 54(3):425–443.

Robert J. Jarvella. 1971. Syntactic processing of con-
nected speech. Journal of Verbal Learning and Ver-
bal Behavior, 10(4):409–416.

Marcel Adam Just and Patricia A. Carpenter. 1980. A
theory of reading: From eye fixations to comprehen-
sion. Psychological Review, 87 4:329–54.

Marcel Adam Just, Patricia A. Carpenter, and Jacque-
line D. Woolley. 1982. Paradigms and processes in
reading comprehension. Journal of Experimental
Psychology: General, 111:228–238.

Alan Kennedy, Robin Hill, and Joel Pynte. 2003. The
Dundee Corpus. In Proceedings of the 12th Euro-
pean Conference on Eye Movements.

Gina R. Kuperberg, Martin Paczynski, and Tali Dit-
man. 2011. Establishing Causal Coherence across
Sentences: An ERP Study. Journal of Cognitive
Neuroscience, 23(5):1230–1246.

Steven G. Luke and Kiel Christianson. 2018. The Provo
Corpus: A large eye-tracking corpus with predictabil-
ity norms. Behavior Research Methods, 50(2):826–
833.

25



Clara Meister, Tiago Pimentel, Patrick Haller, Lena
Jäger, Ryan Cotterell, and Roger Levy. 2021. Revis-
iting the uniform information density hypothesis. In
Proceedings of the 2021 Conference on Empirical
Methods in Natural Language Processing, Online.
Association for Computational Linguistics.

Jeff Mitchell, Mirella Lapata, Vera Demberg, and Frank
Keller. 2010. Syntactic and semantic factors in pro-
cessing difficulty: An integrated measure. In Pro-
ceedings of the 48th Annual Meeting of the Associa-
tion for Computational Linguistics, pages 196–206,
Uppsala, Sweden. Association for Computational
Linguistics.

Hermann Ney, Ute Essen, and Reinhard Kneser. 1994.
On structuring probabilistic dependences in stochas-
tic language modelling. Computer Speech and Lan-
guage, 8(1):1–38.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, Ilya Sutskever, et al. 2019. Language
models are unsupervised multitask learners. OpenAI
blog, 1(8):9.

Keith Rayner and Charles Clifton. 2009. Language pro-
cessing in reading and speech perception is fast and
incremental: Implications for event-related potential
research. Biological Psychology, 80(1):4–9.

Keith Rayner, Gretchen Kambe, and Susan A. Duffy.
2000. The effect of clause wrap-up on eye move-
ments during reading. The Quarterly Journal of Ex-
perimental Psychology Section A, 53(4):1061–1080.

Keith Rayner, Sara C. Sereno, Robin K. Morris, A. Réne
Schmauder, and Charles Clifton Jr. 1989. Eye
movements and on-line language comprehension pro-
cesses. Language and Cognitive Processes, 4(3–
4):SI21–SI49.

Claude E. Shannon. 1948. A mathematical theory of
communication. The Bell System Technical Journal,
27(3):379–423.

Nathaniel J. Smith and Roger Levy. 2013. The effect
of word predictability on reading time is logarithmic.
Cognition, 128(3):302–319.

Laurie A. Stowe, Edith Kaan, Laura Sabourin, and
Ryan C. Taylor. 2018. The sentence wrap-up dogma.
Cognition, 176:232–247.

Marten Van Schijndel and Tal Linzen. 2021. Single-
stage prediction models do not explain the magnitude
of syntactic disambiguation difficulty. Cognitive Sci-
ence, 45(6):e12988.

Ethan Gotlieb Wilcox, Jon Gauthier, Jennifer Hu, Peng
Qian, and Roger Levy. 2020. On the predictive power
of neural language models for human real-time com-
prehension behavior. In Proceedings of the 42nd An-
nual Meeting of the Cognitive Science Society, pages
1707–1713. Cognitive Science Society.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Remi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander Rush. 2020. Trans-
formers: State-of-the-art natural language processing.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38–45, Online. Association
for Computational Linguistics.

26



A Experimental Setup

A.1 Data Pre-processing
We use the Moses decoder8 tokenizer and punctua-
tion normalizer to pre-process all text data. Some
of the Hugging Face tokenizers for respective neu-
ral models performed additional tokenization; we
refer the reader to the library documentation for
more details. We determine clause-final words as
all those ending in punctuation. Capitalization was
kept intact albeit the lowercase version of words
were used in unigram probability estimates. We es-
timate unigram log-probabilities on WikiText-103
using the KenLM (Heafield, 2011) library with de-
fault hyperparameters. We removed outlier word-
level reading times (specifically those with a z-
score > 3 when the distribution was modeled as
log-linear).

A.2 Surprisal Estimates
We use pre-trained neural language models to com-
pute most surprisal estimates. For reproducibil-
ity, we employ the model checkpoints provided
by Hugging Face (Wolf et al., 2020). Specifi-
cally, for GPT-2, we use the default OpenAI ver-
sion (gpt2); for TransformerXL, we use a ver-
sion of the model (architecture described in Dai
et al. (2019)) that has been fine-tuned on WikiText-
103 (transfo-xl-wt103); for BERT, we use the
bert-base-cased version. Notably, BERT mod-
els the probability of a word given both prior
and later context, which means it can only give
us pseudo estimates of surprisal. Both GPT-2
and BERT use sub-word tokenization. We ad-
ditionally use surprisal estimates from a 5-gram
model trained on WikiText-103 using the KenLM
(Heafield, 2011) library with default hyperparame-
ters for Kneser–Essen–Ney smoothing.

8http://www.statmt.org/moses/

B Additional Results

Figure 3: Distributions of average RTs for clause-final
and non-clause-final words. Outlier times (according to
log-normal distribution) are excluded from averages for
both graphs. The top level datasets contain eye-tracking
data while the bottom contain SPR data.

Figure 4: Version of Fig. 1 where surprisal estimates do
not include the surprisal assigned to punctuation, which
is often a large contributor to clause-final surprisal es-
timates. We see very little qualitative difference with
Fig. 1.

B.1 Regression Times Analysis

(a)

(b)

Figure 5: Version of (a) Fig. 3 and (b) Fig. 1 for regres-
sion times for clause-final and non-clause-final words.
Only applicable for eye-tracking datasets
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(a)

(b)

Figure 6: Same setup as Fig. 2 albeit predicting regression times. Only applicable for eye-tracking datasets. (a)
shows results for predicting clause-final words, while (b) shows results for predicting sentence-medial words.

(a)

(b)

Figure 7: Same setup as Fig. 2 albeit using respective model estimates for the baseline per-word surprisal estimate.
(a) shows results for predicting clause-final words, while (b) shows results for predicting sentence-medial words.
Results follow similar trends to those seen in Fig. 2.
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Abstract

Argument pair extraction (APE) aims to au-
tomatically mine argument pairs from two in-
terrelated argumentative documents. Existing
studies typically identify argument pairs indi-
rectly by predicting sentence-level relations be-
tween two documents, neglecting the modeling
of the holistic argument-level interactions. To-
wards this issue, we propose to address APE
via a machine reading comprehension (MRC)
framework with two phases. The first phase
employs an argument mining (AM) query to
identify all arguments in two documents. The
second phase considers each identified argu-
ment as an APE query to extract its paired
arguments from another document, allowing
to better capture the argument-level interac-
tions. Also, this framework enables these two
phases to be jointly trained in a single MRC
model, thereby maximizing the mutual benefits
of them. Experimental results demonstrate that
our approach achieves the best performance,
outperforming the state-of-the-art method by
7.11% in F1 score.

1 Introduction

As a salient part of argument mining (AM), the
analysis of dialogical argumentation has received
increasing research attention (Morio and Fujita,
2018; Chakrabarty et al., 2019; Ji et al., 2021;
Cheng et al., 2021; Yuan et al., 2021). Argument
pair extraction (APE), proposed by Cheng et al.
(2020), is a new task within this field that focuses
on extracting interactive argument pairs from two
interrelated documents (e.g., peer reviewer and re-
buttal). Figure 1 presents an example of APE where
two interrelated documents are segmented into ar-
guments and non-arguments at sentence level. Two
arguments from different documents that discuss
the same issues are regarded as an argument pair.
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†Corresponding Author
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Figure 1: A simplified example of APE task, where each
dashed line in the two documents denotes a sentence.
sij is the j-th sentence in document i, and argij is an
argument in the j-th argument pair from document i.
Sentences without colors indicate non-arguments, while
sentences covered by colors can form arguments. Two
arguments with the same color are regarded as an argu-
ment pair.

Previous works (Cheng et al., 2020, 2021) com-
monly address APE by decomposing it into two
sentence-level subtasks, i.e., a sequence labeling
task and a sentence relation classification task.
These methods identify arguments by sentence-
level sequence labeling and determine whether two
sentences belong to the same argument pair by
sentence relation classification. Afterwards, the
argument pairs are inferred indirectly by certain
rules combining the results of the two subtasks.
However, such a paradigm only considers sentence-
level relations, while the holistic argument-level
relations can not be well modeled.

In this paper, we argue that APE can be con-
sidered as a multi-turn machine reading compre-
hension (MRC) task with two phases, i.e., an AM
phase and an APE phase. Specifically, in the first
turn, a special AM query is employed to identify
all the arguments in the first document (AM phase).
Afterwards, in each subsequent turn, every identi-
fied argument is treated as an APE query to extract
its paired arguments from the second document
(APE phase). Similarly, this process can also be
performed in another direction, that is, using the
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arguments identified in the second document as
queries to extract the paired arguments from the
first document. We train these two phases jointly
in a single MRC model, allowing them to benefit
each other. By considering arguments as queries,
our proposed MRC framework can better capture
the interactions between each query argument and
the queried document, thus extracting the argument
pairs at the argument level. In addition, consider-
ing the long length of the documents, we utilize
Longformer (Beltagy et al., 2020) to model longer
contexts.

We evaluate our method on the large benchmark
dataset (Cheng et al., 2020). Results show that our
proposed method significantly outperforms the cur-
rent state-of-the-art method by 7.11% in F1 score.

2 Related Work

2.1 Argument Mining

Argument mining aims to analyze the structure of
argumentation, and it contains various subtasks,
such as argument component identification (Moens
et al., 2007; Goudas et al., 2015; Ajjour et al.,
2017; Jo et al., 2019), argument relation predic-
tion (Nguyen and Litman, 2016; Cocarascu et al.,
2020; Jo et al., 2021), argumentation structure pars-
ing (Stab and Gurevych, 2017; Kuribayashi et al.,
2019; Morio et al., 2020; Bao et al., 2021), argu-
mentation strategy analysis (Khatib et al., 2018;
Morio et al., 2019), etc.

Most previous works mainly focus on monologi-
cal argumentation, while dialogical argumentation
(Morio and Fujita, 2018; Chakrabarty et al., 2019)
is relatively less emphasized. Recently, the anal-
ysis of dialogical argumentation has attracted in-
creasing attention in the field of argument mining.
Cheng et al. (2020) propose the APE task which
involves identifying arguments and extracting ar-
gument pairs in peer review and rebuttal. Ji et al.
(2021) identify interactive argument pairs in online
debate forums based on the discrete variational au-
toencoders. Cheng et al. (2021) address the APE
task based on a table-filling approach. Yuan et al.
(2021) construct a dialogical argumentation knowl-
edge graph for identifying argument pairs.

2.2 Machine Reading Comprehension

Machine reading comprehension (MRC) aims to
extract answer spans from a passage according to
a given query (Seo et al., 2017; Chen et al., 2017;
Devlin et al., 2019; Wen et al., 2021). Formulating

NLP tasks as MRC tasks has been a rising trend
in recent years, such as dependency parsing (Gan
et al., 2021), relation extraction (Levy et al., 2017),
named entity recognition (Li et al., 2020), senti-
ment analysis (Chen et al., 2021; Mao et al., 2021).
Unlike previous studies above, we employ a MRC
framework to analyze the complex argumentative
relations between two documents with excessively
long length.

3 Methodology

3.1 Task Formulation

We assume that two interrelated documents Da =
(sa1, s

a
2, ..., s

a
na) and Db = (sb1, s

b
2, ..., s

b
nb) are

given, where sij denotes the j-th sentence in doc-
ument i. We need to extract the collection of ar-
gument pairs P = {(argai , argbi )}

|P |
i=1, where argai

and argbi respectively represent the arguments in
document Da and Db, and they compose the i-th
argument pair. Note that each argument consists of
one or more consecutive sentences. For example,
argai = (sa,istart, s

a,i
start+1, ..., s

a,i
end) where start and

end denote the start and end sentence index.
To frame APE as a multi-turn MRC task, two

types of queries are constructed, i.e., the argument
mining (AM) query and the argument pair extrac-
tion (APE) query. Intuitively, we could consider
the process of extracting argument pairs from the
perspective of two directions, i.e., Da → Db and
Db → Da. For the Da → Db direction, we first
construct an AM query using a special token whose
corresponding answers are all the arguments in
document Da. After recognizing all arguments
through the AM query, each recognized argument
is considered as an APE query whose correspond-
ing answers are its paired arguments in document
Db. Similarly, for the Db → Da direction, we first
query document Db with the AM query, and then
generate the APE queries for document Da. Fi-
nally, the argument pairs can be derived by fusing
the answer results of all APE queries.

3.2 MRC Framework

3.2.1 Encoder

Since APE is a document-level task with exces-
sively long text, we adopt Longformer to capture
contextual information over longer distances. For
brevity, we only describe the MRC process in the
Da → Db direction below, and the Db → Da

direction can be performed similarly.
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Formally, we use a special token “[AM]” to rep-
resent the AM query qam, which aims to identify
all the arguments Aa = {argak}

|Aa|
k=1 in document

Da where argak indicates the k-th argument in Da.
Then, each identified argument argak is considered
as an APE query qa,apek , i.e., qa,apek = argak =

(sa,kstart, ..., s
a,k
end). Note that we use gold arguments

as APE queries during training.
With these queries, we first concatenate the AM

query qam and the document Da as an input se-
quence for AM:

Iam = ([s], qam, [/s], [s], sa1, s
a
2, ..., s

a
na , [/s])

(1)
Also, we concatenate each APE query qa,apek

and the document Db to obtain multiple input se-
quences for APE:

Iapek = ([s], qa,apek , [/s], [s], sb1, s
b
2, ..., s

b
nb , [/s])

(2)
where [s] and [/s] are special tokens of Longformer.

Subsequently, for each sequence above, we feed
it into Longformer to get the hidden representation
of each token in the input document. Specifically,
to enable Longformer to better learn argument-
specific representations, we add global attention
to the tokens of the query. Afterwards, we de-
rive the hidden representation of each sentence
through mean pooling on token representations in
this sentence. Further, to better model the long-
term dependency among sentences, the hidden rep-
resentations of sentences are fed into LSTM to de-
rive the contextual sentence representation matrix
H = (h1,h2, . . . ,hn).

3.2.2 Answer Span Prediction

For each turn, one or more answer spans will be
extracted as arguments. Note that, in each direction,
the first turn aims to extract all arguments, while
the following turns aim to extract arguments that
can form pairs with the query argument.

Specifically, inspired by Li et al. (2020), we fed
H into two binary classifiers to predict the start and
end sentence positions of arguments. After obtain-
ing all start and end positions, we further employ
another binary classifier to determine whether each
start and end position pair (matched by Cartesian
product) forms an answer span. Note that the input
of this span classifier is the concatenation of the
start and end sentence representations from H.

3.2.3 Training
During training, the three classifiers described in
Section 3.2.2 yield three cross-entropy losses, i.e.,
a start loss, an end loss, and a span loss. We simply
sum these losses up as the training objective of our
model. In addition, the AM phrase and the APE
phrase are trained jointly in a single MRC model.

3.2.4 Inference
During inference, the Da → Db direction uses the
trained MRC model to first identify all the argu-
ments in Da by the AM query and then extract all
the argument pairs in Db by the APE queries. Sim-
ilarly, the Db → Da direction can be performed in
the same manner by simply exchanging the order
of Da and Db. Each APE query in both directions
yields one or more argument pairs, where each ar-
gument pair contains the query argument and one
extracted argument. We simply merge all argument
pairs extracted by all APE queries into a union set
to obtain the final inference results.

4 Experiments

4.1 Experimental setup

4.1.1 Dataset
Our experiments are conducted on the large APE
benchmark dataset, namely the Review-Rebuttal
(RR) dataset (Cheng et al., 2020), which contains
4,764 pairs of review-rebuttal passages of ICLR.
Following the setup of (Cheng et al., 2021), we
also evaluate our method on two versions of the
train/dev/test (8:1:1) split, i.e., RR-Passage-v1 and
RR-Submission-v2. Note that in our method, we
view review passage and rebuttal passage as docu-
ment Da and document Db, respectively.

4.1.2 Implementation Details
We adopt Longformer-base-4096 1 as base encoder,
and we use sliding window attention with the win-
dow size of 512. We train our model 6 epochs with
a batch size of 4. AdamW (Kingma and Ba, 2015)
is used as the optimizer, and the learning rates for
Longformer and other layers are 1e-5 and 1e-3.2

The evaluation metrics contain two aspects,
namely AM and APE. Different from (Cheng et al.,
2021, 2020), sentence pairing is not included as a
metric because we extract argument pairs directly.

1https://huggingface.co/allenai/
longformer-base-4096

2Our source code is available at https://github.
com/HLT-HITSZ/MRC_APE
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Data Methods Argument Mining Argument Pair Extraction
Pre. Rec. F1 Pre. Rec. F1

RR-Submission-v2

PL-H-LSTM-CRF 67.02 68.49 67.75 19.74 19.13 19.43
MT-H-LSTM-CRF 70.74 69.46 70.09 27.24 26.00 26.61
MLMC 69.53 73.27 71.35 37.15 29.38 32.81
MRC-APE-Bert 73.36 68.35 70.77 42.26 34.06 37.72
MRC-APE-Sep. 72.45 71.58 72.01 41.09 36.99 38.93
MRC-APE (Ours) 71.83 73.05 72.43 41.83 38.17 39.92

RR-Passage-v1

PL-H-LSTM-CRF 73.10 67.65 70.27 21.24 19.30 20.22
MT-H-LSTM-CRF 71.85 71.01 71.43 30.08 29.55 29.81
MLMC 66.79 72.17 69.38 40.27 29.53 34.07
MRC-APE-Bert 66.81 69.84 68.29 34.70 35.53 35.11
MRC-APE-Sep. 75.27 67.90 71.39 36.63 40.05 38.26
MRC-APE (Ours) 76.39 70.62 73.39 37.70 44.00 40.61

Table 1: Main results on RR-Submission-v2 and RR-Passage-v1 (%). The best scores are in bold.

We select the best parameters based on the perfor-
mance (i.e., average F1 scores of AM and APE)
on the dev set. All scores are averaged across 5
distinct trials using different random seeds.

4.1.3 Baselines
We compare our model with several baselines. PL-
H-LSTM-CRF (Cheng et al., 2020) independently
trains an argument mining task and a sentence pair-
ing task, while MT-H-LSTM-CRF (Cheng et al.,
2020) trains two subtasks in a multi-task frame-
work. MLMC (Cheng et al., 2021) is an attention-
guided model based on a table-filling approach,
which is the current state-of-the-art method.

Furthermore, we implement two additional base-
lines. For a fair comparison with MLMC, MRC-
APE-Bert replaces Longformer with Bert, where
documents with excessively long length are splited
into several segments. Instead of jointly training
AM and APE phases, MRC-APE-Sep. trains the
two phases separately.

4.2 Results and Analysis

4.2.1 Main Results
As shown in Table 1, our model achieves the best
performance on both versions of the RR dataset.
Concretely, on RR-Submission-v2, our model sig-
nificantly outperforms the current state-of-the-art
model MLMC by at least 7.11% in APE F1 score.
On RR-Passage-v1, our model obtains at least
a 6.54% higher APE F1 score than the MLMC.
Also, our model achieves the best performance on
AM. Furthermore, without applying Longformer
as the base encoder, MRC-APE-Bert still outper-
forms MLMC in APE F1 score, demonstrating
that our improvement is not only brought by Long-
former. However, for the AM task, MAC-APE-Bert

Method APE
Pre. Rec. F1 ∆(F1)

MRC-APE (Ours) 41.83 38.17 39.92 -
w/o Db →Da 49.47 31.33 38.36 1.56
w/o Da →Db 46.68 26.02 33.41 6.51
w/o LSTM 44.98 34.51 39.06 0.86
w/o GA 38.20 30.66 34.02 5.90

Table 2: The results of ablation experiments on RR-
Submission-v2 (%). The best scores are in bold. w/o
GA indicates that the global attention is not included in
Longformer.

achieves slightly lower F1 score than MLMC. The
reason may be that, in MLMC, the predictions of
the AM task are influenced by the APE task through
a complex attention interaction mechanism. How-
ever, our model does not require such a complex
design and can achieve much better results on the
APE task. Besides, our MRC-APE achieves better
results than MRC-APE-Sep. on both AM and APE
tasks, indicating that jointly training two phases in
a single MRC model could maximize the mutual
benefits of the two phases.

In addition, to analyze the error propagation
from the first phase to the second phase, we use the
true label of AM task to predict APE task. Under
this setting, our model can achieve around 59.44%
F1 score for APE task, showing effectiveness in
identifying argument pairs.

4.2.2 Ablation Study
The ablation study results are shown in Table 2.
It can be observed that using two directions con-
tributes greatly to our method. Also, using the
arguments recognized in Da to extract the paired
arguments in Db is more critical in the RR dataset,
removing it causes a 6.51% decrease in APE F1

score. Without the LSTM to capture the long-
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term dependency among sentences, the APE F1

score decreases by 0.86%. Furthermore, the perfor-
mance drops heavily without the global attention,
because it enables more interactions between the
query argument and the queried document, thus
better argument-specific representations could be
learned.

5 Conclusion

In this paper, we propose to frame the argument
pair extraction (APE) task as a machine reading
comprehension (MRC) task. Our MRC framework
addresses APE through two phases with two types
of queries, that is, argument mining (AM) query
and argument pair extraction (APE) query. Our
proposed method can better model the argument-
level interactions, thus facilitating the extraction
of argument pairs. Experimental results on a large
benchmark dataset demonstrate that our proposed
method achieves state-of-the-art performance.
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Abstract

When generating natural language from neural
probabilistic models, high probability does
not always coincide with high quality: It
has often been observed that mode-seeking
decoding methods, i.e., those that produce
high-probability text under the model, lead to
unnatural language. On the other hand, the
lower-probability text generated by stochastic
methods is perceived as more human-like.
In this note, we offer an explanation for this
phenomenon by analyzing language gener-
ation through an information-theoretic lens.
Specifically, we posit that human-like language
should contain an amount of information
(quantified as negative log-probability) that
is close to the entropy of the distribution over
natural strings. Further, we posit that language
with substantially more (or less) information is
undesirable. We provide preliminary empirical
evidence in favor of this hypothesis; quality
ratings of both human and machine-generated
text—covering multiple tasks and common
decoding strategies—suggest high-quality text
has an information content significantly closer
to the entropy than we would expect by chance.

1 Introduction

Today’s probabilistic neural language models are
often trained on millions—if not billions—of lines
of human text; thus, at least at an intuitive level,
we would expect high-probability generations
to be human-like. Yet the high-quality1 texts
these models have become famous for producing
(Brown et al., 2020; Clark et al., 2021) are usually
not those assigned the highest probability by the
model (Fan et al., 2018; Holtzman et al., 2020;
Basu et al., 2021; DeLucia et al., 2021). Rather,
the relationship between probability and quality

1We assume that “human-like” is a (necessary but not
sufficient) prerequisite for “high-quality” in the context of
natural language strings.

appears to have an inflection point,2 i.e., quality
and probability are positively correlated only until
a certain threshold, after which the correlation
becomes negative. While the existence of such a
trend has received informal explanations (see, e.g.,
Ippolito et al. (2019) and Zhang et al. (2021) for a
qualitative discussion about the trade-off between
diversity and quality), it lacks a more fundamental
understanding. Why does the lower probability text
produced by stochastic decoding methods—such
as nucleus or top-k sampling—outperform text gen-
erated using probability-maximizing approaches?
In this note, we take an information-theoretic
approach in an attempt to answer this question.

In information theory, probability has another
interpretation: its negative log quantifies in-
formation content. In the context of natural
language, the notion of information content is
intuitive; humans use strings as a means to convey
information. Further, less predictable text, i.e., text
which would be harder for us to anticipate, conveys
more information. If we assume that the goal of
human communication is to transmit messages
efficiently and reliably (Gibson et al., 2019), we
may predict that these strings’ information content
should concentrate inside a specific interval. At
one extreme, strings with more-than-expected
information may be hard to process, and thus
ought to be disfavored when producing language.3

At the other extreme, low-information strings may
be seen as boring and uninformative.

Collectively, these concepts lead us to propose
the expected information hypothesis: Text
perceived as human-like should have an infor-
mation content within a small interval around
the expected information—i.e., the entropy—of
natural language strings. Such a hypothesis offers

2The inflection point is empirically demonstrated in our
App. B or in Fig. 1 of Zhang et al. (2021).

3Many works in psycholinguistics have shown a direct
relationship between information content and processing effort
(Smith and Levy, 2013; Wilcox et al., 2020, inter alia).
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an intuitive explanation for the trends observed
in natural language generation (NLG), i.e., why
desirable text seems to exist not always at the
high end of the probability spectrum but around a
certain inflection point.4 Moreover, it also gives us
a testable hypothesis: given a language generation
model q whose entropy we can empirically
estimate, we can evaluate whether high-quality
text indeed has an information content that falls
within an interval around this quantity.

To test our hypothesis, we perform an analysis
comparing human and model-generated text,
investigating multiple common decoding strategies
and NLG tasks. Specifically, our analysis focuses
exclusively on English text. We indeed observe
that the information content of highly ranked text
(as judged by humans) often falls within a standard
deviation of model entropy; there is statistically
significant evidence that this is not due to chance.
Further, the best-performing decoding methods
appear to select strings with an information content
within this interval. We take these observations as
empirical support for our hypothesis, helping to
explain the probability–quality paradox observed
in language generation.

2 Probabilistic Language Generators

In this work, we focus on probabilistic models
for language generation tasks. Formally, these
models are probability distributions q over natural
language strings y ∈ Y , where Y is the (countably
infinite) set consisting of all possible strings that
can be constructed from a set vocabulary V:

Y def
= {BOS ◦ v ◦ EOS | v ∈ V∗} (1)

Here, BOS and EOS stand for special reserved
beginning- and end-of-string tokens, respectively,
and V∗ denotes the Kleene closure of V . In
practice, we limit the set of strings we consider to
YN ⊂ Y for some maximum sequence length N .

Note that q may be a conditional model. For
instance, we may model q(· | x) where x is an
input text, as in the case of machine translation, or
an input image, as in the case of image captioning.
However, for notational brevity, we omit this
explicit dependence in most of our subsequent
analyses. In order to estimate q, it is standard
practice to maximize the log-probability of a

4Similar ideas have been used to improve language models
and language generation before (Meister et al., 2020; Wei
et al., 2021).

training corpus C under the model with respect
to the model’s parameters θ. This is equivalent to
minimizing its negative log-probability:

L(θ; C) = −
∑
y∈C

log q(y) (2)

There are many different decision rules one can em-
ploy for generating natural language strings from a
model q; such sets of rules are generally referred to
as decoding strategies; see Wiher et al. (2022) for
an in-depth review. Given the probabilistic nature
of the models we consider, an intuitive strategy for
decoding would be to choose the string with the
highest probability under q, an approach referred
to as maximum-a-posteriori (MAP) decoding.5 Yet
recent research has shown that solutions to MAP
decoding—or, even more generally, to heuristic
mode-seeking methods such as beam search—are
often not high-quality, even in state-of-the-art NLG
models. For example, in the domain of machine
translation, the most probable string under the
model is often the empty string (Stahlberg and
Byrne, 2019). Similarly, in the domain of open-
ended generation, mode-seeking methods produce
dull and generic text (Holtzman et al., 2020).

Where maximization has failed, authors have
turned to stochastic methods, taking random
samples from q. While the resulting text is often
assigned much lower probability than the mode,
it can be qualitatively much better. This peculiarity
has puzzled the language generation community
for the last few years, with only qualitative
intuitions being offered as explanation. This paper
in turn offers a quantitative explanation.

3 Language as Communication

While many aspects of natural language may not
perfectly adhere to Shannon’s mathematical theory
of communication, there are several characteristics
of human language that can fruitfully be described
using an information-theoretic framework.6 Here
we employ this framework for explaining recent
phenomena observed in probabilistic NLG.

5Note that MAP decoding is somewhat of a misnomer
since we are not maximizing over a Bayesian posterior.
Nonetheless, the term has become commonplace in the lan-
guage generation literature.

6A large body of work has explored the extent to which
attributes of human languages—such as word lengths or
phoneme distributions—can be explained as information-
theoretic design features (Gibson et al., 2019). Surprisal the-
ory, for instance, directly relates human language processing
difficulty to information content (Hale, 2001).
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3.1 Measuring Information

We can precisely compute the information content
of a string given the true (perhaps conditional)
probability distribution p over natural language
strings. Fortunately, this is the exact distribution
our language generation models in §2 are trained to
approximate.7 Assuming q approximates p well (as
quantified by metrics such as perplexity), we may
thus use it to estimate such attributes of natural
language strings. In this work, we will measure
the amount of information a specific realization
y contains, which we denote I(y)

def
= − log q(y),

as well as the expected amount of information
a random y ∈ YN drawn from q contains, also
termed the entropy of q:

Eq [I(y)] = H(q) = −
∑
y∈YN

q(y) log q(y) (3)

Note that Pimentel et al. (2021b, Theorem 2) prove
that, as long as the probability of EOS under q is
bounded below by some ϵ > 0, then the entropy of
q is finite. In our case we restrict q to a finite subset
YN of Y , which also implies that Eq. (3) is finite.

3.2 The Expected Information Hypothesis

Language is used as a means for transferring
information. This property of language has in fact
motivated several theories of language evolution;
many have posited, for instance, that natural
language has developed to optimize for reliable
and efficient data communication, subject to
cognitive resources (Zipf, 1949; Hockett, 1960;
Hawkins, 2004; Piantadosi et al., 2011). The
above theories arguably imply that humans tend
to produce natural language strings with a certain
amount of information; they also imply that, on the
receiving end of communication, humans would
expect similar strings. We argue that this amount
is intuitively close to the language’s entropy, i.e.,
close to the average string’s information content.

Expected Information Hypothesis. Text per-
ceived as human-like typically encodes an amount
of information close to the expected information
content of natural language strings, i.e., in the in-
terval [H(p)− ε, H(p)+ ε] for a natural language

7To see this, recall that minimizing the objective in Eq. (2)
is (up to an additive constant) equivalent to minimizing
the Kullback–Leibler divergence—an information-theoretic
quantity that measures the amount of information lost when
approximating one probability distribution with another—
between the empirical distribution p and our model q.

string distribution p and some ε.8 Text that falls out-
side of this region is likely perceived as unnatural.

This viewpoint can be applied to the problem of
decoding neural text generators. In the context of
a model q of the distribution p, this implies that—
when q is a good approximation—human-like text
should typically have a negative log-probability
close to the entropy of q. In §4, we provide
empirical evidence for this hypothesis.

Relationship to the typical set. The set of
strings that we discuss has an intuitive relationship
to the typical set (Shannon, 1948), an information-
theoretic concept defined for stationary ergodic
stochastic processes. However, generation from
standard neural probabilistic language models can-
not be framed as such a process.9 While we cannot
utilize the formal mathematical underpinnings of
typicality, the connection can still be useful for un-
derstanding why strings with a given information
content exhibit certain characteristics. An overview
of the concept is in App. A for the interested reader;
also see Dieleman (2020) for further insights on
typicality in the context of generative models.

4 Experiments

Our experiments present an analysis of the distri-
bution of information content in text generated by
both humans and probabilistic models. Specifically,
we look at the relationship between information
content and quality—as measured by human judg-
ments. We perform experiments on two natural
language generation tasks: abstractive summariza-
tion and story generation. We present the results
for story generation here, while the results for sum-
marization can be found in App. B due to space
constraints. A recreation of the probability versus
quality plots of Zhang et al. (2021) can also be
found in App. B.

We use the following Monte Carlo estimator for
the entropy, i.e., expected information content, of

8While we do not offer a concrete explanation of why
distributions over natural language strings have a particular
entropy, we posit that it is determined by cognitive constraints,
as observed with other phenomena in natural language (Coupé
et al., 2019; Pimentel et al., 2021a).

9Specifically, most neural language models are neither
stationary (due to their ability to encode arbitrarily long se-
quences; Welleck et al. 2020) nor ergodic (because of the ab-
sorbing nature of the EOS state). This implies that we cannot
guarantee the existence of an entropy rate, which is necessary
to define the typical set.
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Figure 1: The distribution over information I(y) values
of: MODEL, the model, as estimated using samples
from q; REFERENCE, the reference strings; TOP 1 and
BOTTOM 1, model-generated strings ranked first and last
(respectively) among all decoding strategies by human
annotators. The latter 3 are all w.r.t. a held-out test
set. Same graph is reproduced for individual decoding
strategies in App. B.

our model q:

Ĥ(q) =
1

M

M∑
m=1

− log q(y(m)) (4)

where we sample y(m) i.i.d.∼ q. Algorithmically,
taking these samples may be done in linear time
using ancestral sampling. All computations are
performed with the test sets of respective datasets.
Note that for both abstractive summarization and
story generation, where we condition on some input
x, we must compute the conditional entropy for
each input, i.e., using q(· | x) instead of q(·). For
each x, we take M = 100 to estimate Ĥ(q(· | x)).

4.1 Setup

Models and Data. We only conduct experiments
on the English language. For story generation, we
fine-tune GPT-2 (medium) (Radford et al., 2019)
(checkpoint made available by OpenAI) on the
WRITINGPROMPTS dataset (Fan et al., 2018). For
abstractive summarization, we use BART (Lewis
et al., 2020), fine-tuned on the CNN/DAILYMAIL

dataset (Nallapati et al., 2016). We rely on the
open-sourced code-base from the HuggingFace
framework (Wolf et al., 2020) for reproducibility.

Decoding Strategies. We explore text generated
according to a number of different decoding strate-
gies. Unless otherwise stated, we use the imple-
mentation provided by Hugging Face for each of
the decoding algorithms. Along with standard an-
cestral sampling, we experiment with the following
six decoding strategies:

• greedy search;

Figure 2: The distribution of the difference in total in-
formation content for (1) test-set references and (2) top-
ranked model-generated strings from the (conditional)
entropy of the model from which they were generated.

• beam search with beam sizes k = 5 and
k = 10;

• diverse beam search (Vijayakumar et al.,
2016) with Hamming distance as a dissimilar-
ity function and λ = 0.7 and G = k = 5;10

• ancestral sampling;
• top-k sampling (Fan et al., 2018) with k =
30;

• nucleus sampling (Holtzman et al., 2020)
with p = 0.85;11

• minimum Bayes risk decoding (MBR;
Eikema and Aziz 2020)12 with 32 Monte
Carlo samples13 from q and BEER (Stanojević
and Sima’an, 2014) as the utility function.

Human Evaluations. We use the prolific
platform to obtain human judgments of text
quality (according to 2 criteria per task) from 5
different annotators on 200 examples per decoding
strategy–per task. This gives us a total of > 3000
annotated examples. We largely follow the
guidelines recommended by van der Lee et al.
(2021) in setting up our evaluations: For abstrac-
tive summarization, we ask annotators to rate
quality and accuracy while for story generation,
annotators rate fluency and naturalness. More
details on our setup can be found in App. B.1.

4.2 Results
In Fig. 1, we plot the distribution of information
content assigned by q to four different sets of
strings: our reference (human-generated) text, the

10The choice of dissimilarity function and hyperparameters
(λ,G, k) is based on the recommendations from the original
work.

11This choice is based on experiments in (DeLucia et al.,
2021) that suggest a parameter range p ∈ [0.7, 0.9].

12We use the github.com/Roxot/mbr-nmt framework.
13The number of Monte Carlo samples was chosen based

on the batch size constraint.
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Figure 3: Human scores for strings (including both
reference text and model-generated text) within 1 std of
model entropy and outside of this interval. There is a
statistically significant difference in means (p < 0.001).

top and bottom ranked (according to human an-
notators) strings generated from q via our differ-
ent decoding strategies,14 and strings sampled i.i.d.
from q. Note that the latter should represent the
distribution of negative log-probabilities assigned
to strings by the model. We see that both the refer-
ences and the top-ranked model-generated strings—
both of which we assume are of relatively high
quality—contain an amount of information clus-
tered around the (estimated) model entropy. On the
other hand, the distribution of the information con-
tent of poorly rated strings is skewed towards much
lower values. The same trends hold when look-
ing at information normalized by string length, i.e.,
I(y)/|y| (see App. B), demonstrating these trends
are not purely an artifact of string length. We note
that in our human evaluations, the reference string
was ranked first in 47% of cases and it was tied
for first in an additional 16% of the cases. This
suggests that the quality of the reference strings is
on par with—if not higher than—the set of “top 1”
model-generated strings.

Fig. 2 shows the distribution of deviations of
strings’ information content from the model en-
tropy;15 results are shown for both reference strings
and top-ranked model-generated strings. Because
these values are distributed quite evenly around 0,
we take this as additional evidence that high-quality
text usually has information content close to H(q).
Further, the shapes of these curves motivate us to
perform our next set of tests using ε = σ, the stan-
dard deviation of information values under q.16

We employ statistical hypothesis testing to
see if the percentage of high-quality strings
whose information content falls in the interval

14Specifically, for each input, we generate a single string
according to each decoding strategy. We then rank these
strings according to scores from human annotators.

15Note that this is not simply Fig. 1 shifted by a constant,
as deviations are computed w.r.t. input-dependent conditional
entropy estimates, i.e., Ĥ(q(· | x)).

16Similarly to our estimation of H(q) in Eq. (3), σ can be
estimated from the distribution of values of I(y) sampled from
the model.

[H(q) − σ, H(q) + σ] is greater than chance.
For each input x (i.e., either a story prompt
or article), we compute the information con-
tent of the reference and top-3 human-ranked
strings. We then compute the percentage
of items (among these four) that fall within
[H(q(· | x)) − σ, H(q(· | x)) + σ]. We compare
this percentage to the percentage of strings sampled
directly from q(· | x) that falls within this interval.
The former should (in expectation) be greater than
the latter if the probability of high-quality strings
having information content within this interval is
greater than chance. Specifically, we test this using
a paired, unequal-variance t-test, where samples
with the same input are paired. At significance
level α = 0.01, we reject our null hypothesis—i.e.,
we reject that the percentage of highly rated strings
(reference plus top-3 human-ranked strings) that
fall within this interval is equal to (or less than)
what we should expect by chance. Further, using
a simple unpaired t-test, we find that the mean
human score of strings (across all decoding strate-
gies) within this region is significantly higher than
those outside of this region. This characteristic is
visualized in Fig. 3, where we plot the distributions
of human quality ratings for strings inside and
outside of this interval. We include a version of
Fig. 3 further broken down by whether strings fall
above or below this interval in App. B.

Additional plots reinforcing these observations
can be found in App. B. Also see Meister et al.
(2022) for follow-up experiments to this work.

5 Conclusion

In this work, we present the expected information
hypothesis, which states that human-like strings
typically have negative log-probability close to the
expected information content of the probabilistic
model from which they were generated. We use
this hypothesis to explain why high-quality text
seems to exist not necessarily at the high end of
the probability spectrum but, rather, close to the en-
tropy of the model. We provide empirical evidence
in support of our hypothesis in an analysis of both
human and machine-generated text, demonstrating
that, overwhelmingly, high-quality text indeed has
information content in the proposed region.
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to take and made sure that the crowdworkers would
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generation of malicious text, e.g., fake news and
triggering content. The results in this work may
provide insights for those using language models
for such purposes as to how generations can be
chosen to seem more “human-like.”
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A The Typical Set

Let us imagine flipping N biased coins; specifically, let X ∼ p be an indicator random variable that takes
values H and T. Take p(X=H) = 0.6 and p(X=T) = 0.4. Flipping N biased coins is then equivalent to
taking N i.i.d. samples xn ∼ p. For reasonably large N , what might you expect the sequence x1, . . . , xN
to look like? Few people would answer “all heads,” even though this is technically the highest probability
sequence. Rather, intuition tells you: an expected sequence would be one comprised of approximately
60% heads and 40% tails.

The samples that fall into the latter category have a distinctive characteristic: they contain a near-average
amount of information w.r.t the support of the distribution over X1, . . . , XN , where the information
content of a realization x1, . . . , xN is defined as its negative log-probability. More formally, the (weakly)
(ε,N)-typical set A(N)

ε for a chosen ε > 0 is the set of assignments x1, . . . , xN to random variables
−→
X = X1, . . . , XN such that

2−N(H(p)+ε) ⩽ p(x1, . . . , xN ) ⩽ 2−N(H(p)−ε)

where H(p)
def
= −

∑
x p(x) log p(x) is the entropy—or equivalently, the expected value of the information

content—of the random variable X . Under this definition we can prove that, for every ε > 0, there exists an
N0 such that for all N > N0, we have that the (ε,N)-typical set contains at least (1−ε) of the probability
mass of the joint distribution over

−→
X . The concept of the typical set also generalizes to stochastic processes

when we can actually compute their average information rate—or equivalently, their entropy rate.

B Experimental Design

B.1 Human Evaluations
For story generation and abstractive summarization, the raters are first presented with a news article/prompt.
Next, they are presented, in random order, with the corresponding reference and the summaries/stories
generated by different decoders. For each of two rating criteria, a score from 0 to 7 is assigned. For story
generation the criteria are FLUENCY and NATURALNESS while for abstractive summarization QUALITY

and ACCURACY are used. We provide the following short descriptions of the criteria to the raters:
FLUENCY: How fluent is the English text?

NATURALNESS: Does the text seem to be natural English text?

QUALITY: How high is the overall quality of the text?

ACCURACY: How well does the summary summarize the article?

After we obtain the ratings, we reject ratings that have not been filled out with care. Specifically, a rater is
rejected if he assigns high scores to multiple examples that do not fulfill the specified criteria at all. If a
rater has been rejected, we obtain a fresh set of ratings from a new rater.

C Additional Figures

We provide several additional results, looking further into the relationship between text information
content and perceived quality. We see that in general, the distribution of information content of reference
strings is quite close to that of the model. While the distribution of information content of top 1 ranked
strings is also closer to the model distribution than many of the individual decoding strategies, the overlap
is not as high as for reference strings.
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Figure 4: Human scores for strings (including both ref-
erence text and model-generated text) within 1 std of
model entropy and above/below this interval. Note that
“above” corresponds to text that has lower probability
than the specified interval; due to the nature of the de-
coding strategies explored in this work, which all to
some extent (except for ancestral sampling) dispropor-
tionately favor higher probability strings, only < 5%
of all strings evaluated fall into the “above” category.
Thus, we do not have a representative evaluation of this
region of the probability space. However, it is often ob-
served that extremely low-probability strings are usually
incoherent or nonsensical.

Figure 5: For story generation, median human scores
(averaged across the two criterion) versus information,
grouped by intervals; bars represent std. We normalize
I(y) by length to mimic setup of Zhang et al. (2021),
which controls for length during generation. As with
Zhang et al. (2021), we see an inflection point in
the relationship along the information (equivalently,
negative log-probability) axis.

Figure 6: For abstractive summarization, the distribu-
tion over information I(y) values of: (model) the model,
as estimated using samples from q; (reference) the ref-
erence strings; model-generated strings ranked (top 1)
first and (bottom 1) last among all decoding strategies
by human annotators. The latter 3 are all w.r.t. a held-
out test set.

Figure 7: For abstractive summarization, the distribution
of the difference in total information content for (1)
test-set references and (2) top-ranked model-generated
strings from the entropy of the model from which they
were generated.

Figure 8: For story generation, the distribution over
information (I(y)) values normalized by length of:
(model) the model, as estimated using samples from
q; (reference) the reference strings; model-generated
strings ranked (top 1) first and (bottom 1) last among all
decoding strategies by human annotators. The latter 3
are all w.r.t. a held-out test set.
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(a) a

(b) a
Figure 9: The distribution over information (I(y)) values for strings generated under different decoding strategies
for story generation (top) and abstractive summarization (bottom). Inputs are taken from a held-out test set.
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Abstract

Discovering Out-of-Domain(OOD) intents is
essential for developing new skills in a task-
oriented dialogue system. The key challenge is
how to transfer prior IND knowledge to OOD
clustering. Different from existing work based
on shared intent representation, we propose a
novel disentangled knowledge transfer method
via a unified multi-head contrastive learning
framework. We aim to bridge the gap between
IND pre-training and OOD clustering. Experi-
ments and analysis on two benchmark datasets
show the effectiveness of our method. 1

1 Introduction

Out-of-domain (OOD) intent discovery aims to
group new unknown intents into different clusters,
which helps improve the dialogue system for future
development. Compared to existing text clustering
tasks, OOD discovery considers how to leverage
the prior knowledge of known in-domain (IND)
intents to enhance discovering unknown OOD in-
tents, which makes it challenging to directly apply
existing clustering algorithms (MacQueen, 1967;
Xie et al., 2016; Chang et al., 2017; Caron et al.,
2018) to the OOD discovery task.

Previous unsupervised OOD discovery models
(Hakkani-Tür et al., 2015; Padmasundari and Ban-
galore, 2018; Shi et al., 2018) only model OOD
data but ignore prior knowledge of in-domain data
thus suffer from poor performance. Therefore, re-
cent work (Lin et al., 2020; Zhang et al., 2021) fo-
cus more on the semi-supervised setting where they
firstly pre-train an in-domain intent classifier then
perform clustering algorithms on extracted OOD
intent representations by the pre-trained IND intent
classifier. For example, Lin et al. (2020) firstly
pre-trains a BERT-based (Devlin et al., 2019) IND

∗The first three authors contribute equally. Weiran Xu is
the corresponding author.

1We release our code at https://github.com/
myt517/DKT.
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Figure 1: Comparison between baselines and our pro-
posed DKT model.

intent classifier then uses intent representations to
perform a pairwise clustering algorithm (Chang
et al., 2017). Further, Zhang et al. (2021) proposes
an iterative clustering method, DeepAligned, to
obtain pseudo supervised signals using K-means
(MacQueen, 1967). However, all of these meth-
ods ignore the matching between IND pre-training
stage and OOD clustering stage because they for-
mulate IND pre-training as the classification task
while OOD clustering as the text clustering task.
The different learning objectives make it hard to
transfer prior IND knowledge to OOD. Besides,
previous work only transfer a single intent repre-
sentation from the pre-trained IND classifier to
OOD clustering. Considering the entanglement of
the intent representation, simply transferring IND
features may harm OOD clustering. For example,
there exist two levels of intent features, instance-
level and class-level knowledge in the pre-trained
IND classifier. Decoupling different levels of intent
features helps better knowledge transferability.

To solve the issues, we propose a novel
Disentangled Knowledge Transfer method (DKT)
via a unified multi-head contrastive learning frame-
work to transfer disentangled IND intent repre-
sentations to OOD clustering. The main intuition
is how to perform better knowledge transfer. As
shown in Fig 1, we decouple the pre-trained intent
representations into two independent subspaces,
instance-level and class(cluster)-level using a uni-
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fied contrastive learning framework. Different from
existing OOD discovery work, we equip the tradi-
tional IND pre-training stage with a similar con-
trastive objective as the clustering stage. Specifi-
cally, we firstly learn intent features using a con-
text encoder like BERT, then add two independent
transformation heads (instance-level head f and
class-level head g) on top of BERT. In the IND
pre-training stage, we use the head f to perform su-
pervised instance-level contrastive learning (Chen
et al., 2020; Khosla et al., 2020; Gunel et al., 2021;
Zeng et al., 2021) and the head g to compute tra-
ditional classification loss like cross-entropy. In
the OOD clustering stage, we employ similar ob-
jectives for these two heads where f is still used
for instance-level contrastive learning and g is used
to perform class(cluster)-level contrastive learning
(Li et al., 2021). We leave the details in the follow-
ing Section 2. Using the unified contrastive objec-
tives for pre-training and clustering bridges the gap
between the two stages. Besides, the two indepen-
dent heads decouple the instance- and cluster-level
contrastive learning to learn disentangled intent
representations for better knowledge transfer. Sec-
tion 4 demonstrates the effectiveness of multi-head
disentanglement.

Our contributions are three-fold: (1) We propose
a novel disentangled knowledge transfer method
for OOD discovery to better leverage prior IND
knowledge. (2) We propose a unified multi-
head contrastive learning framework to bridge the
gap between IND pre-training and OOD cluster-
ing. (3) Experiments and analysis on two bench-
mark datasets demonstrate the effectiveness of our
method for OOD discovery.

2 Approach

Problem Formulation Given a set of labeled in-
domain data (XIND,YIND) and unlabeled OOD
data (XOOD,YOOD), OOD discovery aims to clus-
ter OOD groups from unlabeled OOD data using
prior knowledge from labeled IND data. Note that
IND data has no overlapping with OOD data. Gen-
erally, OOD discovery includes two stages, IND
pre-training which aims to obtain a decent intent
representation via labeled IND data, and OOD clus-
tering which aims to group OOD intents into dif-
ferent clusters.

Overall Architecture Fig 2 shows the overall
architecture of our proposed DKT model. We
firstly use the same BERT (Devlin et al., 2019)

IND  Pre-training

IND/OOD Intents

OOD Clustering

Intent 

Representation    

Pooling Layer

Instance-level 

Head   

Instance-level 
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BERT
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Figure 2: The overall architecture of our DKT.

backbone to extract intent representations as the
previous work DeepAligned (Zhang et al., 2021).
Then we decouple the intent representations into
two independent subspaces and use a unified con-
trastive learning framework to perform both IND
pre-training and OOD clustering.

IND Pre-training Different from existing meth-
ods that regard IND pre-training as a single intent
classification task, we formulate it as an instance-
wise discriminative task and a class-wise classifi-
cation task via contrastive learning. Given an IND
intent example xi, we firstly obtain its intent repre-
sentation zi using a BERT encoder and a pooling
layer.2 Then we use two independent transforma-
tion heads f and g to get two disentangled latent
vectors fi = f (zi) and gi = g(zi).3 On top of the
instance-level head f , we perform supervised con-
trastive learning (SCL) (Khosla et al., 2020; Zeng
et al., 2021) as follows:

LSCL =
N∑
i=1

− 1

Nyi − 1

N∑
j=1

1i 6=j1yi=yj

log
exp (fi · fj/τ)∑N

k=1 1i 6=k exp (fi · fk/τ)
where Nyi is the total number of examples in the
batch that have the same label as yi and 1 is an
indicator function. Following Gao et al. (2021);
Yan et al. (2021), we employ simple dropout (Sri-
vastava et al., 2014) as data augmentation. SCL
can model instance-wise semantic similarities by
pulling together IND intents belonging to the same
class while pushing apart samples from different

2For a fair comparison, we use the same BERT-based back-
bone as previous work. We leave the details to Section 3.4.

3In the experiments, we use two separate two-layer non-
linear MLPs for head f and g. For simplicity, we set both the
input dimension and output dim to 768, same as the hidden
state dim of BERT-base.
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Models
CLINC-10% CLINC-20% CLINC-30% Banking

ACC ARI NMI ACC ARI NMI ACC ARI NMI ACC ARI NMI

Unsup.

K-means 58.67 43.81 67.77 48.89 30.90 64.68 42.22 23.65 60.55 32.81 8.30 17.30
DeepCluster 53.15 37.80 62.31 47.73 34.55 65.91 33.96 18.89 56.21 29.81 7.79 17.34
DeepAligned 62.66 47.60 71.50 48.24 34.49 66.24 39.02 24.50 61.16 36.56 12.57 21.84
DKT(ours) 74.22 61.37 76.67 57.56 44.94 72.40 50.07 35.53 69.81 40.00 18.20 30.10

Semi-sup.

PTK-means 70.22 50.39 73.92 57.56 37.02 72.71 61.63 40.96 75.90 55.00 36.18 53.75
DeepCluster 78.13 68.31 82.87 83.42 76.18 89.33 78.09 71.05 88.70 60.59 41.88 55.22
CDAC+ 88.00 75.18 88.33 84.89 75.98 89.96 73.04 64.44 87.90 77.50 60.53 71.14
DeepAligned 95.11 89.81 94.13 93.80 90.22 95.83 91.56 86.58 94.91 77.78 66.95 76.91
DKT(ours) 97.78 95.16 96.97 96.89 93.69 96.94 94.96 90.25 95.94 84.69 71.11 76.92

Table 1: Performance comparison on two datasets. We randomly sample 10%, 20% and 30% of all classes as OOD
types for CLINC, 10% for Banking. We evaluate both unsupervised and semi-supervised methods. Unsup DKT
denotes DKT w/o IND pre-training. Results are averaged over three random runs. (p < 0.05 under t-test)

classes. Therefore, SCL helps maximize inter-class
variance and minimize intra-class variance, further
improves OOD clustering. On top of the class-level
head g, we use a cross-entropy classification loss to
learn class(cluster)-wise distinction. Section 4 con-
firms both the objectives improve the performance
and SCL has a larger effect.

OOD Clustering The key challenge of OOD
clustering is how to learn intent representations
and cluster assignments. Previous state-of-the-art
model DeepAligned (Zhang et al., 2021) iteratively
repeats the two stages which results in poor cluster-
ing efficiency and accuracy. Thus, we propose an
end-to-end contrastive clustering method (Li et al.,
2021) to jointly learn representations and cluster
assignments. Specifically, given an OOD example
xi, we firstly use the pre-trained BERT encoder
and transformation heads to get OOD intent latent
vectors fi and gi. Then, on top of the instance-
level head f , we perform instance-level contrastive
learning(ILCL) (Chen et al., 2020) as follows:

`insi,j = − log
exp (sim (fi, fj) /τ)∑2N

k=1 1[k 6=i] exp (sim (fi, fk) /τ)

where fj denotes the dropout-augmented OOD
sample and τ denotes temperature 4. On top of
the cluster-level head g, we perform contrastive
clustering following Li et al. (2021) . Specifically,
given an OOD cluster-level latent vector gi, we
firstly project it to a vector with dimension K which
equals to the pre-defined cluster number.5 Suppose
we input a batch of OOD samples so we can get
a feature matrix of N ×K. Then we regard i-th
column of the matrix as the i-th cluster represen-
tation yi and construct cluster-level CL(CLCL) as

4we set it to 0.5 in the experiments.
5In this paper, we focus on the fixed cluster number K

setting and leave estimating K to future work.

follows:

`clui,j = − log
exp (sim (yi, yj) /τ)∑2K

k=1 1[k 6=i] exp (sim (yi, yk) /τ)

where yj is the dropout-augmented cluster rep-
resentation of yi and sim denotes cosine distance.
Following Li et al. (2021), we also add a regular-
ization item to avoid the trivial solution that most
instances are assigned to the single cluster. For
training, we simply add the above objectives in the
experiments. For inference, we only use the cluster-
level contrastive head and compute the argmax to
get the cluster results without additional K-means.
Generally, the instance-CL focuses on distinguish-
ing different intent samples while the cluster-CL
identifies distinct OOD categories. Combining the
two stages, our proposed unified contrastive learn-
ing framework can effectively bridge the gap be-
tween IND pre-training and OOD clustering.

3 Experiment

3.1 Datasets

We show the detailed statistics of CLINC(Larson
et al., 2019) and BANKING(Casanueva et al.,
2020) datasets in Table 2. CLINC contains 22,500
queries covering 150 intents and Banking contains
13,083 customer service queries with 77 intents. To
construct IND/OOD data, we ramdomly divided
the two datasets in three ramdom runs, according
to the specified OOD ratio(10%, 20%, 30% for
CLINC, 10% for Banking), and the rest is IND
data. Note that we only use the IND data for pre-
training and use OOD data for clustering. To avoid
the randomness of splitting IND/OOD, we average
results over three random runs. For each run, all
the models use the same divided dataset. Differ-
ent from previous work Zhang et al. (2021), we
assume that the unlabeled data only contains OOD
data instead of a mixture of IND and OOD, aiming
to fairly evaluate the OOD clustering performance.
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Dataset Classes Training Validation Test Vocabulary Length (max / mean)

CLINC 150 18,000 2,250 2,250 7,283 28 / 8.31
BANKING 77 9,003 1,000 3,080 5,028 79 / 11.91

Table 2: Statistics of CLINC and BANKING datasets.

In real scenarios, we can use OOD detection mod-
els (Xu et al., 2020; Zeng et al., 2021) to collect
high-quality OOD data for OOD intent discovery.

3.2 Baselines

We mainly compare our method with semi-
supervised baselines: PTK-means (k-means with
IND pre-training), DeepCluster (Caron et al., 2018)
and two state-of-the-art OOD discovery methods
CDAC+ (Lin et al., 2020) and DeepAligned (Zhang
et al., 2021). We also report the unsupervised re-
sults (without IND pretraining) of these methods
for a comprehensive comparison. For fairness, we
use the same BERT backbone as the baselines. We
leave the detailed baselines in the appendix A.1.

3.3 Evaluation Metrics

We adopt three widely used metrics to evaluate the
clustering results: Accuracy (ACC), Normalized
Mutual Information (NMI), and Adjusted Rand
Index (ARI). To calculate ACC, we use the Hun-
garian algorithm (Kuhn, 1955) to obtain the map-
ping between the predicted classes and ground-
truth classes.

3.4 Implementation Details

For a fair comparison with previous work, we use
the pre-trained BERT model (bert-base-uncased 6,
with 12-layer transformer) as our network back-
bone, and add a pooling layer to get intent repre-
sentation(dimension=768). Moreover, we freeze
all but the last transformer layer parameters to
achieve better performance with BERT backbone,
and speed up the training procedure as suggested
in (Zhang et al., 2021). During the pre-training
phase, the training batch size is 128, and during
the clustering phase, the training batch size is 512
for CLINC-10%, CLINC-30%, Banking-10%, and
400 for CLINC-20%. The learning rate is 5e-5 in
the pre-training phase and 0.0003 in the cluster-
ing phase. Notably, We use dropout (Gao et al.,
2021) to construct augmented examples for con-
trastive learning with dropout rate 0.1. For the
instance-level contrastive head, the dimensionality
of the row space is set to 128, and the tempera-
tures of SCL and instance-level CL are 0.5. As

6https://github.com/google-research/bert

for the cluster-level contrastive head, the dimen-
sionality of the column space is naturally set to
the number of IND classes/OOD clusters, and the
cluster-level temperature parameter τ= 1.0 is used
for all datasets. We use SC of validation OOD data
(still unlabeled data) to choose the best checkpoint.
The pre-training stage of our model lasts about
30 minutes and clustering runs for 10 minutes on
CLINC-10%, both using a single Tesla T4 GPU(16
GB of memory).

3.5 Main Results

Table 1 shows the performance comparison of dif-
ferent models on two datasets. Under both un-
supervised and semi-supervised settings, our pro-
posed DKT consistently outperforms all the base-
lines. In this paper, we mainly focus on the lat-
ter setting. For the Semi-sup setting on CLINC-
10%, DKT outperforms the previous state-of-the-
art DeepAligned by 2.67%(ACC), 5.35%(ARI),
2.84%(NMI). Similar improvements are observed
on other datasets. The results prove the effective-
ness of our proposed disentangled knowledge trans-
fer for OOD discovery. Comparing Unsup DKT
with Semi-sup DKT, the latter significantly outper-
forms the former by 23.56%(ACC), 33.79%(ARI),
20.30%(NMI), which demonstrates the effective-
ness of IND pre-training(see details in appendix
A.2).

4 Qualitative Analysis

Effect of Disentangled Intent Representations
Tab 3 shows performance comparison of DKT and
KT under two settings. We find Disentangled KT
significantly outperforms KT both on two settings,
which proves the effectiveness of representation
disentanglement for knowledge transfer.
Visualization To confirm the effectiveness of DKT,
we perform OOD intent representation visualiza-
tion of DeepAligned, KT and DKT in Fig 3. Note
that we use the same representation following the
pooling layer for fair comparison. We find both
DeepAligned and KT have some mixed OOD clus-
ters while DKT forms clearly separate decision
boundaries between clusters, which shows our pro-
posed DKT obtains discriminative OOD representa-
tions for OOD discovery. Besides, Section 4 further
explore the effect of different layer and representa-
tions after MLP g gets the best performance.
Error Analysis We further analyze the error cases
of DeepAligned and DKT in Fig 5. We find that for
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Figure 3: Visualization of different methods. KT denotes only using single MLP head.
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Figure 4: Intent representations at different layers
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Figure 5: Confusion matrix for the clustering results
of DeepAligned and DKT on CLINC-10%. The per-
centage values along the diagonal represent how many
samples are correctly clustered into the corresponding
class. The larger the number, the deeper the color.

similar OOD intents, DeepAligned is probably con-
fused but our DKT can effectively distinguish them.
For example, DeepAligned incorrectly groups ac-
cept_reservation intents into cancel_reservation
(14% error rate) vs DKT(7%), which proves DKT
helps separate semantically similar OOD intents.
Ablation Study To understand the effect of differ-
ent objectives of DKT, we perform abalation study
in Tab 4 by removing each loss. Results show all
the losses contribute to the performance especially
SCL, ILCL and CLCL, which confirms the effec-
tiveness of our unified contrastive framework.
Intent Representations at Different Layers In
order to further explore the effectiveness of disen-
tangled representation, we visualize the output vec-
tors of instance-level head and cluster-level head
and compare them with the output vector after

Models ACC ARI NMI

Unsup.
KT 68.89 56.33 73.93
DKT 74.22 61.37 76.67

Semi-sup.
KT 95.11 90.23 94.53
DKT 97.78 95.16 96.97

Table 3: Effect of disentangled intent representations.
Models ACC ARI NMI
DKT 97.78 95.16 96.97

-w/o SCL 92.26 86.33 92.62
-w/o CE 95.16 90.61 94.80
-w/o ILCL 90.93 85.43 92.07
-w/o CLCL 90.36 82.91 90.55

Table 4: Effect of different learning objectives.

BERT + pooling in Fig 4. We can find that the
output obtained by instance-level head forms a nar-
row and long cluster distribution, while the output
obtained by cluster-level head forms a more com-
pact and uniform cluster distribution. We argue
that this reflects the effect of decoupling, that is,
instance-level head decouples the uniqueness of
each sample, and cluster-level head decouples the
category characteristics of each sample.

5 Conclusion

In this paper, we propose a novel disentangled
knowledge transfer method (DKT) via a unified
multi-head contrastive learning framework to trans-
fer disentangled IND intent representations to OOD
clustering. Experiments and analysis on two bench-
marks demonstrate the effectiveness of DKT for
OOD discovery. We hope to explore more self-
supervised representation learning methods for
OOD discovery in the future.
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Broader Impact

Task-oriented dialogue systems have demonstrated
remarkable performance across a wide range of
applications, with the promise of a significant posi-
tive impact on human production mode and lifeway.
Intent classification is an important component of
Task-oriented dialogue system. The existing intent
classification models follow a closed set assump-
tion and can only identify a limited number of pre-
defined intent types. However, the real world is
open. During the online deployment of dialogue
system, out-of-domain (OOD) or unknown intents
will appear continually. Recently, out-of-domain in-
tent detection task has been widely studied, which
can be used to collect these new intent data. The
OOD intent discovery task studied in this paper is
to make further use of these new intent data. It
aims to cluster these OOD samples according to in-
tents, so as to mine new intent types automatically,
guide the future development of the system, and
expand the classification ability of intent classifica-
tion models.
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A Appendix

A.1 Baselines
The details of baselines are as follows:

• PTK-means A method based on k-means
with IND pre-training. And the IND pre-
training objectives uses CE + SCL proposed
in this paper.

• DeepCluster An iterative clustering algo-
rithm proposed by (Caron et al., 2018), in each
iteration, firstly, k-means is used to assign
pseudo label to the unlabeled samples, and
then the cross-entropy objective is used for
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Figure 6: Effect of IND Data.

representation learning. The cluster header pa-
rameters need to be reinitialized during each
iteration. In the semi-supervised setting, we
use the same IND pre- training objective as
DeepAligned (Zhang et al., 2021)

• CDAC+ The first work of new intent discov-
ery proposed by (Lin et al., 2020), and it firstly
pre-trains a BERT-based (Devlin et al., 2019)
in-domain intent classifier then uses intent rep-
resentations to calculate the similarity of OOD
intent pairs as weak supervised signals.

• DeepAligned The second work of new intent
discovery proposed by (Zhang et al., 2021).It
is an improved version of DeepCluster. It
designed a pseudo label alignment strategy to
produce aligned cluster assignments for better
representation learning.

A.2 Effect of IND Data
We analyze the effect of IND data for OOD dis-
covery from two perspectives, the number of IND
classes and samples per class. Figure 6(a) shows
the trend of the number of different IND classes,
and Figure 6(b) shows the trend of the number of
different samples in each class. Results show DKT
outperforms baselines under all settings and gets
the smallest varying degrees of performance drop,
which proves the robustness and stability of our
method.

A.3 Visualization at Different Training
Epochs

To see the evolution of our method in the training
process, we show a visualization at four different
timestamps throughout the training process in Fig
7. Results show representation vector of different
intent classes are mixed in the beginning and clus-
ter assignments become increasingly visible and
distinct as the training process goes.
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Figure 7: OOD intent visualization of different training epochs for our proposed DKT method.
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Abstract
Natural language applied to natural 2D im-
ages describes a fundamentally 3D world.
We present the Voxel-informed Language
Grounder (VLG), a language grounding model
that leverages 3D geometric information in
the form of voxel maps derived from the vi-
sual input using a volumetric reconstruction
model. We show that VLG significantly im-
proves grounding accuracy on SNARE (Thoma-
son et al., 2021), an object reference game task.
At the time of writing, VLG holds the top place
on the SNARE leaderboard,1 achieving SOTA
results with a 2.0% absolute improvement.

1 Introduction

Embodied robotic agents hold great potential for
providing assistive technologies in home environ-
ments (Pineau et al., 2003), and natural language
provides an intuitive interface for users to interact
with such systems (Andreas et al., 2020). For these
systems to be effective, they must be able to re-
liably ground language in perception (Bisk et al.,
2020; Bender and Koller, 2020).

Despite typically being paired with 2D images,
natural language that is grounded in vision de-
scribes a fundamentally 3D world. For example,
consider the grounding task in Figure 1, where the
agent must select a target chair against a distrac-
tor given the description “the swivel chair with 6
wheels.” Although the agent is provided with multi-
ple images revealing all of the wheels on each chair,
it must be able to properly aggregate information
across images to successfully differentiate them,
something that requires reasoning about their 3D
geometry at some level.

In this work, we show how language grounding
performance may be improved by leveraging 3D
prior knowledge. Our model, Voxel-informed Lan-
guage Grounder (VLG), extracts 3D voxel maps us-
ing a pre-trained volumetric reconstruction model,

1https://github.com/snaredataset/snareleaderboard
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Figure 1: Voxel-informed Language Grounder.
Our VLG model leverages explicit 3D information by
inferring volumetric voxel maps from input images,
allowing the agent to reason jointly over the geomet-
ric and visual properties of objects when grounding.

which it fuses with multimodal features from a
large-scale vision and language model in order to
reason jointly over the visual and 3D geometric
properties of objects.

We focus our investigation within the context
of SNARE (Thomason et al., 2021), an object ref-
erence game where an agent must ground natural
language describing common household objects
by their geometric and visual properties, showing
that grounding accuracy significantly improves by
incorporating information from predicted 3D vol-
umes of objects. At the time of writing, VLG
achieves SOTA performance on SNARE, attain-
ing an absolute improvement of 2.0% over the next
closest baseline. Code to replicate our results is
publicly available.2

2 Related Work

Prior work has studied deriving structured represen-
tations from images to scaffold language ground-
ing. However, a majority of systems use represen-
tations such as 2D regions of interest (Anderson
et al., 2018; Wang et al., 2020) or symbolic graph-

2https://github.com/rcorona/voxel_informed_language_
grounding
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based representations (Hudson and Manning, 2019;
Kulkarni et al., 2013), which do not encode 3D
properties of objects.

Most prior work tying language to 3D repre-
sentations has largely focused on generating 3D
structures conditioned on language, rather than us-
ing them as intermediate representations for lan-
guage grounding as we do here. Specifically, prior
work has performed language conditioned gen-
eration at the scene (Chang et al., 2014, 2015a),
pose (Ahuja and Morency, 2019; Lin et al., 2018),
or object (Chen et al., 2018) level. More recently,
a line of work has explored referring expression
grounding in 3D by mapping referring expressions
of objects to 3D bounding boxes localizing them
in point clouds of indoor scenes (Achlioptas et al.,
2020; Chen et al., 2020; Zhao et al., 2021; Roh
et al., 2022). Standard approaches follow a two-
tiered process where an object proposal system will
first provide bounding boxes for candidate objects,
and a scoring module will then compute a compat-
ibility score between each box and the referring
expression in order to ground it. At a more granu-
lar level, Koo et al. (2021) learn alignments from
language to object parts by training agents on a
reference game over point cloud representations of
objects.

In contrast, in this work we focus on augmenting
language grounding over 2D RGB images using
structured 3D representations derived from them.
For the task of visual language navigation, prior
work has shown how a persistent 3D semantic map
may be used as an intermediate representation to
aid in selecting navigational waypoints (Chaplot
et al., 2020; Blukis et al., 2021). The semantic
maps, however, represent entire scenes with indi-
vidual voxels representing object categories, rather
than their geometry. In this work, we show how
a more granular occupancy map representing ob-
jects’ geometry can improve language grounding
performance.

Closest to our work is that of Prabhudesai et al.
(2020), which presents a method for mapping
language to 3D features within scenes from the
CLEVR (Johnson et al., 2017) dataset. Their sys-
tem generates 3D feature maps inferred from im-
ages and then grounds language directly to 3D
bounding boxes or coordinates. Their method as-
sumes, however, that dependency parse trees are
provided for the natural language inputs, and it is
trained with supervised alignments between noun

phrases and the 3D representations, which VLG
does not require.

3 Voxel-informed Language Grounder

We consider a task where an agent must cor-
rectly predict a target object vt against a dis-
tractor vc given a natural language description
wt = {w1, ..., wm} of the target. For each ob-
ject, the agent is provided with n 2D views v =
{x1, ..., xn}, xi ∈ R3×W×H .

An agent for this task is represented by a scor-
ing function s(v, w) ∈ [0, 1], computing the com-
patibility between the target description and the
2D views of each object, and is used to select the
maximally scoring candidate. We first use uni-
modal encoders to encode the language description
into ew = h(w) and the object view images into
a single aggregate visual embedding ev = g(v)
before fusing them with a visiolinguistic module
evw = fvw ([ev; ew]). Prior approaches to this
problem (Thomason et al., 2021) directly input this
fused representation to a scoring module to pro-
duce a score s(evw). They do not explicitly reason
about the 3D properties of the observed objects,
requiring the models to learn them implicitly.

In contrast, our Voxel-informed Language
Grounder augments the scoring function s with
explicit 3D volumetric information eo = o(v) ex-
tracted from a pre-trained multiview reconstruc-
tion model. The volumetric information (in the
form of a factorization of a voxel occupancy map
in RW×H×D) is first fused into a joint representa-
tion with the language using a multimodal voxel-
language module eow = fow([eo; ew]). The scor-
ing function then produces a score based on all
three modalities s([evw; eow]).

3.1 Model Architecture

VLG (Figure 2) consists of two branches: a
visiolinguistic module for fusing language and
2D RGB features, and a voxel-language module
for fusing language with 3D volumetric features.
A scoring function is then used to reason jointly
over the output of the two branches, producing a
compatibility score.

Visiolinguistic Module. The architecture of
our visiolinguistic module fvw (left panel, Figure
2) largely mirrors the architecture of MATCH
from Thomason et al. (2021). A pre-trained
CLIP-ViT (Radford et al., 2021) model is used to
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Figure 2: VLG Architecture. (Left) Our VLG model consists of a visiolinguistic module which produces a
joint embedding for text and images using CLIP (Radford et al., 2021) and a voxel-language module for jointly
embedding language and volumetric maps. (Right) The voxel-language module uses a cross modal transformer to
fuse word embeddings from CLIP with voxel map factors extracted from LegoFormer (Yagubbayli et al., 2021).
During training, gradients only flow through solid lines.

encode the language description and view images
into vectors in R512. The image embeddings are
max-pooled and concatenated to the description
embedding before being passed into an MLP
which generates a fused representation.

Voxel-Language Module. We use represen-
tations extracted from a ShapeNet (Chang
et al., 2015b; Wu et al., 2015) pre-trained Lego-
FormerM (Yagubbayli et al., 2021), a multi-view
3D volumetric reconstruction model, as input to
our voxel-language module fow. LegoFormer
is a transformer (Vaswani et al., 2017) based
model whose decoder generates volumetric maps
factorized into 12 parts. Each object factor is
represented by a set of three vectors x, y, z ∈ R32,
which we concatenate to use as input tokens for
our voxel-language module. A triple cross-product
over x, y, z may be used to recover a 3D volume
V ∈ R32×32×32 for each factor. The full volume
for the object is generated by aggregating the
factor volumes through a sum operation. For more
details on LegoFormer, we refer the reader to
Yagubbayli et al. (2021). We use a cross-modal
transformer (Vaswani et al., 2017) encoder to
fuse the language and object factors (Figure 2,
right). The cross-modal transformer takes as
input language tokens, in the form of CLIP word
embeddings, and the 12 object factors output
by the LegoFormer decoder, which contain the
inferred geometric occupancy information of
the object. We use a CLS token as an aggregate

representation of the language and object factors.

Scoring Function. The scoring function is
represented by an MLP which takes as input the
concatenation of the visiolinguistic module output
and the cross-modal transformer’s CLS token.

4 Language Grounding Evaluation

Evaluation. We test our method on the SNARE
benchmark (Thomason et al., 2021). SNARE
is a language grounding dataset which augments
ACRONYM (Eppner et al., 2021), a grasping
dataset built off of ShapeNetSem (Savva et al.,
2015; Chang et al., 2015a), with natural language
annotations of objects.

SNARE presents an object reference game where
an agent must correctly guess a target object against
a distractor. In each instance of the game, the agent
is provided with a language description of the tar-
get as well as multiple 2D views of each object.
SNARE differentiates between visual and blind-
folded object descriptions. Visual descriptions pri-
marily include attributes such as name, shape, and
color (e.g. “classic armchair with white seat”). In
contrast, blindfolded descriptions include attributes
such as shape and parts (e.g. “oval back and verti-
cal legs”). The train/validation/test sets were gener-
ated by splitting over (207 / 7 / 48) ShapeNetSem
object categories, respectively containing (6,153 /
371 / 1,357) unique object instances and (39,104
/ 2,304 / 8,751) object pairings with referring ex-
pressions. Renderings are provided for each object
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VALIDATION TEST
Model Visual Blind All Visual Blind All
ViLBERT 89.5 76.6 83.1 80.2 73.0 76.6
MATCH 89.2 (0.9) 75.2 (0.7) 82.2 (0.4) 83.9 (0.5) 68.7 (0.9) 76.5 (0.5)
MATCH∗ 90.6 (0.4) 75.7 (1.2) 83.2 (0.8) - - -
LAGOR 89.8 (0.4) 75.3 (0.7) 82.6 (0.4) 84.3 (0.4) 69.4 (0.5) 77.0 (0.5)
LAGOR∗ 89.8 (0.5) 75.0 (0.4) 82.5 (0.1) - - -
VLG (Ours) 91.2 (0.4) 78.4†(0.7) 84.9†(0.3) 86.0 71.7 79.0

Table 1: SNARE Benchmark Performance. Object reference game accuracy on the SNARE task across validation
and test sets. Performance on models with an asterisk are our replications of the baselines in Thomason et al. (2021).
Standard deviations over 3 seeds are shown in parentheses. MATCH corresponds to the max-pool variant from
Thomason et al. (2021) since no test set results are provided for the mean-pool variant. Our VLG model achieves
the best overall performance. Due to leaderboard submission restrictions, we were not able to get test set results for
the MATCH∗ and LAGOR∗ replications. † denotes statistical significance with p < 0.1.

instance over 8 canonical viewing angles.
Because ShapeNet and ShapeNetSem represent

different splits of the broader ShapeNet database,
we pre-train the LegoFormerM model on a modi-
fied dataset to avoid dataset leakage. Specifically,
any objects which appear in both datasets are re-
assigned within the pre-training dataset used to
train LegoFormerM to match its split assignment
from SNARE.

ShapeNetSem images are resized to 224× 224
when inputting them to LegoFormerM in order to
match its ShapeNet pre-training conditions.

Baselines. We compare VLG against the
set of models provided with SNARE.3 All
SNARE baselines except ViLBERT use a CLIP
ViT-B/32 (Radford et al., 2021) backbone for
encoding both images and language descriptions:

MATCH first uses CLIP-ViT to embed the
language description as well as each of the 8
view images. Next, the view embeddings are
mean-pooled and concatenated to the descrip-
tion embedding. Finally, a learned MLP is
used over the concatenated feature vector in
order to produce a final compatibility score.

ViLBERT fine-tunes a 12-in-1 (Lu et al.,
2020) pre-trained ViLBERT(Lu et al., 2019)
as the backbone for MATCH instead of using
CLIP-ViT. Each object is presented to ViL-
BERT in the form of a single tiled image con-
taining all 14 views from ShapeNetSem, in-
stead of just the canonical 8 presented in the
standard task. ViLBERT tokenizes images by

3https://github.com/snaredataset/snare

extracting features from image regions, with
the ground truth bounding boxes for each re-
gion (i.e. view) being provided. Because this
baseline is not open-source, we report the orig-
inal numbers from Thomason et al. (2021).

LAGOR (Language Grounding through
Object Rotation) fine-tunes a pre-trained
MATCH module and is additionally regular-
ized through the auxiliary task of predicting
the canonical viewing angle of individual view
images, which it predicts using an added out-
put MLP head. Following Thomason et al.
(2021), the LAGOR baseline is only provided
with 2 random views of each object both dur-
ing training and inference.

For more details on the baseline models, we
refer the reader to Thomason et al. (2021).

Training Details. Apart from the dataset
split re-assignments mentioned in Section 4, we
use the code4 and hyperparameters presented
by Yagubbayli et al. (2021) to train LegoFormerM.

For training on SNARE, we follow Thomason
et al. (2021) and train all models with a smoothed
binary cross-entropy loss (Achlioptas et al., 2019).

We train each model for 75 epochs, reporting per-
formance of the best performing checkpoint on the
validation set. For our replication of the SNARE
MATCH and LAGOR baselines, we use the code
and hyperparameters provided by Thomason et al.
(2021). For all variants of our VLG model we
use the AdamW (Loshchilov and Hutter, 2017) op-
timizer with a learning rate of 1e-3 and a linear
learning rate warmup of 10K steps.

4https://github.com/faridyagubbayli/LegoFormer
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Model Visual Blind All
VGG16 91.4 (0.5) 76.5 (0.9) 84.0 (0.2)

MLP 91.1 (0.8) 77.9 (0.9) 84.6 (0.1)
no-CLIP 71.0 (0.6) 65.8 (0.7) 68.4 (0.1)

VLG 91.2 (0.4) 78.4 (0.7) 84.9 (0.3)

Table 2: Ablation Study. SNARE reference game accu-
racy across ablations of our model on the validation set.
We show performance when replacing LegoformerM
object factors with VGG16 features, replacing the cross-
modal transformer with an MLP, and when foregoing
the use of CLIP features (no-CLIP).

5 Results

We present test set performance for VLG and the
SNARE baselines reported by Thomason et al.
(2021). We also present average performance for
trained models over 3 seeds with standard devia-
tions on the validation set.

5.1 Comparison to SOTA
In Table 1 we can observe reference game perfor-
mance for all models. VLG achieves SOTA perfor-
mance with an absolute improvement on the test
set of 2.0% over LAGOR, the next best leaderboard
model. Although there is a general improvement
of 1.7% in visual reference grounding, there is an
improvement of 2.3% in blindfolded (denoted as
Blind in tables to conserve space) reference ground-
ing. This suggests that the injected 3D information
provides a greater boost for disambiguating be-
tween examples referring to geometric properties
of target objects. VLG generally improves over all
baselines and conditions for blindfolded examples,
with the exception of ViLBERT, which may be due
to the additional information ViLBERT receives
in the form of 14 viewing angles of each object
instead of 8.

Improvements on the Blind and All conditions
of the validation set are statistically significant with
p < 0.1 under a Welch’s two-tailed t-test.

5.2 Ablation Study
We present a variety of ablations on the validation
set to investigate the contributions of each piece of
our model. All results can be observed in Table 2.

VGG16 Embeddings. LegoFormer uses an
ImageNet (Deng et al., 2009) pre-trained
VGG16 (Simonyan and Zisserman, 2014) as a
backbone for extracting visual representations,
which is a different dataset and pre-training task

than what the CLIP-ViT image encoder is trained
on. This presents a confounding factor which
we ablate by performing an experiment feeding
our model’s scoring function VGG16 features
directly instead of LegoFormer object factors
(VGG16 in Table 2). Despite getting comparable
results to VGG16 on visual reference grounding,
VLG provides a clear improvement in blindfolded
(and therefore overall) reference performance,
suggesting that the extracted 3D information is
useful for grounding more geometrically based
language descriptions, with the VGG16 features
being largely redundant in terms of visual signal.

Architecture. We ablate the contribution of
our cross-modal transformer branch by comparing
it against an MLP mirroring the structure of the
SNARE MATCH baseline. This model (MLP in
Table 2) max-pools the LegoFormer object factors
and concatenates the result to the CLIP visual
and language features before passing them to an
MLP scoring function. The MLP model overall
outperforms the SNARE baselines from Table 1,
highlighting the usefulness of the 3D information
for grounding, but does not result in as large an
improvement as the cross-modal transformer. This
suggests that the transformer is better able at
integrating information from the multi-view input.

CLIP Visual Embeddings. Finally, we evaluate
the contribution of the visiolinguistic branch of
the model by removing it and only using the
cross-modal transformer over language and object
factors. As may be observed, there is a large drop
in performance (16.5% overall), particularly for
visual references (20.2%). These results suggest
that maintaining visual information such as color
and texture is critical for performing well on this
task, since the LegoFormer outputs contain only
volumetric occupancy information.

6 Discussion

We have presented the Voxel-informed Language
Grounder (VLG), a model which leverages explicit
3D information from predicted volumetric voxel
maps to improve language grounding performance.
VLG achieves SOTA results on SNARE, and ab-
lations demonstrate the effectiveness of using this
3D information for grounding. We hope this paper
may inspire future work on integrating structured
3D representations into language grounding tasks.
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Abstract
Prompt tuning, which only tunes continuous
prompts with a frozen language model, sub-
stantially reduces per-task storage and mem-
ory usage at training. However, in the con-
text of NLU, prior work reveals that prompt
tuning does not perform well for normal-sized
pretrained models. We also find that existing
methods of prompt tuning cannot handle hard
sequence labeling tasks, indicating a lack of
universality. We present a novel empirical find-
ing that properly optimized prompt tuning can
be universally effective across a wide range of
model scales and NLU tasks. It matches the per-
formance of finetuning while having only 0.1%-
3% tuned parameters. Our method P-Tuning
v2 is an implementation of Deep Prompt Tun-
ing (Li and Liang, 2021; Qin and Eisner, 2021)
optimized and adapted for NLU. Given the uni-
versality and simplicity of P-Tuning v2, we be-
lieve it can serve as an alternative to finetuning
and a strong baseline for future research.1

1 Introduction

Pretrained language models (Radford et al., 2019;
Devlin et al., 2018; Yang et al., 2019; Raffel et al.,
2019) improve performance on a wide range of
natural language understanding (NLU) tasks. A
widely-used method, fine-tuning, updates the en-
tire set of model parameters for a target task.
While fine-tuning obtains good performance, it is
memory-consuming during training because gradi-
ents and optimizer states for all parameters must be
stored. Moreover, keeping a copy of model param-
eters for each task during inference is inconvenient
since pre-trained models are usually large.

Prompting, on the other hand, freezes all param-
eters of a pre-trained model and uses a natural lan-
guage prompt to query a language model (Brown
† corresponding to: Zhilin Yang (zhiliny@tsinghua.edu.cn)
and Jie Tang (jietang@tsinghua.edu.cn)
∗ indicates equal contribution.
1Our code and data are released at https://github.
com/THUDM/P-tuning-v2.
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Figure 1: Average scores on RTE, BoolQ and CB of
SuperGLUE dev. With 0.1% task-specific parameters,
P-tuning v2 can match fine-tuning across wide scales
of pre-trained models, while Lester et al. (2021) & P-
tuning can make it conditionally at 10B scale.

et al., 2020). For example, for sentiment analy-
sis, we can concatenate a sample (e.g., "Amazing
movie!") with a prompt “This movie is [MASK]”
and ask the pre-trained language model to predict
the probabilities of masked token being “good” and
“bad” to decide the sample’s label. Prompting re-
quires no training at all and stores one single copy
of model parameters. However, discrete prompt-
ing (Shin et al., 2020; Gao et al., 2020) can lead to
suboptimal performance in many cases compared
to fine-tuning.

Prompt tuning2 is an idea of tuning only the
continuous prompts. Specifically, Liu et al. (2021);
Lester et al. (2021) proposed to add trainable
continuous embeddings (also called continuous
prompts) to the original sequence of input word
embeddings. Only the continuous prompts are up-
dated during training. While prompt tuning im-
proves over prompting on many tasks (Liu et al.,
2021; Lester et al., 2021; Zhong et al., 2021), it still
underperforms fine-tuning when the model size is
not large, specifically less than 10 billion parame-
ters (Lester et al., 2021). Moreover, as shown in
our experiments, prompt tuning performs poorly
compared to fine-tuning on several hard sequence
labeling tasks such as extractive question answer-
ing (Cf. Section 4.2).
2We use “prompt tuning” to refer to a class of methods rather
than a particular method.
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Our main contribution in this paper is a novel
empirical finding that properly optimized prompt
tuning can be comparable to fine-tuning universally
across various model scales and NLU tasks. In con-
trast to observations in prior work, our discovery
reveals the universality and potential of prompt
tuning for NLU.

Technically, our approach P-tuning v2 is not con-
ceptually novel. It can be viewed as an optimized
and adapted implementation of Deep Prompt Tun-
ing (Li and Liang, 2021; Qin and Eisner, 2021)
designed for generation and knowledge probing.
The most significant improvement originates from
appling continuous prompts for every layer of the
pretrained model, instead of the mere input layer.
Deep prompt tuning increases the capacity of con-
tinuous prompts and closes the gap to fine-tuning
across various settings, especially for small models
and hard tasks. Moreover, we present a series of
critical details of optimization and implementation
to ensure finetuning-comparable performance.

Experimental results show that P-tuning v2
matches the performance of fine-tuning at differ-
ent model scales ranging from 300M to 10B pa-
rameters and on various hard sequence tagging
tasks such as extractive question answering and
named entity recognition. P-tuning v2 has 0.1%
to 3% trainable parameters per task compared to
fine-tuning, which substantially reduces training
time memory cost and per-task storage cost.

2 Preliminaries

NLU Tasks. In this work, we categorize NLU
challenges into two families: simple classification
tasks and hard sequence labeling tasks.3 Simple
classification tasks involve classification over a la-
bel space. Most datasets from GLUE (Wang et al.,
2018) and SuperGLUE (Wang et al., 2019) are in
this category. Hard sequence labeling tasks involve
classification over a sequence of tokens, such as
named entity recognition and extractive question
answering.

Prompt Tuning. Let V be the vocabulary of
a language model M and let e be the em-
bedding layer of M. In the case of discrete
prompting (Schick and Schütze, 2020), prompt
tokens {"It", "is", "[MASK]"} ⊂ V can be
used to classify a movie review. For exam-
3Note that the notions of “simple” and “hard” are specific to
prompt tuning, because we find sequence labeling tasks are
more challenging for prompt tuning.

ple, given the input text x ="Amazing movie!",
the input embedding sequence is formulated as
[e(x), e("It"), e("is"), e("[MASK]")].

Lester et al. (2021) and Liu et al. (2021) in-
troduce trainable continuous prompts as a sub-
stitution to natural language prompts for NLU
with the parameters of pretrained language mod-
els frozen. Given the trainable continuous embed-
dings [h0, ..., hi], the input embedding sequence
is written as [e(x), h0, ..., hi, e("[MASK]")], as il-
lustrated in Figure 2. Prompt tuning has been
proved to be comparable to fine-tuning on 10-
billion-parameter models on simple classification
tasks (Lester et al., 2021; Kim et al., 2021; Liu
et al., 2021).

3 P-Tuning v2

3.1 Lack of Universality

Lester et al. (2021); Liu et al. (2021) have been
proved quite effective in many NLP applica-
tions (Wang et al., 2021a,b; Chen et al., 2021;
Zheng et al., 2021; Min et al., 2021), but still fall
short at replacing fine-tuning due to lack of univer-
sality, as discussed below.

Lack of universality across scales. Lester et al.
(2021) shows that prompt tuning can be comparable
to fine-tuning when the model scales to over 10 bil-
lion parameters. However, for medium-sized mod-
els (from 100M to 1B) that are widely used, prompt
tuning performs much worse than fine-tuning.

Lack of universality across tasks. Though Lester
et al. (2021); Liu et al. (2021) have shown superior-
ity on some of the NLU benchmarks, the effective-
ness of prompt tuning on hard sequence tagging
tasks is not verified. Sequence tagging predicts a se-
quence of labels for each input token, which can be
harder and incompatible with verbalizers (Schick
and Schütze, 2020). In our experiments (Cf. Sec-
tion 4.2 and Table 3), we show that Lester et al.
(2021); Liu et al. (2021) perform poorly on typical
sequence tagging tasks compared to fine-tuning.

Considering these challenges, we propose P-
tuning v2, which adapts deep prompt tuning (Li
and Liang, 2021; Qin and Eisner, 2021) as a uni-
versal solution across scales and NLU tasks.

3.2 Deep Prompt Tuning

In (Lester et al., 2021) and (Liu et al., 2021), con-
tinuous prompts are only inserted into the input
embedding sequence (Cf. Figure 2 (a)). This leads

62



TransformersTransformers

Prompt Encoder (Optional)

(a) Lester et al. & P-tuning (Frozen, 10-billion-scale, simple tasks) 
Verbalizer (with LM head)

[MASK]
e([MASK])h0

<latexit sha1_base64="XIhpn8OxNUvhZRM6e2EnUbWV7tU=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1HP6ZUrTtXRy54HrgEVmNVIyi+4QR8JAuSIwBBDEg7hIaOnAxcOUuK6mBInCHEdZ7hHibQ5ZTHK8Igd03dIu45hY9orz0yrAzolpFeQ0sYBaRLKE4TVabaO59pZsb95T7WnutuE/r7xioiVGBH7l26W+V+dqkVigFNdA6eaUs2o6gLjkuuuqJvbX6qS5JASp3Cf4oJwoJWzPttak+naVW89HX/TmYpV+8Dk5nhXt6QBuz/HOQ9aR1XXqboXx5XamRl1EXvYxyHN8wQ11NFAk7yHeMQTnq26FVu5dfeZahWMZhfflvXwAeV8kBA=</latexit><latexit sha1_base64="XIhpn8OxNUvhZRM6e2EnUbWV7tU=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1HP6ZUrTtXRy54HrgEVmNVIyi+4QR8JAuSIwBBDEg7hIaOnAxcOUuK6mBInCHEdZ7hHibQ5ZTHK8Igd03dIu45hY9orz0yrAzolpFeQ0sYBaRLKE4TVabaO59pZsb95T7WnutuE/r7xioiVGBH7l26W+V+dqkVigFNdA6eaUs2o6gLjkuuuqJvbX6qS5JASp3Cf4oJwoJWzPttak+naVW89HX/TmYpV+8Dk5nhXt6QBuz/HOQ9aR1XXqboXx5XamRl1EXvYxyHN8wQ11NFAk7yHeMQTnq26FVu5dfeZahWMZhfflvXwAeV8kBA=</latexit><latexit sha1_base64="XIhpn8OxNUvhZRM6e2EnUbWV7tU=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1HP6ZUrTtXRy54HrgEVmNVIyi+4QR8JAuSIwBBDEg7hIaOnAxcOUuK6mBInCHEdZ7hHibQ5ZTHK8Igd03dIu45hY9orz0yrAzolpFeQ0sYBaRLKE4TVabaO59pZsb95T7WnutuE/r7xioiVGBH7l26W+V+dqkVigFNdA6eaUs2o6gLjkuuuqJvbX6qS5JASp3Cf4oJwoJWzPttak+naVW89HX/TmYpV+8Dk5nhXt6QBuz/HOQ9aR1XXqboXx5XamRl1EXvYxyHN8wQ11NFAk7yHeMQTnq26FVu5dfeZahWMZhfflvXwAeV8kBA=</latexit><latexit sha1_base64="XIhpn8OxNUvhZRM6e2EnUbWV7tU=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1HP6ZUrTtXRy54HrgEVmNVIyi+4QR8JAuSIwBBDEg7hIaOnAxcOUuK6mBInCHEdZ7hHibQ5ZTHK8Igd03dIu45hY9orz0yrAzolpFeQ0sYBaRLKE4TVabaO59pZsb95T7WnutuE/r7xioiVGBH7l26W+V+dqkVigFNdA6eaUs2o6gLjkuuuqJvbX6qS5JASp3Cf4oJwoJWzPttak+naVW89HX/TmYpV+8Dk5nhXt6QBuz/HOQ9aR1XXqboXx5XamRl1EXvYxyHN8wQ11NFAk7yHeMQTnq26FVu5dfeZahWMZhfflvXwAeV8kBA=</latexit>

hi
<latexit sha1_base64="nWnmfxj2c+WFY4VamC6wC03+Ux4=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1GP98oVp+roZc8D14AKzGok5RfcoI8EAXJEYIghCYfwkNHTgQsHKXFdTIkThLiOM9yjRNqcshhleMSO6TukXcewMe2VZ6bVAZ0S0itIaeOANAnlCcLqNFvHc+2s2N+8p9pT3W1Cf994RcRKjIj9SzfL/K9O1SIxwKmugVNNqWZUdYFxyXVX1M3tL1VJckiJU7hPcUE40MpZn22tyXTtqreejr/pTMWqfWByc7yrW9KA3Z/jnAeto6rrVN2L40rtzIy6iD3s45DmeYIa6migSd5DPOIJz1bdiq3cuvtMtQpGs4tvy3r4AGzrkEk=</latexit><latexit sha1_base64="nWnmfxj2c+WFY4VamC6wC03+Ux4=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1GP98oVp+roZc8D14AKzGok5RfcoI8EAXJEYIghCYfwkNHTgQsHKXFdTIkThLiOM9yjRNqcshhleMSO6TukXcewMe2VZ6bVAZ0S0itIaeOANAnlCcLqNFvHc+2s2N+8p9pT3W1Cf994RcRKjIj9SzfL/K9O1SIxwKmugVNNqWZUdYFxyXVX1M3tL1VJckiJU7hPcUE40MpZn22tyXTtqreejr/pTMWqfWByc7yrW9KA3Z/jnAeto6rrVN2L40rtzIy6iD3s45DmeYIa6migSd5DPOIJz1bdiq3cuvtMtQpGs4tvy3r4AGzrkEk=</latexit><latexit sha1_base64="nWnmfxj2c+WFY4VamC6wC03+Ux4=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1GP98oVp+roZc8D14AKzGok5RfcoI8EAXJEYIghCYfwkNHTgQsHKXFdTIkThLiOM9yjRNqcshhleMSO6TukXcewMe2VZ6bVAZ0S0itIaeOANAnlCcLqNFvHc+2s2N+8p9pT3W1Cf994RcRKjIj9SzfL/K9O1SIxwKmugVNNqWZUdYFxyXVX1M3tL1VJckiJU7hPcUE40MpZn22tyXTtqreejr/pTMWqfWByc7yrW9KA3Z/jnAeto6rrVN2L40rtzIy6iD3s45DmeYIa6migSd5DPOIJz1bdiq3cuvtMtQpGs4tvy3r4AGzrkEk=</latexit><latexit sha1_base64="nWnmfxj2c+WFY4VamC6wC03+Ux4=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFl002VF2wq1lCSdtkPzYjJRShH8Abf6aeIf6F94Z5yCWkQnJDlz7j1n5t7rpyHPpOO8FqyFxaXlleJqaW19Y3OrvL3TypJcBKwZJGEirn0vYyGPWVNyGbLrVDAv8kPW9sfnKt6+ZSLjSXwlJynrRt4w5gMeeJKoy1GP98oVp+roZc8D14AKzGok5RfcoI8EAXJEYIghCYfwkNHTgQsHKXFdTIkThLiOM9yjRNqcshhleMSO6TukXcewMe2VZ6bVAZ0S0itIaeOANAnlCcLqNFvHc+2s2N+8p9pT3W1Cf994RcRKjIj9SzfL/K9O1SIxwKmugVNNqWZUdYFxyXVX1M3tL1VJckiJU7hPcUE40MpZn22tyXTtqreejr/pTMWqfWByc7yrW9KA3Z/jnAeto6rrVN2L40rtzIy6iD3s45DmeYIa6migSd5DPOIJz1bdiq3cuvtMtQpGs4tvy3r4AGzrkEk=</latexit>

…

(b) P-tuning v2 (Frozen, most scales, most tasks)

Amazing movie !
e(Amazing) e(moive) e(!)

[CLS]
e([CLS]) …

Amazing movie !
e(Amazing) e(moive) e(!)

[CLS]

Class Label (with linear head)

…
…
… … … … …… … … …

…
…
…… … …

Layer1 Prompts

Layer2 Prompts

LayerN Prompts
…

Reparameterization (Optional)

……

e([CLS])

Optimization Optimization

Figure 2: From Lester et al. (2021) & P-tuning to P-tuning v2. Orange blocks (i.e., h0, ..., hi) refer to trainable
prompt embeddings; blue blocks are embeddings stored or computed by frozen pre-trained language models.

to two challenges. First, the number of tunable
parameters is limited due to the constraints of se-
quence length. Second, the input embeddings have
relatively indirect impact on model predictions.

To address these challenges, P-tuning v2 em-
ploys the idea of deep prompt tuning (Li and Liang,
2021; Qin and Eisner, 2021). As illustrated in Fig-
ure 2, prompts in different layers are added as pre-
fix tokens. On one hand, P-tuning v2 have more
tunable task-specific parameters (from 0.01% to
0.1%-3%) to allow more per-task capacity while be-
ing parameter-efficient; on the other hand, prompts
added to deeper layers have more direct impact on
model predictions (see analysis in Appendix B).

3.3 Optimization and Implementation

There are a few useful details of optimization and
implementation for achieving the best performance.

Reparameterization. Prior works usually leverage
a reparameterization encoder such as an MLP (Li
and Liang, 2021; Liu et al., 2021) to transform train-
able embeddings. However, for NLU, we discover
that its usefulness depends on tasks and datasets.
For some datasets (e.g., RTE and CoNLL04), MLP
brings a consistent improvement; for the others,
MLP leads to minimal or even negative effects on
the results (e.g., BoolQ and CoNLL12). See Ap-
pendix B for more analysis.

Prompt Length. The prompt length plays a crit-
ical role in P-Tuning v2. We find that different
NLU tasks usually achieve their best performance
with different prompt lengths (Cf. Appendix B).
Generally, simple classification tasks prefer shorter
prompts (less than 20); hard sequence labeling
tasks prefer longer ones (around 100).

Multi-task Learning. Multi-task learning jointly
optimizes multiple tasks with shared continuous
prompts before fine-tuning for individual tasks.
Multi-task is optional for P-Tuning v2 but can be

Method Task Re-
param.

Deep
PT

Multi-
task

No
verb.

P-tuning
(Liu et al., 2021)

KP
NLU LSTM - - -

PROMPTTUNING
(Lester et al., 2021) NLU - - ✓ -

Prefix Tuning
(Li and Liang, 2021) NLG MLP ✓ - -

SOFT PROMPTS
(Qin and Eisner, 2021) KP - ✓ - -

P-tuning v2
(Ours)

NLU
SeqTag (depends) ✓ ✓ ✓

Table 1: Conceptual comparison between P-tuning v2
and existing Prompt Tuning approaches (KP: Knowl-
edge Probe; SeqTag: Sequence Tagging; Re-param.:
Reparameterization; No verb.: No verbalizer).

used for further boost performance by providing a
better initialization (Gu et al., 2021).

Classification Head. Using a language modeling
head to predict verbalizers (Schick and Schütze,
2020) has been central for prompt tuning (Liu et al.,
2021), but we find it unnecessary in a full-data
setting and incompatible with sequence labeling.
P-tuning v2 instead applies a randomly-initialized
classification head on top of the tokens as in BERT
(Devlin et al., 2018) (Cf. Figure 2).

To clarify P-tuning v2’s major contribution, we
present a conceptual comparison to existing prompt
tuning approaches in Table 1.

4 Experiments

We conduct extensive experiments over different
commonly-used pre-trained models and NLU tasks
to verify the effectiveness of P-tuning v2. In this
work, all methods except for fine-tuning are con-
ducted with frozen language model backbones,
which accords with (Lester et al., 2021)’s setting
but differs from (Liu et al., 2021)’s tuned setting.
Ratios of task-specific parameters (e.g., 0.1%) are
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#Size BoolQ CB COPA MultiRC (F1a)

FT PT PT-2 FT PT PT-2 FT PT PT-2 FT PT PT-2

BERTlarge 335M 77.7 67.2 75.8 94.6 80.4 94.6 69.0 55.0 73.0 70.5 59.6 70.6
RoBERTalarge 355M 86.9 62.3 84.8 98.2 71.4 100 94.0 63.0 93.0 85.7 59.9 82.5

GLMxlarge 2B 88.3 79.7 87.0 96.4 76.4 96.4 93.0 92.0 91.0 84.1 77.5 84.4
GLMxxlarge 10B 88.7 88.8 88.8 98.7 98.2 96.4 98.0 98.0 98.0 88.1 86.1 88.1

#Size ReCoRD (F1) RTE WiC WSC

FT PT PT-2 FT PT PT-2 FT PT PT-2 FT PT PT-2

BERTlarge 335M 70.6 44.2 72.8 70.4 53.5 78.3 74.9 63.0 75.1 68.3 64.4 68.3
RoBERTalarge 355M 89.0 46.3 89.3 86.6 58.8 89.5 75.6 56.9 73.4 63.5 64.4 63.5

GLMxlarge 2B 91.8 82.7 91.9 90.3 85.6 90.3 74.1 71.0 72.0 95.2 87.5 92.3
GLMxxlarge 10B 94.4 87.8 92.5 93.1 89.9 93.1 75.7 71.8 74.0 95.2 94.2 93.3

Table 2: Results on SuperGLUE development set. P-tuning v2 significantly surpasses P-tuning & Lester et al.
(2021) on models smaller than 10B, and matches the performance of fine-tuning across different model scales. (FT:
fine-tuning; PT: Lester et al. (2021) & P-tuning; PT-2: P-tuning v2; bold: the best; underline: the second best).

#Size CoNLL03 OntoNotes 5.0 CoNLL04

FT PT PT-2 MPT-2 FT PT PT-2 MPT-2 FT PT PT-2 MPT-2

BERTlarge 335M 92.8 81.9 90.2 91.0 89.2 74.6 86.4 86.3 85.6 73.6 84.5 86.6
RoBERTalarge 355M 92.6 86.1 92.8 92.8 89.8 80.8 89.8 89.8 88.8 76.2 88.4 90.6
DeBERTaxlarge 750M 93.1 90.2 93.1 93.1 90.4 85.1 90.4 90.5 89.1 82.4 86.5 90.1

#Size
SQuAD 1.1 dev (EM / F1) SQuAD 2.0 dev (EM / F1)

FT PT PT-2 MPT-2 FT PT PT-2 MPT-2

BERTlarge 335M 84.2 91.1 1.0 8.5 77.8 86.0 82.3 89.6 78.7 81.9 50.2 50.2 69.7 73.5 72.7 75.9
RoBERTalarge 355M 88.9 94.6 1.2 12.0 88.5 94.4 88.0 94.1 86.5 89.4 50.2 50.2 82.1 85.5 83.4 86.7
DeBERTaxlarge 750M 90.1 95.5 2.4 19.0 90.4 95.7 89.6 95.4 88.3 91.1 50.2 50.2 88.4 91.1 88.1 90.8

#Size CoNLL12 CoNLL05 WSJ CoNLL05 Brown

FT PT PT-2 MPT-2 FT PT PT-2 MPT-2 FT PT PT-2 MPT-2

BERTlarge 335M 84.9 64.5. 83.2 85.1 88.5 76.0 86.3 88.5 82.7 70.0 80.7 83.1
RoBERTalarge 355M 86.5 67.2 84.6 86.2 90.2 76.8 89.2 90.0 85.6 70.7 84.3 85.7
DeBERTaxlarge 750M 86.5 74.1 85.7 87.1 91.2 82.3 90.6 91.2 86.9 77.7 86.3 87.0

Table 3: Results on Named Entity Recognition (NER), Question Answering (Extractive QA), and Semantic Role
Labeling (SRL). All metrics in NER and SRL are micro-f1 score. (FT: fine-tuning; PT: P-tuning & Lester et al.
(2021); PT-2: P-tuning v2; MPT-2: Multi-task P-tuning v2; bold: the best; underline: the second best).

derived from comparing continuous prompts’ pa-
rameters with transformers’ parameters. Another
thing to notice is that our experiments are all con-
ducted in the fully-supervised setting rather than
few-shot setting.

NLU Tasks. First, we include datasets from Su-
perGLUE (Wang et al., 2019) to test P-tuning v2’s
general NLU ability. Additionally, we introduce a
suite of sequence labeling tasks, including named
entity recognition (Sang and De Meulder, 2003;
Weischedel et al., 2013; Carreras and Màrquez,
2004), extractive Question Answering (Rajpurkar
et al., 2016), and semantic role labeling (Carreras
and Màrquez, 2005; Pradhan et al., 2012)).

Pre-trained Models. We include BERT-large (De-
vlin et al., 2018), RoBERTa-large (Liu et al.,
2019), DeBERTa-xlarge (He et al., 2020), GLM-
xlarge/xxlarge (Du et al., 2021) for evaluation.
They are all bidirectional models designed for NLU
tasks, covering a wide range of sizes from about
300M to 10B.

Multitask Learning. For the multi-task setting,
we combine the training sets of the datasets in each
task type (e.g., combing all training sets of seman-
tic role labeling). We use separate linear classi-
fiers for each dataset while sharing the continuous
prompts (Cf. Appendix A).
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SST-2 RTE BoolQ CB

CLS & linear head 96.3 88.4 84.8 96.4
Verbalizer & LM head 95.8 86.6 84.6 94.6

Table 4: Comparison between [CLS] label with linear
head and verbalizer with LM head on RoBERTa-large.

4.1 P-tuning v2: Across Scales
Table 2 presents P-tuning v2’s performances across
model scales. In SuperGLUE, performances of
Lester et al. (2021) and P-tuning at smaller scales
can be quite poor. On the contrary, P-tuning v2
matches the fine-tuning performance in all the tasks
at a smaller scale. P-tuning v2 even significantly
outperforms fine-tuning on RTE.

In terms of larger scales (2B to 10B) with
GLM (Du et al., 2021), the gap between Lester
et al. (2021); Liu et al. (2021) and fine-tuning is
gradually narrowed down. On 10B scale, we have
a similar observation as Lester et al. (2021) re-
ports, that prompt tuning becomes competitive to
fine-tuning. That said, P-tuning v2 is always com-
parable to fine-tuning at all scales but with only
0.1% task-specific parameters needed comparing
to fine-tuning.

4.2 P-tuning v2: Across Tasks
From Table 3, we observe that P-tuning v2 can be
generally comparable to fine-tuning on all tasks. P-
tuning and Lester et al. (2021) show much poorer
performance, especially on QA, which might be the
most challenging of the three tasks. We also notice
that there are some abnormal results of Lester et al.
(2021) and P-tuning on SQuAD 2.0. This is prob-
ably because SQuAD 2.0 contains unanswerable
questions, which causes optimization challenges
for single-layer prompt tuning. Multi-task learn-
ing generally brings significant improvements to
P-Tuning v2 over most tasks except for QA.

4.3 Ablation Study

Verbalizer with LM head v.s. [CLS] label with
linear head. Verbalizer with LM head has been a
central component in previous prompt tuning ap-
proaches. However, for P-tuning v2 in a supervised
setting, it is affordable to tune a linear head with
about several thousand parameters. We present our
comparison in Table 4, where we keep other hyper-
parameters and only change [CLS] label with linear
head to verbalizer with LM head. Here, for simplic-
ity, we use “true” and “false” for SST-2, RTE and

(a) RTE (b) BoolQ

Figure 3: Ablation study on prompt depth using BERT-
large. “[x-y]" refers to the layer-interval we add contin-
uous prompts (e.g., “21-24” means we are add prompts
to transformer layers from 21 to 24). Same amount of
continuous prompts added to deeper transformer layers
(i.e., more close to the output layer) can yield a better
performance than those added to beginning layers.

BoolQ; “true”, “false” and “neutral” for CB. Re-
sults indicate that there is no significant difference
between performances of verbalizer and [CLS].

Prompt depth. The main difference between
Lester et al. (2021); (Liu et al., 2021) and P-tuning
v2 is the multi-layer continuous prompts. To ver-
ify its exact influence, given a certain number of k
layers to add prompts, we select them in both as-
cending and descending order to add prompts; for
the rest layers, we left them untouched. As shown
in Figure 3, with the same amount of parameters
(i.e., num of transformer layers to add prompts),
adding them in the descending order is always bet-
ter than in the ascending order. In the RTE case,
only adding prompts to layers 17-24 can yield a
very close performance to all layers.

5 Conclusions

We present P-tuning v2, a prompt tuning method.
Despite its relatively limited technical novelty, it
contributes to a novel finding that prompt tuning
can be comparable to fine-tuning universally across
scales (from 330M to 10B parameters) and tasks.
With high accuracy and parameter efficiency, P-
Tuning v2 can be a potential alternative for fine-
tuning and a strong baseline for future work.
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A Problem Formulation on Sequence
Tagging

Name entity recognition (NER). NER aims to
predict all spans of words that represent some
given classes of entity with a sentence. We
adopted CoNLL03 (Sang and De Meulder, 2003),
OntoNotes 5.0 (Weischedel et al., 2013) and
CoNLL04 (Carreras and Màrquez, 2004). For
CoNLL03 and CoNLL04, we trained our model on
the standard train-develop-test split. For OntoNotes
5.0, we use the same train, develop, test split as (Xu
et al., 2021). All the datasets are labeled in IOB2
format. We use sequence tagging to solve NER
tasks by assigning labels marking the beginning
and inside some classes of entity. The language
models generate a representation for each token,
and we use a linear classifier to predict the labels.
We use the official scripts to evaluate the results.
For the multi-task setting, we combine the training
set of the three datasets for pre-training. We use
different linear classifiers for each dataset while
sharing the continuous prompts.

(Extractive) Question Answering (QA). Extrac-
tive QA is designed to extract the answer from the
context given the context and a question. We use
SQuAD (Rajpurkar et al., 2016) 1.1 and 2.0, in
which each answer is within a continuous span of
the context. Following tradition, we formulate the
problem as sequence tagging by assigning one of
the two labels: ‘start’ or ‘end’ to each token and at
last selecting the span of the most confident start-
end pair as the extracted answer. If the probability
of the most confident pair is lower than a threshold,
the model will assume the question unanswerable.
For the multi-task setting, our training set for pre-
training combines the training sets of SQuAD 1.1
and 2.0. When pre-training, we assume that all the
questions, regardless of their origin, are possibly
unanswerable.

Semantic Role Labeling (SRL). SRL assigns la-
bels to words or phrases in a sentence that indicate
their semantic roles in the sentence. We evaluate
P-tuning v2 on CoNLL05 (Carreras and Màrquez,
2005) and CoNLL12 (Pradhan et al., 2012). Since a
sentence can have multiple verbs, we add the target
verb token to the end of each sentence to help recog-
nize which verb is used for prediction. We classify
each word with a linear classifier based on the cor-
responding semantic role representation. For multi-
task setting, the pre-train training set is a combina-
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(a) NLI: RTE (b) NER: CoNLL04 (c) MQA: BoolQ (d) SRL: CoNLL12

Figure 4: Ablation study on prompt length and reparamerization using RoBERTa-large. The conclusion can be very
different given certain NLU task and dataset. (MQA: Multiple-choice QA)

tion of the training set of CoNLL05 (Carreras and
Màrquez, 2005), CoNLL12 (Pradhan et al., 2012)
and propbank-release (a common extend data used
for training SRL). The multi-task training strategy
is similar to NER.

B More Ablation Study

Due to the page limit, we present hyper-parameters
and architecture designs ablations regarding repa-
rameterization and prompt length in this section.

Embedding v.s. MLP reparameterization. In
both prefix-tuning (Li and Liang, 2021) and P-
tuning (Liu et al., 2021), authors discover the repa-
rameterization to be useful in improving training
speed, robustness and performance. However, we
conduct experiments to show that the reparameteri-
zation effect is inconsistent across different NLU
tasks and datasets.

As shown in Figure 4, in RTE and CoNLL04,
MLP reparameterization generally indicates better
performance than embedding for almost all prompt
lengths. However, in BoolQ, MLP and embed-
ding’s results are competitive; in CoNLL12, the
embedding consistently outperforms MLP.

Prompt Length. Prompt length is yet another influ-
ential hyper-parameter for P-tuning v2, and its op-
timal value varies from task to task. From Figure 4,
we observe that for simple NLU tasks, usually, a
shorter prompt is enough for the best performance;
for hard sequence tasks, usually, a longer prompt
than 100 would be helpful.

We also discover that reparameterization has a
close bond with optimal prompt length. For exam-
ple, in RTE, CoNLL04, and BoolQ, MLP reparam-
eterization achieves its optimal result earlier than
embedding. This conclusion may contribute some
thoughts on P-tuning’s optimization properties.
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Abstract

When tasked with supporting multiple lan-
guages for a given problem, two approaches
have arisen: training a model for each language
with the annotation budget divided equally
among them, and training on a high-resource
language followed by zero-shot transfer to the
remaining languages. In this work, we show
that the strategy of joint learning across multi-
ple languages using a single model performs
substantially better than the aforementioned al-
ternatives. We also demonstrate that active
learning provides additional, complementary
benefits. We show that this simple approach
enables the model to be data efficient by allow-
ing it to arbitrate its annotation budget to query
languages it is less certain on. We illustrate
the effectiveness of our proposed method on a
diverse set of tasks: a classification task with
4 languages, a sequence tagging task with 4
languages and a dependency parsing task with
5 languages. Our proposed method, whilst sim-
ple, substantially outperforms the other viable
alternatives for building a model in a multilin-
gual setting under constrained budgets.

1 Introduction

While neural networks have become the de-facto
method of tackling NLP tasks, they often require
a lot of annotated data to do so. This task of data
annotation is especially challenging while build-
ing systems aimed at serving numerous languages.
Motivated by this, in this paper, we tackle the fol-
lowing problem:

Given the requirement of building systems for
an NLP task in a multilingual setting with a fixed
annotation budget, how can we efficiently acquire
annotations to perform the task well across multi-
ple languages?

The traditional approach to this problem has
been building a separate model to serve each lan-
guage. In this scenario, the annotation budget

˚Equal Contribution

is split equally for all languages, and a model
is trained for each one separately. Recently, an-
other direction that has gained popularity has been
leveraging multilingual pre-trained language mod-
els (MPLMs) which inherently map multiple lan-
guages to a common embedding space (Devlin
et al., 2019; Conneau et al., 2020). The popular
method for leveraging these models has been lever-
aging their zero-shot transfer ability: training on
an English-only corpus for the task, and then using
the models zero-shot for the other languages.

Another orthogonal line of work aimed at build-
ing models under a constrained budget has been
active learning (AL) (Shen et al., 2018; Ein-Dor
et al., 2020). While this has shown to improve
annotation efficiency, the predominant approach
has been to train one model per language, using
the (language specific) model for AL (Shen et al.,
2018; Erdmann et al., 2019).

In this work, we show that a single MPLM
trained on all languages simultaneously performs
much better than training independent models for
specific languages for a fixed total annotation bud-
get. Further, while the benefits of using AL in con-
junction with MPLMs has been studied for a mono-
lingual setup (Ein-Dor et al., 2020), we show that
AL also yields benefits in the multilingual setup.
Concretely, we show that an AL acquisition on
a single language helps improve zero-shot perfor-
mance on all other languages, regardless of the
language of the seed data. Furthermore, we show
that AL also yields benefits for our proposed single
model scenario. We demonstrate that our results
are consistent on 3 different tasks across multiple
languages: classification, sequence tagging and
dependency parsing. Our approach removes the
requirement of maintaining n different models, and
uses 1{nth the parameters than when independent
models are trained. Our analysis reveals that the
model arbitrates between different languages based
on its performance to form a multilingual curricu-
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lum.
We release our code at https://github.

com/codedecde/SMAL.

2 Related Work

Effective utilization of annotation budgets has been
the area of focus for numerous active learning
works, showing improvements for different tasks
like POS tagging (Ringger et al., 2007), sentiment
analysis (Karlos et al., 2012; Li et al., 2013; Brew
et al., 2010; Ju and Li, 2012), syntactic parsing
(Duong et al., 2018), and named entity recognition
(Settles and Craven, 2008; Shen et al., 2018). The
focus of most of these works, however, has been
on learning for a single language (often English).
Prior work on AL that uses a multilingual setup
or cross-lingual information sharing and that goes
beyond training a separate model for each language
has thus been limited. The closest work where mul-
tiple languages influence each other’s acquisition is
that of Qian et al. (2014); however, they still train
a separate model for each language.

For transfer to multiple languages, recent ad-
vances in building MPLMs (Devlin et al., 2019;
Conneau et al., 2020; Liu et al., 2020; Xue et al.,
2020) have been extremely effective, especially in
zero-shot transfer (Pires et al., 2019; Liu et al.,
2020). Ein-Dor et al. (2020) studied the data-
effectiveness of these models when used in con-
junction with AL, but, as with other AL work, with
a single language focus. Finally, Lauscher et al.
(2020) studied the effectiveness of the zero-shot
setup, showing that adding a few examples to a
model trained on English improves performance
over zero-shot transfer. However, this assumes the
availability of a full English task-specific corpus.

3 Methodology

3.1 Task Specific Models

We use the multilingual-BERT-cased model
(mBERT) as the base model for all the tasks. We
use the standard training methodology for the tasks:
For classification, we use a single layer over the
[CLS] embedding. For sequence tagging, we use
a single layer for each word to predict its tag. For
dependency parsing, we follow Kondratyuk and
Straka (2019) and use mBERT embeddings with
the graph-based bi-affine attention parser (Dozat
and Manning, 2017); refer Appendix A for details.

3.2 Budget Allocation Settings

To understand data acquisition in a multilingual
setting, we consider multilingual datasets in the
3 tasks. For each task t, let L be the set of lan-
guages (n “ |L|). We then define st to be the seed
size, bt to be the total annotation budget and vt to
be total number of annotated validation examples
available to t. We compare our proposed Single
Model Acquisition (SMA) setup to two baseline
settings– Monolingual Acquisition (MonoA) and
Multi Model Acquisition (MMA):

MonoA In this setting, the seed data as well as
the validation data (st, vt) is acquired from a single
language. Further, the entire annotation budget (bt)
is assigned to the same language. We evaluate the
test data performance on that language and on the
other n ´ 1 languages in a zero-shot setting.

MMA For this setting, we train n individual mod-
els, one for each language. Each model starts with
a seed of st{n, a validation set of vt{n, and is as-
signed an acquisition budget of bt{n. At test time,
we evaluate the performance of the model on the
language it was trained with.

SMA For this setting, we consider a single model
for which both training and acquisition is done on
all n languages simultaneously. The seed data and
the validation set comprises of a random subset
drawn from data corresponding to all languages.
The whole of st, bt and vt are thus assigned to this
single model. We compute the performance on the
test data of each of the languages.

3.3 Active Learning Acquisition Strategies

The field of active AL tends not to reveal explicit
winners—though there is a general consensus that
AL does indeed outperform passive learning (Set-
tles, 2009). Thus, we adopt the simplest confidence
based strategies to demonstrate their efficacy for
each task : Least Confidence (LC) for classification,
Maximum Normalized Log Probability (MNLP)
(Shen et al., 2018) for sequence tagging, and nor-
malized log probability of decoded tree (NLPDT)
(Li et al., 2016) for dependency parsing

Maximum Normalized Log Probability (MNLP)
This strategy chooses instances for which the log
probability of the model prediction, normalized by
sequence length, is the lowest. This AL strategy
has been shown to be extremely effective for NER
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(Shen et al., 2018) and hence we adopt it in our
setting.

Least Confidence (LC) This strategy chooses
those instances for which the model confidence cor-
responding to the predicted class is the least. This
acquisition strategy has been commonly applied in
classification tasks, and although simple, has been
consistently shown to often perform extremely well
(Settles, 2009); consequently, we adopt it in our
setting.

Normalized Log Probability of the Decoded
Tree (NLPDT) This strategy selects the instances
with the minimum log probability of the de-
coded tree generated d˚ as generated by the Chu-
Liu/Edmonds algorithm (refer A for additional de-
tails). Following (Li et al., 2016), we also normal-
ize this score by the number of tokens N 1.

To the best of our knowledge, this is the first
work to explore an AL-augmented single model for
multiple languages.

4 Experiments

4.1 Dataset Details

Classification We consider Sentiment Analysis,
using the Amazon Reviews dataset (Prettenhofer
and Stein, 2010). The dataset consists of reviews
and their binary sentiments for 4 languages: En-
glish (en), French (fr), Japanese (ja), German (de).

Sequence Tagging We choose Named Entity
Recognition, and use the CoNLL02/03 datasets
(Sang, 2002; Tjong Kim Sang and De Meulder,
2003) with 4 languages: English (en), Spanish (es),
German (de) and Dutch (nl), and 4 named entities:
Location, Person, Organization and Miscellaneous.

Dependency Parsing We use a subset of tree-
banks with 5 languages (English (en), Spanish (es),
German (de), Dutch (nl), Japanese (ja)) from the
full Universal Dependencies v2.3 corpus (Nivre
et al., 2018); a total of 11 treebanks.

4.2 Experimental Settings

For each experiment, we run 4 training rounds: one
training on initial seed data, followed by 3 acqui-
sition rounds. We set st“bt“vt in all cases. For

1We also tried normalizing by N2, as well as a globally
normalized probability of d˚ (probability of the tree over all
possible valid trees, with the partition function computed using
the Matrix Tree Theorem (Koo et al., 2007; Smith and Smith,
2007)), but found both to perform worse.

classification, we set st=300 sentences. For NER
and Dependency Parsing, we use st“„10k and
st“„17.5k tokens respectively (refer Appendix
B). We report accuracy for classification, F1-Score
for the NER, and unlabeled and labeled attachment
scores (UAS and LAS) for dependency parsing.

For each task, we run the 3 settings (§3.2) across
multiple languages. For each setting, we also train
an AL model with a task-specific acquisition func-
tion (§3.3). In addition, we train both the SMA and
MMA with all available data, i.e., we use all data
to train one model for all languages and one model
per language respectively. We report an average of
5 runs for each experiment. Refer Appendix C for
hyperparameters and training details.

5 Results and Analysis

Model Performance Figure 1 shows the perfor-
mance of NER on Spanish (refer Appendix G for
the plots of all other languages and tasks). Al-
though acquiring data independently per language
(MMA) performs well, SMA outperforms MMA.
Unsurprisingly, MonoA with es performs the best
in the category, since it allocates its entire budget
to acquiring es data; it thus forms an upper-bound
of the model performance. However, SMA out-
performs MonoA when its seed language and in-
ference language differ. Finally, AL consistently
provides gains over random acquisition.

To analyze the performance across all languages,
we present the performance for each round of ac-
quisition, aggregated across all languages for Clas-
sification (Figure 2) (refer Appendix G for De-
pendency Parsing and NER plots). Here, SMA
consistently outperforms MMA for every round of
acquisition because MMA suffers from a poorly
utilized budget, potentially wasting annotation bud-
get on languages where the task is easier. In con-
trast, SMA improves budget utilization while also
benefiting from cross-lingual information. Finally,
SMA, by virtue of performing well irrespective of
language, consistently outperforms MonoA.

For a concise overview, we present the aggregate
metrics across all rounds for each task in Table 1.
We observe that SMA does much better compared
to its counterparts; both with and without AL. We
also observe these models to be extremely data ef-
ficient: with AL, a model with access to less than
5% of the data achieves a (relative) performance
of around 88% accuracy (for classification), 95.5%
F1-score (for NER) and 93.5% LAS (for depen-
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Figure 1: Performance across different rounds for
one task (NER) and one language (es). Note that
SMA ˘ AL out-performs MMA ˘ AL. It also out-
performs all MonoA baselines except MonoA[es],
which is the language specific upper bound. Here
MNLP is the AL method adopted for NER.

seed round1 round2 round3

65

70

75

80

85

Method
MMA
SMA
MonoA[en]
MonoA[fr]
MonoA[ja]
MonoA[de]

Acquisition
Random
LC

Upper Bounds
MM[100%]
SM[100%]

Figure 2: Performance aggregated across all lan-
guages for one task (classification) at every round
of acquisition. As can be seen, SMA ˘ AL outper-
forms all other baselines. Note that SMA and MMA
both out-perform MonoA. This is because MonoA
does not perform as well when the language is dif-
ferent than that for which data was acquired. Here,
LC is the AL method adopted for classification.

dency parsing) when compared to a model trained
with all available data (see Table 2 for full data
performance). Further, along with its superior per-
formance, SMA also affords substantial parameter
savings: requiring only a single model, compared
to a number of models linear in n (thereby using
1

nth parameters compared to MMA).

Dataset Metric AL MMA SMA

NER Span-F1
(-) 75.1 79.1
(+) 77.3 80.5

Classification Accuracy
(-) 67.7 73.8
(+) 69.3 74.0

Dependency
Parsing

UAS
(-) 84.8 86.0
(+) 84.5 86.3

LAS
(-) 78.0 77.8
(+) 77.8 79.7

Table 1: Average results across all rounds (5%, 10%,
15% and 20% data) and all languages. (+) and (-) indi-
cate with and without AL respectively. Bold highlights
best performance for a task.

MM Full vs SM Full To analyze how effectively
a single model performs on the languages in ques-
tion despite using 1{nth the parameters, we train
a single model on all data and compare it with
n language-specific models, where each of the n
models has the same number of parameters as the
single model; this also serves as an upper-bound
for our AL experiments. Table 2 shows that having
a single model does not adversely impact perfor-

mance. A more detailed discussion is present in
Appendix D.

Dataset Metric MM
Full

SM
Full

NER Span-F1 87.4 87.2

Classification Accuracy 86.0 87.0

Dependency
Parsing

UAS 91.3 91.3
LAS 87.1 87.1

Table 2: Performance with all data for both SM and
MM. Here, SM is a single model trained on all lan-
guages, while MM represents average performance over
all languages of one model per language. The compa-
rable performance indicates that models have enough
capacity to represent languages in consideration.

The effectiveness of AL in MonoA We consis-
tently observe AL in the source language improv-
ing performance across all languages, irrespective
of whether inference is being run for the source lan-
guage or zero-shot on a different target language,
both for NER and classification (Table 3). We hy-
pothesize that the model selects semantically diffi-
cult or ambiguous examples that generalize across
languages by virtue of mBERT’s shared embed-
ding representation. To the best of our knowledge,
this work is the first to demonstrate that AL can
improve the data efficiency of both classification
and NER in a zero-shot inference setup.

In the case of dependency parsing, we observe
mixed results when the source and target languages
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differ. We hypothesize that this is because depen-
dency parsing is a syntactic problem, making it
more language specific, and zero-shot inference
inherently harder. This is in contrast with both
classification and NER, which are more semantic,
making hard examples more generalizable across
languages. Refer Appendix E for more details.

Dataset Metric AL MonoA

NER
Source en es nl de

Span-F1
(-) 71.3 64.3 68.8 68.8
(+) 72.1 64.3 70.8 70.3

Classifi-
cation

Source en fr ja de

Acc
(-) 71.9 72.5 69.1 66.2
(+) 72.9 72.1 70.3 68.0

Depend-
ency
Parsing

Source en es nl de ja

UAS
(-) 76.4 72.9 73.9 72.9 44.3
(+) 76.9 73.0 74.0 73.4 44.2

LAS
(-) 67.2 62.3 62.8 61.8 31.8
(+) 67.5 62.4 62.7 62.3 30.8

Table 3: Average results across all rounds (5%, 10%,
15% and 20% data) and all languages for MonoAL.
Source indicates the language of data acquisition and
for all other languages, inference is zero-shot. As can
be seen, AL usually helps in the zero-shot setup.

What does SMA+AL acquire? One advantage
of the SMA+AL setup is that the model can ar-
bitrate between allocating its acquisition budget
across different languages as training progresses.
This is in contrast with training one model per lan-
guage, where the models for languages with a high
performance waste the overall budget by acquiring
more than necessary, while models on languages
where performance isn’t as good under-acquire.

To investigate this, for each language and each
round, we plot the relative difference (%) between
cumulative tokens acquired by the SMA+AL model
for that language, and the tokens acquired in ex-
pectation if acquisition was done randomly (refer
Appendix F for more details). For each language,
we also plot the relative performance difference of
the language at that round compared to the perfor-
mance when 100% data is available.

Figure 3 reveals the added benefit of SMA+AL
for data acquisition for NER (refer Appendix F
for other tasks): a single model can arbitrate be-
tween instances across languages automatically.
The model initially acquires data from the high
resource language (English). But as the training
proceeds, the model favors acquiring data from

Figure 3: Acquisiton Curriculum for NER. The bars
(left y-axis) represent the relative fraction of cumula-
tive tokens acquired per language compared to random
sampling. The lines (right y-axis) show the difference
of performance of the language when compared to its
100% data performance (MM). Notice that the model
tends to favor acquiring data from languages that under-
perform compared to their 100% counterpart (here, es
and de). This in turn helps the model to arbitrate its ac-
quisitions so as to achieve similar performance (relative
to 100% performance) across all languages (indicated
by the convergence of the line plots).

languages it is uncertain about (Spanish and Ger-
man). This “multilingual curriculum” thus allows
the model to be more effective in its use of the
annotation budget. We find SMA+AL eventually
achieves a similar relative difference from 100%
data performance for all languages consistently
across tasks as a consequence.

6 Conclusion

In this work, we consider the problem of efficiently
building models that solve a task across multiple
languages. We show that, contrary to traditional ap-
proaches, a single model arbitrating between mul-
tiple languages for data acquisition considerably
improves performance in a constrained budget sce-
nario, with AL providing additional benefits.
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A Task Specific Details

In this section, we elaborate on the task specific
adaptations:

Classification: As is common practice, we use
a single linear layer over [CLS] embeddings gen-
erated by the BERT model to generate logits for
the classification task, and the model is trained to
minimize the cross-entropy loss.

Sequence Tagging: We apply a linear layer to the
word embeddings2 generated by the BERT model
to generate the tag logits, and the model is trained
to minimize the negative log-likelihood of the ob-
served tags.

Dependency Parsing: We use a graph-based bi-
affine attention parser introduced in (Dozat and
Manning, 2017). Following (Kondratyuk and
Straka, 2019), we use the output of the last BERT
layer in place of the embeddings generated by
the Bi-LSTM layers. These embeddings are then
concatenated with the POS embeddings. A head
feed-forward network and a child feed-forward
network then generate embeddings for each head
and dependant word of a dependency respectively.
This is combined with a biaffine attention mod-
ule to generate a probability distribution for each
word to predict its head, as well as a bilinear
layer to predict the label for each dependency re-
lationship. Let τpiq “ tphpi,jq, dpi,jq, lpi,jq|hpi,jq ñ

dpi,jq with label lpi,jqu be the ith gold dependency
tree in the dataset. The model is then trained to
maximize the log probability of the gold tree as :

max
ÿ

i

ÿ

j

log
`

Pphpi,jq|dpi,jqq
˘

` log
`

Pplpi,jq|hpi,jq ñ dpi,jqq
˘

(1)

During inference, the best dependency parse is
generated by decoding with Chu-Liu/Edmonds al-
gorithm (Chu, 1965; Edmonds, 1967).

For all the models mentioned above, all layers
of mBERT are fine-tuned during training.

B Dataset statistics

We report the detailed dataset statistics in Table 4.
Note that the seed was chosen to be roughly 5% of
the size of the English training data, shown in the
rightmost column of the table.

2Following (Devlin et al., 2019), for words generating mul-
tiple wordpieces, we use the embedding of the first wordpiece.

C Experimental Details

Hyperparameters All experiments performed
in this paper are averaged over 5 runs. For each
experiment, we perform an LR search over (1e-5,
2e-5, 3e-5, 4e-5 and 5e-5), and choose the best LR
according to the performance on the appropriate
validation (sub)set, as recommended in (Devlin
et al., 2019). In all experiments, we set the batch
size to 32 and use an Adam (Kingma and Ba, 2015)
optimizer. Each round of training is run with a
patience of 25 epochs, for at most 75 epochs in
total.

Data Preprocessing To avoid out-of-memory is-
sues on the GPU, we pre-process the data so that
the examples in the train set of length larger than
175 and with larger than 256 word-pieces are fil-
tered out for the NER. For classification, we simply
truncate all instances at 256 word-pieces. We also
de-duplicate the train set, to ensure that during all
AL acquisition stages, no duplicates are selected at
any point.

Code All code used in this work was imple-
mented using Python, PyTorch and AllenNLP
(Gardner et al., 2018), using pre-trained models
released by HuggingFace (Wolf et al., 2020).

D SM Full vs MM Full Performance

Given that the SMA setup uses 1{nth the number
of parameters, an interesting question is whether
fewer parameters leads to a loss in any expressive
power for the single model, which might potentially
lead to poorer performance (curse of multilingual-
ity (Conneau et al., 2020)). To answer this question,
we train a single model on all data and compare
it with n language-specific models, where each of
the n models has the same number of parameters
as the single model.

From the 100% (rightmost) columns of Table
2, we find that having a single model does not ad-
versely impact performance and these trends hold
irrespective of whether all the languages in the task
are etymologically close (as in NER) or distant (ja
for classification and dependency parsing). This
might not be the case when there are a large number
of languages, however; investigating how well this
observation scales with the number of languages
would be an interesting line of future work.
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Task Budget Type Num Tokens / Instances AL Details Num en train
Train Val. Test Seed Val. Budget

NER Token 875k 193k 219k 10k 10k 10k 200k
Classification Instance 19k 5k 24k 300 300 300 6k
Dependency Parsing Token 1.88M 196k 189k 17.5k 17.5k 17.5k 350k

Table 4: Aggregate statistics of datasets per task.

E Active Learning for the MonoA Setup

An interesting observation from Table 3 is that AL
in the source language helps improve performance
across all languages, irrespective of whether the
inference is being run for the source language in
question or zero-shot on a different target language
without any training. We observe this to be the
case consistently for both the NER and the clas-
sification tasks (refer Figure 4), regardless of the
source language. We hypothesize that this is be-
cause the model selects semantically difficult or
ambiguous examples that generalize across lan-
guages by virtue of mBERT’s shared embedding
representation, in contrast with random selection
where easy examples the model can already tackle
might be selected. We observe this even in the case
of etymologically distant languages, such as when
the model is trained in English and zero-shot in-
ference is done in Japanese (or vice versa). Thus,
the AL selection does not overfit on the specific
language in question, instead choosing difficult but
generalizable examples.

We observe mixed results for the MonoA setup
for dependency parsing: AL improves substantially
over Random when the target language and the
source language are the same; however, when they
differ, the results are mixed. We hypothesize that
this discrepancy is a consequence of dependency
parsing being a syntactic problem, making it more
language specific, in turn making zero-shot an in-
herently harder problem. This is in contrast with
both classification and NER, which are more se-
mantic tasks. Consequently, hard examples for
the latter tasks might be more generalizable across
languages, resulting in their improved AL perfor-
mance, when compared with the dependency pars-
ing task.
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(a) Relative difference of MonoA ˘ AL for Classi-
fication
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Figure 4: Performance of mBERT trained on source
(de), as a relative percentage of the performance when
all source data was used, in a zero-shot classification
setting (es and nl).
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F Acquisition Ablation Details and
Curriculum

Figure 5: Acquisition curriculum for classification

Figure 6: Acquisition Curriculum for dependency pars-
ing. Note that in order to ablate out the effect of different
datasets, we only choose the largest dataset for each lan-
guage.

In this section, we describe the analysis of inves-
tigating the acquisitions of SMA+AL in more de-
tail. Let α1 ¨ ¨ ¨αn be the language specific amount
of data present in the entire dataset (i.e αi “ 0.3
implies that 30% of the entire dataset (training +
unlabeled) is of language i), and let β1,1 ¨ ¨ ¨βm,n

represent the amount of data acquired for every lan-
guage at every round (i.e βi,j indicates the amount
of data acquired by language j at round i). Then,
for a task t, for each round i and language j, we

plot p
ři

k“1 βk,jq´αj
9bt 9i

αj
9bt 9i

.
Figures 5 and 6 show the acquisition curriculum.

We observe a similar for both the tasks as that for
dependency parsing.

G Detailed Results

This section the additional plots as well as the de-
tailed tables and results for all the experiments
presented in the paper.

G.1 Per Acquisition Round Performance for
Dependency Parsing

Figures 7 and 8 show the UAS and LAS for each
round of acquisition for dependency parsing, ag-

gregated across all languages.
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Figure 7: Dependency Parsing: UAS for each round,
averaged across all languages
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Figure 8: Dependency Parsing: LAS for each round,
averaged across all languages

G.2 Per Acquisition Round Performance for
NER

Figure 9 shows the F-Score for each round of ac-
quisition for NER, aggregated across all languages.
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Figure 9: NER: F-Score for each round, averaged across
all languages
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G.3 Experiments for NER
Tables 5, 6, 7 and 8 show the performance of the different AL settings on English, Spanish, Dutch and
German respectively. Each table shows the F-score across 4 acquisition rounds, both with and without
MNLP (§3.2).

Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 86.0 ˘ 0.6 87.6 ˘ 0.2 87.8 ˘ 0.2 88.4 ˘ 0.4 85.5 ˘ 0.4 88.4 ˘ 0.5 89.2 ˘ 0.2 89.7 ˘ 0.5
de 61.3 ˘ 1.1 61.5 ˘ 1.5 65.6 ˘ 2.2 65.7 ˘ 1.8 60.3 ˘ 1.6 65.3 ˘ 3.2 68.1 ˘ 1.3 68.2 ˘ 2.3
es 55.6 ˘ 1.1 57.2 ˘ 1.5 56.7 ˘ 1.5 58.8 ˘ 1.7 53.7 ˘ 1.1 56.8 ˘ 2.7 57.8 ˘ 3.0 59.5 ˘ 2.6
nl 64.8 ˘ 3.9 64.7 ˘ 1.1 67.5 ˘ 0.6 65.7 ˘ 1.6 67.8 ˘ 1.6 68.2 ˘ 2.0 66.4 ˘ 2.2 66.0 ˘ 2.4

MMA 81.9 ˘ 1.4 84.6 ˘ 0.5 85.3 ˘ 1.3 86.5 ˘ 0.7 82.5 ˘ 0.4 86.1 ˘ 0.6 87.4 ˘ 0.6 88.2 ˘ 0.5
SMA 82.5 ˘ 0.6 84.8 ˘ 0.9 85.8 ˘ 0.4 86.2 ˘ 0.3 81.9 ˘ 0.4 86.6 ˘ 0.6 87.7 ˘ 0.5 88.4 ˘ 0.2

MM Full 91.2 ˘ 0.2
SM Full 91.2 ˘ 0.2

Table 5: Performance (F1-Score) on en for NER

Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 63.0 ˘ 1.3 64.7 ˘ 1.2 64.6 ˘ 1.1 65.4 ˘ 1.2 63.1 ˘ 1.7 66.0 ˘ 1.2 65.9 ˘ 1.3 67.3 ˘ 1.0
de 63.2 ˘ 0.5 63.6 ˘ 0.7 65.7 ˘ 0.2 65.7 ˘ 0.6 63.3 ˘ 1.2 66.3 ˘ 0.8 67.1 ˘ 0.7 66.8 ˘ 0.5
es 76.5 ˘ 0.6 79.6 ˘ 0.7 80.2 ˘ 0.6 81.5 ˘ 0.5 75.9 ˘ 0.5 81.0 ˘ 0.6 82.2 ˘ 0.5 83.5 ˘ 0.3
nl 62.2 ˘ 1.0 64.3 ˘ 1.2 67.2 ˘ 1.1 66.2 ˘ 1.4 63.0 ˘ 1.6 67.6 ˘ 1.0 68.8 ˘ 1.4 69.8 ˘ 1.5

MMA 67.8 ˘ 1.1 71.4 ˘ 1.7 74.9 ˘ 2.4 76.1 ˘ 2.2 68.1 ˘ 1.3 73.0 ˘ 1.9 77.4 ˘ 0.5 78.4 ˘ 1.2
SMA 73.1 ˘ 1.0 76.5 ˘ 0.7 77.9 ˘ 0.7 79.6 ˘ 0.3 72.2 ˘ 0.9 77.7 ˘ 0.7 79.5 ˘ 0.3 80.7 ˘ 0.5

MM Full 86.2 ˘ 0.7
SM Full 86.2 ˘ 0.5

Table 6: Performance (F1-Score) on es for NER

Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 63.9 ˘ 1.5 62.5 ˘ 1.0 61.8 ˘ 1.3 59.7 ˘ 3.3 62.4 ˘ 1.4 61.9 ˘ 1.3 61.6 ˘ 2.1 63.8 ˘ 3.3
de 73.1 ˘ 0.5 76.9 ˘ 0.5 77.0 ˘ 1.2 77.5 ˘ 0.6 72.9 ˘ 0.6 77.1 ˘ 1.1 79.5 ˘ 0.5 80.5 ˘ 0.3
es 56.8 ˘ 1.1 58.4 ˘ 1.7 59.4 ˘ 2.1 58.8 ˘ 1.6 55.8 ˘ 2.1 56.6 ˘ 2.1 57.6 ˘ 1.3 57.4 ˘ 1.9
nl 60.4 ˘ 1.7 61.2 ˘ 1.7 61.5 ˘ 1.1 58.3 ˘ 3.6 61.1 ˘ 1.7 64.0 ˘ 1.3 63.2 ˘ 2.6 61.9 ˘ 1.7

MMA 62.4 ˘ 3.6 67.3 ˘ 1.2 68.3 ˘ 1.6 68.9 ˘ 1.9 62.6 ˘ 0.6 70.6 ˘ 1.6 72.3 ˘ 0.9 72.2 ˘ 0.8
SMA 69.9 ˘ 0.8 73.0 ˘ 0.7 74.4 ˘ 0.6 75.5 ˘ 0.6 70.1 ˘ 0.6 75.1 ˘ 0.5 76.8 ˘ 0.2 78.2 ˘ 0.5

MM Full 82.4 ˘ 0.5
SM Full 82.2 ˘ 0.3

Table 7: Performance (F1-Score) on de for NER
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Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 70.9 ˘ 0.6 72.1 ˘ 0.9 71.1 ˘ 1.2 71.2 ˘ 1.1 71.3 ˘ 1.6 71.4 ˘ 1.1 73.1 ˘ 1.1 73.4 ˘ 1.5
de 69.0 ˘ 1.8 70.7 ˘ 0.9 71.8 ˘ 0.5 72.8 ˘ 0.6 68.8 ˘ 2.4 71.8 ˘ 1.0 74.4 ˘ 0.8 74.6 ˘ 0.6
es 61.6 ˘ 1.2 62.0 ˘ 1.5 62.2 ˘ 1.6 63.5 ˘ 2.7 62.9 ˘ 1.3 63.0 ˘ 1.7 62.8 ˘ 0.8 62.9 ˘ 1.6
nl 82.2 ˘ 0.5 84.5 ˘ 0.5 85.2 ˘ 0.4 85.4 ˘ 0.6 81.6 ˘ 1.0 86.8 ˘ 0.4 88.1 ˘ 0.4 89.0 ˘ 0.7

MMA 73.1 ˘ 1.2 76.4 ˘ 1.4 77.7 ˘ 0.5 79.3 ˘ 1.7 72.0 ˘ 1.8 78.8 ˘ 1.4 83.0 ˘ 0.7 84.7 ˘ 1.1
SMA 79.8 ˘ 0.7 82.3 ˘ 0.3 82.3 ˘ 0.6 82.8 ˘ 1.0 79.2 ˘ 0.8 83.1 ˘ 0.7 85.1 ˘ 0.3 86.1 ˘ 0.2

MM Full 90.0 ˘ 0.5
SM Full 89.2 ˘ 1.2

Table 8: Performance (F1-Score) on nl for NER

G.4 Experiments for Classification
Tables 9, 10, 11 and 12 show the performance of the different AL settings on English, French, Japanese
and German respectively. Each table shows the accuracy across 4 acquisition rounds, both with and
without LC (§3.2).

Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 74.8 ˘ 1.2 79.9 ˘ 0.6 80.7 ˘ 1.3 81.5 ˘ 0.2 76.3 ˘ 1.3 79.9 ˘ 1.6 81.6 ˘ 1.4 82.9 ˘ 1.8
fr 65.1 ˘ 5.5 68.9 ˘ 5.1 72.2 ˘ 2.9 71.4 ˘ 4.3 61.3 ˘ 4.1 64.1 ˘ 5.6 71.5 ˘ 5.4 73.3 ˘ 4.2
ja 65.7 ˘ 4.8 66.5 ˘ 3.8 68.1 ˘ 3.4 67.1 ˘ 4.6 63.9 ˘ 5.9 70.3 ˘ 3.3 71.7 ˘ 2.5 70.1 ˘ 4.6
de 58.1 ˘ 1.6 59.4 ˘ 3.0 57.7 ˘ 2.6 60.9 ˘ 4.2 61.1 ˘ 3.8 62.4 ˘ 5.1 62.6 ˘ 6.8 64.6 ˘ 6.0

MMA 67.1 ˘ 1.5 71.0 ˘ 3.7 74.0 ˘ 4.1 75.1 ˘ 2.2 67.4 ˘ 2.9 72.4 ˘ 3.4 76.0 ˘ 3.1 76.6 ˘ 3.6
SMA 73.5 ˘ 2.1 76.5 ˘ 0.5 76.7 ˘ 0.6 77.6 ˘ 0.8 71.5 ˘ 3.3 76.9 ˘ 1.7 78.6 ˘ 1.4 79.1 ˘ 0.8

MM Full 86.6 ˘ 0.3
SM Full 87.5 ˘ 0.5

Table 9: Performance (Accuracy) on en for Sentiment Classification

Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 73.1 ˘ 1.7 75.0 ˘ 1.4 74.9 ˘ 2.6 75.7 ˘ 1.5 74.1 ˘ 0.6 73.6 ˘ 2.7 75.5 ˘ 2.9 76.0 ˘ 2.2
fr 75.5 ˘ 2.6 80.6 ˘ 0.8 81.7 ˘ 1.0 83.0 ˘ 0.8 74.5 ˘ 1.3 81.4 ˘ 0.9 82.6 ˘ 0.5 84.2 ˘ 0.6
ja 67.5 ˘ 4.0 68.7 ˘ 3.2 68.8 ˘ 2.4 68.6 ˘ 2.9 64.9 ˘ 4.8 71.2 ˘ 2.8 70.7 ˘ 1.7 69.8 ˘ 4.1
de 64.6 ˘ 1.2 65.8 ˘ 3.9 65.4 ˘ 3.5 68.4 ˘ 2.3 65.0 ˘ 2.4 68.4 ˘ 2.4 69.4 ˘ 3.2 69.0 ˘ 4.9

MMA 61.7 ˘ 3.2 69.9 ˘ 3.4 73.9 ˘ 3.0 75.7 ˘ 2.5 66.0 ˘ 1.9 71.7 ˘ 2.1 76.3 ˘ 0.7 76.6 ˘ 1.6
SMA 74.6 ˘ 1.7 77.4 ˘ 1.2 77.3 ˘ 0.7 79.2 ˘ 0.6 72.9 ˘ 3.1 77.0 ˘ 1.7 78.4 ˘ 0.7 79.2 ˘ 0.8

MM Full 87.8 ˘ 0.6
SM Full 89.4 ˘ 0.4

Table 10: Performance (Accuracy) on fr for Sentiment Classification
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Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 65.6 ˘ 3.2 65.7 ˘ 3.5 64.6 ˘ 3.7 64.8 ˘ 2.04 68.7 ˘ 3.2 66.0 ˘ 3.2 67.2 ˘ 2.7 66.1 ˘ 3.10
fr 67.1 ˘ 2.5 69.9 ˘ 2.1 70.2 ˘ 3.2 70.9 ˘ 1.46 65.7 ˘ 1.7 71.3 ˘ 1.3 68.6 ˘ 3.6 71.4 ˘ 1.86
ja 73.0 ˘ 3.2 75.4 ˘ 2.4 77.1 ˘ 1.2 78.8 ˘ 1.11 71.9 ˘ 2.4 77.4 ˘ 0.8 78.6 ˘ 1.2 79.5 ˘ 0.68
de 64.2 ˘ 1.8 65.5 ˘ 4.3 65.8 ˘ 4.6 68.7 ˘ 1.82 62.7 ˘ 2.1 65.4 ˘ 1.6 68.0 ˘ 3.5 67.5 ˘ 4.70

MMA 63.6 ˘ 1.7 68.0 ˘ 1.8 70.0 ˘ 1.5 71.8 ˘ 0.32 63.6 ˘ 3.0 67.7 ˘ 1.6 70.3 ˘ 1.0 70.6 ˘ 3.14
SMA 65.8 ˘ 4.3 69.8 ˘ 2.0 71.1 ˘ 2.0 71.6 ˘ 1.01 65.2 ˘ 2.0 70.1 ˘ 2.0 72.2 ˘ 1.1 72.6 ˘ 1.71

MM Full 83.7 ˘ 0.3
SM Full 84.0 ˘ 0.2

Table 11: Performance (Accuracy) on ja for Sentiment Classification

Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 66.7 ˘ 2.1 69.4 ˘ 2.0 68.8 ˘ 1.9 69.1 ˘ 2.2 68.5 ˘ 1.4 67.9 ˘ 3.3 70.0 ˘ 2.1 72.0 ˘ 2.5
fr 67.0 ˘ 1.6 71.7 ˘ 0.8 72.1 ˘ 1.5 72.6 ˘ 1.0 67.0 ˘ 1.6 72.1 ˘ 0.5 71.3 ˘ 2.2 73.7 ˘ 1.1
ja 63.2 ˘ 3.1 65.8 ˘ 2.5 65.9 ˘ 2.5 65.4 ˘ 2.4 62.8 ˘ 3.4 67.1 ˘ 2.2 67.3 ˘ 0.8 67.1 ˘ 3.5
de 67.5 ˘ 1.0 72.7 ˘ 0.8 76.3 ˘ 0.9 77.8 ˘ 1.3 67.9 ˘ 3.8 75.6 ˘ 1.9 78.2 ˘ 1.2 79.5 ˘ 0.7

MMA 55.0 ˘ 2.1 60.4 ˘ 1.9 61.9 ˘ 1.8 64.7 ˘ 1.4 59.2 ˘ 1.5 62.8 ˘ 2.2 63.4 ˘ 2.7 69.0 ˘ 2.9
SMA 68.9 ˘ 1.7 72.0 ˘ 0.8 74.5 ˘ 1.0 74.0 ˘ 1.0 66.3 ˘ 2.7 73.5 ˘ 1.0 74.9 ˘ 1.4 75.2 ˘ 0.9

MM Full 85.7 ˘ 0.3
SM Full 87.0 ˘ 0.3

Table 12: Performance (Accuracy) on de for Sentiment Classification

G.5 Experiments for Dependency Parsing
Table 13 compares the performance (LAS and UAS) of the single model trained on all data to the
performance of one model trained per language. Table 14 gives the detailed breakdown of each AL setup
for each of the dependency parsing datasets, aggregated across all the acquisition rounds.

Model Metric en-ewt en-gum en-lines en-partut es
-ancora es-gsd de-gsd nl

-alpino
nl-
lassysmall

ja-
gsd

ja-
modern Avg

MM
Full

UAS
LAS

92.6 91.3 90.6 93.3 94.1 92.4 89.2 94.4 95.1 95.1 75.9 91.3
90.2 88.1 86.2 90.0 91.8 88.9 84.6 92.4 92.4 93.9 58.9 87.1

SM
Full

UAS
LAS

92.5 91.3 90.8 92.8 94.2 92.6 89.7 94.6 95.0 95.1 75.3 91.3
90.1 88.0 86.3 89.8 91.8 89.0 85.2 92.9 92.0 93.8 59.6 87.1

Table 13: Performance on 100% data for Dependency Parsing
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Dataset AL

MonoA MMA SMA
en es de nl ja

UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS

en-ewt
Without NLPDT 89.8: 86.1: 76.1 64.4 77.2 65.9 77.5 66.6 38.7 25.0 85.6 80.4 87.2 82.1

With NLPDT 90.3: 86.9: 75.5 64.2 77.7 66.2 77.1 65.7 38.1 23.4 85.4 80.5 87.8 83.2

en-gum
Without NLPDT 89.5: 85.3: 77.1 66.0 78.1 68.0 78.0 67.3 37.3 23.8 85.9 80.9 88.0 82.8

With NLPDT 89.9: 85.9: 76.5 65.9 78.7 68.5 77.9 66.9 37.1 22.5 85.2 80.2 88.0 83.1
en-
lines

Without NLPDT 88.9: 84.3: 81.1 69.7 81.5 71.2 82.6 72.6 38.8 24.4 86.0 80.7 87.6 82.4
With NLPDT 89.1: 84.5: 80.6 69.4 81.8 71.3 82.3 72.1 38.4 22.7 85.4 80.1 88.2 83.0

en-
partut

Without NLPDT 91.4: 86.6: 83.4 73.5 82.2 73.0 80.5 72.3 37.6 24.3 87.5 81.5 88.7 82.8
With NLPDT 90.9: 86.0: 83.3 73.3 82.7 73.3 80.5 72.2 37.5 23.4 86.5 80.6 89.0 83.0

es-
ancora

Without NLPDT 82.8 70.8 89.2: 84.6: 81.9 70.1 82.8 69.9 26.7 17.0 85.4 78.6 88.0 81.7
With NLPDT 82.9 70.1 89.4: 84.7: 82.1 70.6 82.9 69.9 26.4 16.6 84.9 77.9 87.9 81.2

es-gsd
Without NLPDT 83.9 73.4 88.0: 81.5: 83.7 72.1 81.7 69.2 27.4 17.3 84.8 76.6 88.0 81.7

With NLPDT 83.9 72.9 88.3: 82.0: 84.2 72.7 81.7 68.8 27.1 16.8 84.7 76.9 87.8 81.7

de-gsd
Without NLPDT 84.0 74.4 82.2 71.1 87.2: 81.8: 82.8 71.9 43.9 27.8 84.4 77.8 85.8 79.2

With NLPDT 84.3 74.6 82.2 71.3 87.6: 82.2: 82.9 71.9 43.4 25.5 84.4 78.0 86.0 79.5
nl-
alpino

Without NLPDT 83.0 74.5 82.3 70.1 83.4 74.0 91.8: 88.6: 37.0 21.3 86.1 81.3 87.4 81.4
With NLPDT 83.2 74.6 82.6 70.3 83.9 74.7 92.1: 89.0: 37.1 21.0 85.8 80.8 87.9 82.0

nl-
lassysmall

Without NLPDT 82.1 73.0 82.5 70.8 81.6 71.8 92.6: 88.3: 33.0 20.1 86.9 81.2 88.0 80.9
With NLPDT 82.2 73.0 82.7 70.8 81.9 72.2 92.8: 88.6: 33.0 18.6 86.4 0.7 88.0 81.1

ja-gsd
Without NLPDT 33.8 17.3 31.6 19.1 33.9 17.1 33.5 13.5 93.1: 91.2: 89.1 85.3 87.4 83.0

With NLPDT 36.9 18.8 32.8 19.7 34.5 17.6 35.0 14.0 93.7: 91.9: 89.7 86.1 88.2 84.2
ja-
modern

Without NLPDT 31.1 14.3 28.5 15.0 31.4 15.2 28.8 10.6 73.7: 57.4: 70.6 53.6 69.8 54.2
With NLPDT 32.5 15.2 28.8 15.0 32.2 16.4 29.2 10.3 74.0: 57.5: 71.0 54.1 70.0 54.3

Avg.
Without NLPDT 76.4 67.2 72.9 62.3 72.9 61.8 73.9 62.8 44.3 31.8 84.8 78.0 86.0 79.3

With NLPDT 76.9 67.5 73.0 62.4 73.4 62.3 74.0 62.7 44.2 30.8 84.5 77.8 86.3 79.7

Table 14: Performance on different datasets for dependency parsing. : upper-bounds performance for a particular
language (since it assigns the entire budget to that language).
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G.6 Language Specific Acquisition Plots
Analogous to Figure 1 in the main paper, each fig-
ure in this section presents the performance of the
different methods for a specific language and a spe-
cific task, at each round of acquisition. The trends
observed are fairly consistent: SMA and MMA
both do consistently well, with SMA outperform-
ing MMA. MonoA for the specific language does
well, but with all other languages performs worse.
AL consistently improves performance.

G.6.1 NER
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Figure 10: Performance at NER for English (en)
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Figure 11: Performance at NER for Dutch (nl)
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Figure 12: Performance at NER for German (de)

G.6.2 Classification
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Figure 13: Performance at Classification for
English (en)
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Figure 14: Performance at Classification for
Japanese (ja)
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Figure 15: Performance at Classification for
French (fr)
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Figure 16: Performance at Classification for
German (de)
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G.6.3 Dependency Parsing: LAS
For dependency parsing, the MonoA performance
of Japanese (MonoA[ja]) is poor on all other lan-
guages (Fig. 17, 18, 20, 21, 22, 23, 25, 26), while
the performance of all other languages is poor on
Japanese (Fig. 19, 24). Consequently, the graphs
below have a kink in order to capture this difference
in the range of performance of the languages.
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Figure 17: LAS for English (en). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 18: LAS for German (de). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 19: LAS for Japanese (ja). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 20: LAS for Dutch (nl). Note the kink in the
y-axis and the different scales of the two halves.
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Figure 21: LAS for Spanish (es). Note the kink in
the y-axis and the different scales of the two halves.
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G.6.4 Dependency Parsing: UAS
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Figure 22: UAS for English (en). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 23: UAS for German (de). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 24: UAS for Japanese (ja). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 25: UAS for Dutch (nl). Note the kink in the
y-axis and the different scales of the two halves.
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Figure 26: UAS for Spanish (es). Note the kink in
the y-axis and the different scales of the two halves.
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Abstract

In this work, we focus on the problem
of distinguishing a human written news
article from a news article that is created
by manipulating entities in a human written
news article (e.g., replacing entities with
factually incorrect entities). Such manipulated
articles can mislead the reader by posing as
a human written news article. We propose
a neural network based detector that detects
manipulated news articles by reasoning
about the facts mentioned in the article. Our
proposed detector exploits factual knowledge
via graph convolutional neural network along
with the textual information in the news article.
We also create challenging datasets for this task
by considering various strategies to generate
the new replacement entity (e.g., entity
generation from GPT-2). In all the settings, our
proposed model either matches or outperforms
the state-of-the-art detector in terms of
accuracy. Our code and data are available
at https://github.com/UBC-NLP/
manipulated_entity_detection.

1 Introduction

A type of fake news that has received little atten-
tion in the research community is manipulated text.
Manipulated text is typically created by manip-
ulating a human written news article minimally
(e.g., replacing every occurrence of a particular en-
tity, ‘Obama’ in a news article with another Amer-
ican politician entity). Current fake news detec-
tors that exploit stylometric signals from the text
(e.g., choice of specific words to express false state-
ments) are clearly insufficient for distinguishing
manipulated text from human written text (Zhou
et al., 2019; Schuster et al., 2020) as the style un-
derlying the manipulated text is virtually identical
to human writing style. In this work, we focus on
this problem of distinguishing manipulated news
articles from human written news articles.

Human written text
PubNub, a startup that develops the infrastructure to
power key features in real-time applications (...) has
raised $23 million in a series D round of funding from
Hewlett Packard Enterprise (HPE), Relay Ventures,
Sapphire Ventures, Scale Venture Partners, Cisco In-
vestments, Bosch, and Ericsson.

Manipulated text using GPT-2
PubNub, a startup that develops the infrastructure to
power key features in real-time applications (...) has
raised $23 million in a series D round of funding from
Hewlett Packard Enterprise (HPE), Samsung, Sap-
phire Ventures, Scale Venture Partners, Cisco Invest-
ments, Bosch, and Ericsson.

Table 1: Example human written and manipulated text.
Named entities of organization type are shown in green.
Manipulated entities are shown in orange.

We consider a particular type of text manipu-
lation — entity perturbation (Zhou et al., 2019),
where a manipulated news article is created by mod-
ifying a fixed number of entities in a human writ-
ten news article (e.g., replacing them with entities
generated from a text generative model). E.g., in
Table 1, to mislead humans, the entity ‘Relay Ven-
tures’ can be replaced by ‘Samsung’ (a candidate
replacement entity generated by the generative pre-
training-2 model (GPT-2) (Radford et al., 2019)),
which is locally consistent as some of the other
companies in the original text are also into device
manufacturing.

To distinguish a manipulated news article from
the original human written news article, we propose
a neural network based detector that jointly utilizes
the textual information along with the the factual
knowledge explicitly by building entity-relation
graphs which capture the relationship between dif-
ferent entities present in the news article. The fac-
tual knowledge is encoded by a graph convolutional
neural network (Kipf and Welling, 2017) that cap-
tures the interactions between different entities and
relations, which we hypothesize, carries discrimina-
tory signals for the manipulated text detection task.
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Our major contributions include: (i) a detector that
exploits factual knowledge to overcome the limi-
tations of relying only on stylometric signals, (ii)
an approach to generate challenging manipulated
news article dataset using GPT-2, and (iii) a collec-
tion of challenging datasets by considering various
strategies to generate the replacement entity.

2 Background and Related Work

The manipulated text detection task is related to
diverse research areas such as fake news detection,
natural language understanding, and knowledge
bases.
Fake news detection. Research on Fake news de-
tection typically deals with challenges such as un-
derstanding the news content (Schuster et al., 2020),
claim verification (Thorne and Vlachos, 2018), ver-
ifying the credibility of the source (Castillo et al.,
2011), and exploiting fake news propagation pat-
terns (Vosoughi et al., 2018). Our work is primarily
focused on detecting fake news in the form of ma-
nipulated text, by understanding the news content.
In the traditional problem setting, both fake and real
news is assumed to be written by a human (Shu
et al., 2017; Oshikawa et al., 2020). Since humans
tend to make stylistic choices (e.g., choosing some
specific language for writing false statements), the
fake news detector can perform reasonably on the
task by picking up on these stylometric signals.
One can also create fake news by manipulating a
human written news article minimally. Such ma-
nipulations include: entity perturbation (e.g., ‘12
people were injured in the shooting’ to ‘24 people
were killed in the shooting’) (Zhou et al., 2019),
subject-object exchange (e.g., ‘A gangster was shot
by the police’ to ‘A policeman was shot by the
gangster’) (Zhou et al., 2019), and adding/deleting
negations (e.g., ‘Trump doesn’t like Obamacare’ to
‘Trump likes Obamacare’) (Schuster et al., 2020).
These manipulations do not typically affect the
style and hence stylometric signals alone cannot
help in building accurate manipulated text detection
models (Zhou et al., 2019; Schuster et al., 2020).
Natural language understanding. Pre-trained lan-
guage models such as BERT (Devlin et al., 2019)
and RoBERTa (Liu et al., 2019) achieve strong
performance in diverse NLP tasks. Specifically,
RoBERTa is the state-of-the-art detector when fine-
tuned for detection of synthetic text (Solaiman
et al., 2019; Jawahar et al., 2020). These mod-
els can also capture implicit world knowledge (e.g.,

Paris is the capital of France) that occurs frequently
in the text (Petroni et al., 2019). However, it is
insufficient for solving our task (Schuster et al.,
2020), as it is limited to frequent patterns.
Knowledge bases (KBs). Knowledge bases (e.g.,
YAGO (Tanon et al., 2020)) containing typically
a collection of facts (e.g., subject-relation-object
triples), provide specialized knowledge for down-
stream NLP tasks (e.g., question answering (Baner-
jee and Baral, 2020)). One can integrate such sym-
bolic knowledge into pre-trained language models
during pre-training (Zhang et al., 2019) and finetun-
ing (Liu et al. (2020); Zhong et al. (2020), which
we follow in this work).

3 Manipulated Text Creation

In this work, we focus on a particular type of manip-
ulation — entity perturbation (Zhou et al., 2019),
where all occurrences of a fixed number of ran-
domly picked entities from a human written news
article are replaced with different replacement en-
tities. We replace named entities of three types:
person, organization and location (recognized us-
ing spaCy’s named entity recognizer (NER) (Hon-
nibal et al., 2020)). We ensure the replacement
(new) entity belongs to the same type as the origi-
nal (old) entity. We create challenging manipulated
text datasets by considering various strategies to
identify the new replacement entity: random most
frequent entity (pick randomly from among the top
5000 entities), random least frequent entity (pick
randomly from the bottom 5000 entities), and entity
generated by GPT-2. Sample manipulated entities
obtained from different replacement strategies are
shown in Table 2.

Entity replacement strategy

Random least Random most GPT-2 generated

Inverkeithing High
School

Tribune U.S.

Mark Forman East Jerusalem Canada
Netgear Englishman Microsoft
Bangalore North Jason Aldean Donald Trump
Mackintosh UFA BBC

Table 2: Sample manipulated entities

GPT-2 generated entity replacement. Strategies
that randomly identify the replacement entity ig-
nore the context provided by the news article. For
example, in news portion (1), a random replace-
ment entity for ‘Relay Ventures’ can be ‘Sales-
force’. However, it is likely locally inconsistent as
‘Salesforce’ is not into device manufacturing unlike
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many other co-occurring companies in the origi-
nal text. We propose a novel approach that makes
use of the state-of-the-art text generative model
GPT-2 to pick replacement entities that are locally
consistent. Revisiting the news portion (1), let the
randomly selected entity to be replaced be ‘Re-
lay Ventures’. We treat the fragment of text from
the beginning of the article up to the tokens be-
fore the first occurrence of the target entity (‘Relay
Ventures’) as the prompt. We provide this prompt
to GPT-2, which can then generate the next few
tokens. We call the generated token sequence a
candidate replacement entity if the sequence starts
with an entity (e.g., ‘Samsung’) of same type as the
target entity (‘Relay Ventures’) and has no string
overlap with the target entity. If the constraints are
not met, we ask GPT-2 to create the generated se-
quence again up to a maximum of 10 attempts. The
candidate replacement entity thus obtained will be
used to replace all occurrences of the target entity.
For the news portion (1), the candidate replacement
entity generated by GPT-2 is ‘Samsung’, which is
locally consistent: similar to other companies in
the original text, Samsung manufactures devices.

4 Manipulated Text Detection

The goal of this work is to build a detector that dis-
tinguishes manipulated news article from human
written news article with high accuracy. In prior
work, Zhou et al. (2019) conclude that the manipu-
lated article can possibly be detected by checking
the facts underlying the article with knowledge
bases and Schuster et al. (2020) show that humans
can identify the manipulated text well when they
are allowed to consult external sources (e.g., inter-
net). Building on these findings, we hypothesize
that factual knowledge underlying the news arti-
cle can provide discriminatory signals for manip-
ulated text detection. To this end, we embody the
RoBERTa detector with explicit factual knowledge
so that the detector can reason about facts present
in the news article, whose details we discuss next.
Factual knowledge. For factual knowledge, we
leverage a variant of YAGO 4 KB (Tanon et al.,
2020) that contains only instances that have an En-
glish Wikipedia article. We then extract the facts in
a given document by first identifying all the entities
present in the document using spaCy’s NER. For
each target entity, we grab all the triples in the KB
where the subject matches with the target entity
at surface level. These triples can be seen as the

first hop neighbors of the target entity in the KB.
For a given document, the set of triples collected
over all identified entities is used to build the cor-
responding factual graph. A node can be an entity
or a relation. A directed edge is added between
subject and relation, as well as relation and object.
This factual graph contains rich factual information
about entities present in the document, which can
be exploited to reason about facts mentioned in the
article for correctness.
Integrating factual knowledge with RoBERTa.
Our proposed detector is an integration of the
RoBERTa model with factual knowledge. This
allows the detector to reason about facts men-
tioned in the article. To embed the factual knowl-
edge, we employ graph convolutional networks
(GCNs) (Kipf and Welling, 2017), where we stack
l GCN layers and the definition of the hidden rep-
resentation of each node v of the factual graph as
layer k + 1, in a graph G = (V, E):

hk+1
v = f

 1

|N (v)|
∑

u∈N (v)

Wkhk
u + bk

 , ∀v ∈ V,

(1)

where Wk, bk, hku, N (v) correspond to layer spe-
cific model weights, biases, node representation,
and neighbors of v in G respectively. Note that
h1u denotes the initial node features, which can be
initialized randomly or using a pre-trained entity
embedding such as Wikipedia2vec (Yamada and
Shindo, 2019).
Detector prediction. The factual knowledge about
entities present in the article is captured in the node
embeddings (hlu) corresponding to the last layer l
of the GCN model. The textual knowledge corre-
sponding to the document can be obtained from the
last layer representation (rdCLS) of the RoBERTa
model corresponding to the first token (‘[CLS]’,
special classification token) of the RoBERTa input.
We combine the factual and the textual knowledge
by simply averaging all the GCN’s entity embed-
dings and concatenating the entity average with
the RoBERTa’s document embedding. Thus, the
unnormalized prediction probabilities (mf(d)) of
our detector for the document d can be given by:

mf(d) = Wmtd

rd[CLS];
∑

e∈entities(d)

hl
e

+ bmtd, (2)

where [; ] corresponds to the concatenation opera-
tion and Wmtd, bmtd correspond to the affine trans-
formation specific model parameters for manipu-
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Entity replacement strategy Random least frequent entity
replacement

Random most frequent entity
replacement

GPT-2 generated entity re-
placement

Maximum no. of entity replacements 1 2 3 1 2 3 1 2 3

Manipulated Article Detection Task
(1) Overall Accuracy
RoBERTa 67.09 78.37 84.26 65.56 76.86 83.93 67.09 74.12 78.79
Ours (w/o Entity Identification Objective) 67.25 78.36 84.59 66.99∗ 77.98∗ 83.86 67.16 73.84 79.11
Ours 68.25∗ 78.99 83.84 67.21∗ 78.26∗ 84.39 65.84 74.80 79.05
Manipulated Entity Identification Task
(1) Overall Precision - Ours 49.99 50.02 50.08 49.94 50.00 49.83 49.49 48.52 48.71
(2) Overall Recall - Ours 38.56 55.11 65.11 48.20 50.04 47.71 45.82 46.76 45.67
(3) Overall F-Score - Ours 42.29 46.50 46.12 46.07 47.79 46.83 44.82 47.42 44.92
(4) Manipulated Entity - Precision - Ours 81.06 91.76 84.14 84.71 88.06 86.06 85.59 85.91 73.80
(5) Manipulated Entity - Recall - Ours 0.00 3.70 12.12 6.08 4.63 14.03 9.14 1.64 12.50
(6) Manipulated Entity - F-Score - Ours 0.00 7.11 21.19 11.35 8.80 24.13 16.52 3.22 21.38

Table 3: Evaluation performance (%) for different maximum number of entity replacements across different
replacement strategies. Bolded refers to the best results for each dataset. Note that the state-of-the-art detector
cannot identify manipulated entities present in the document. For the manipulated article detection task, statistically
significant overall accuracy results obtained using bootstrap test with p < 0.01 are marked using asterisk (∗).

lated text detection. The output from mf (d) passes
through dropout followed by ReLU layer.
Identifying manipulated entities. To enable hu-
mans to understand our detector’s decision and per-
form further investigation, we introduce a subtask
for the detector, namely identify the manipulated
entities among different entities present in the doc-
ument. For this subtask, we build on the entity
representations output by the last layer of the GCN
model. The unnormalized class prediction proba-
bilities (ef(v)) for a given entity v from the article
can be given by:

ef(v) = Dropout
(
ReLU

(
Wech

l
v + bec

))
, (3)

where hlv denotes the hidden representation at last
layer l for the entity v, and Wec, bec correspond to
the affine transformation specific model parame-
ters for entity classification. The overall objective
function of the proposed detector can be given by:

min
θ

n∑
i=1

[
L(s(mf(xi)), yi) +

∑
e∈entities(xi)

L(s(ef(e)), y
e
)

]
.

(4)

where L, mf , and s resp. correspond to the func-
tion that computes the negative log-probability of
the correct label, detection prediction function, and
softmax function. ye denotes the entity manipu-
lation class label, which is 1 if the entity e is ma-
nipulated, and 0 otherwise. yi denotes the article
manipulation class label, which is 1 if at least one
entity in article i is manipulated, and 0 otherwise.

5 Experiments and Results

Dataset and Detector Settings. The human writ-
ten news articles used in our study are taken from

the RealNews dataset (Zellers et al., 2019), which
contains 5000, 2000, and 8000 news articles in the
training, validation, and test set respectively. We
randomly pick half of the news articles in each
set for human written news article category and
the rest in each set for manipulation based on the
chosen replacement strategy. We also create three
different datasets for each replacement strategy by
varying the maximum number of entities to be ma-
nipulated from 1 to 3. Detailed statistics of the
proposed datasets is in A.1. The hyperparameter
search space for all detectors is offered in A.2.

Hardest detection task. Table 3 presents the de-
tection accuracy results. We observe that the most
challenging dataset for the state-of-the-art detector
is surprisingly from random most frequent entity
replacement strategy with exactly one entity re-
placement. The random strategies fail to create a
challenging dataset with high (e.g., 3) number of
entity replacements, which indicates that the de-
tection task becomes easier with increase in the
number of locally inconsistent entities. Neverthe-
less, our proposed GPT-2 based entity replacement
strategy keeps the detection task harder even for
large number of replacements, thanks to the ability
of the strategy to generate locally consistent enti-
ties mostly. Regardless of the replacement strate-
gies, the detection performance of all the detectors
increases with the increase in the number of en-
tities that are manipulated in a document, that is,
more the manipulations in a document, the easier
the detection task. This result is similar to pre-
vious research which performs manipulation by
adding/deleting negations in news articles (Schus-
ter et al., 2020). A fake news propagator can thus
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Entity replacement strategy Random least frequent entity
replacement

Random most frequent en-
tity replacement

GPT-2 generated entity re-
placement

Maximum no. of entity replacements 1 2 3 1 2 3 1 2 3

Test set size (Percent) 3,797
(47.5)

3,625
(45.3)

3,447
(43.1)

3,288
(41.1)

2,660
(33.2)

2,207
(27.6)

3,302
(41.3)

2,737
(34.2)

2,359
(29.5)

RoBERTa 48.17 68.69 77.81 45.62 66.32 74.94 51.97 66.97 74.95
Ours (w/o Entity Identification Objective) 47.20 65.19 78.76 51.55 68.20 75.44 56.27 66.68 72.11
Ours 52.04 68.99 75.98 54.65 68.38 72.81 62.11 66.53 71.22

Table 4: Manipulated article detection performance (%) for different maximum number of entity replacements
across different replacement strategies on a subset of our test set. This text subset contains manipulated articles with
all the manipulated entities absent in the knowledge base. Bolded refers to best results for each dataset.

manipulate exactly one entity in the news article to
make the detection task harder.
Detector performance. Nevertheless, our pro-
posed detector performs similarly to or outper-
forms the state-of-the-art detector on all replace-
ment strategies across different numbers of entity
replacements. This result validates our hypothesis
that leveraging both factual and textual knowledge
can improve detection performance, overcoming
the limitations of relying only on textual knowl-
edge. Improvements of our proposed detector on
the GPT-2 generated entity manipulation task are
not significantly high due to sizeable increase in
manipulated entities absent in the knowledge base
(e.g., ∼50%, see last three rows in Table 6).
Entity identification performance. Our proposed
detector is equipped to identify entities that are ma-
nipulated in a news article. This task is harder due
to the imbalanced nature of the task as most of the
entities present in the news article are not manipu-
lated. As shown in Table 3, our proposed detector
achieves high precision (≥ 70%) in identifying
manipulated entities, which makes our detector ap-
pealing for applications that favor precision. The
recall is very low (< 15%), which indicates the
difficulty of the task. We also experiment with a
baseline RoBERTa model trained at the token level
to identify spans of manipulated entities. How-
ever, the model seems overwhelmed by the major-
ity class (token not part of the manipulated entity
span) and predicts all the tokens to belong to the
majority class. We believe there is a lot of room
for improvement in this subtask.
Detecting articles with unknown manipulated
entities. Table 4 shows performance of the detector
on manipulated articles when all the manipulated
entities are not present in the knowledge base. We
observe that our proposed detector can rely on the
relations corresponding to the non-manipulated en-
tities and pretrained textual representations to out-

perform, or at least be on par with, the RoBERTa
model.

Repl. strategy / # replacements 1 2 3

Random least frequent 93.67 95.06 95.05
Random most frequent 93.75 93.37 93.79

GPT-2 generated 95.1 93.35 94.88

Table 5: Quality gap - Human vs. Manipulated text

Quality gap between human and manipulated
text. Table 5 shows how the quality of the ma-
nipulated text changes with respect to human writ-
ten text across different replacement strategies, for
different numbers of replacements. We utilize
MAUVE (Pillutla et al., 2021), a metric to measure
the closeness of machine generated text to human
language based on divergence frontiers. Since the
proposed manipulations touch only limited spans
(i.e., entities) in the entire document, the overall
quality of the manipulated text does not change
much with more replacements.

6 Conclusion

We presented the first principled approach for de-
veloping a model that can detect entity-manipulated
text articles. In addition to textual information, our
proposed detector exploits explicit factual knowl-
edge from a knowledge base to overcome the limi-
tations of relying only on stylometric signals. We
constructed challenging manipulated datasets by
considering various entity replacement strategies,
including with random selection and GPT-2 gen-
eration. On all the experimental settings, our pro-
posed model outperforms (or is at least on par with)
the baseline detector in overall detection accuracy.
Our results show that manipulated text detection re-
mains challenging. We hope that our work will trig-
ger further research on this important but relatively
understudied subfield of fake news detection.
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A Appendices

A.1 Summary Statistics of Proposed Datasets.
Table 6 displays the statistics of proposed datasets.

A.2 Hyperparameter Search Space for All
Detectors

Table 7 displays the search space for hyperparame-
ters used to tune all the detectors.
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Name Random least frequent
entity replacement

Random most
frequent entity re-
placement

GPT-2 generated en-
tity replacement

Maximum no. of entity replacements 1 2 3 1 2 3 1 2 3

Dataset Size
Train 5,000 5,000 5,000 5,000 5,000 5,000 5,000 5,000 5,000
Validation 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000
Test 8,000 8,000 8,000 8,000 8,000 8,000 8,000 8,000 8,000
Average Length (# words)
Train 604 604 605 603 603 603 603 613 614
Validation 595 595 596 594 594 594 607 598 599
Test 597 597 597 596 596 596 598 598 601
% Documents with Person Entities
Train 97.92 98.00 97.96 97.74 97.84 98.00 97.22 97.60 97.82
Validation 98.65 98.65 98.85 98.55 98.65 98.50 97.80 98.00 98.30
Test 97.86 98.04 98.16 97.92 97.91 97.95 97.45 97.49 97.76
% Documents with Organization Entities
Train 99.14 99.12 99.10 99.20 99.26 99.12 99.04 99.10 99.14
Validation 99.35 99.35 99.30 99.35 99.35 99.40 99.20 99.50 99.25
Test 99.28 99.20 99.17 99.24 99.12 99.17 99.06 99.05 99.11
% Documents with Location Entities
Train 90.44 90.16 89.84 90.70 90.70 91.00 90.70 91.34 91.88
Validation 90.40 89.90 89.75 90.55 90.55 90.80 90.80 91.05 91.90
Test 90.69 90.28 89.91 90.83 90.64 90.66 90.95 91.05 91.62
Average % Entity Coverage by YAGO-4
Train 9.78 9.63 9.46 9.97 10.01 10.03 10.01 10.03 10.01
Validation 9.80 9.62 9.51 9.98 10.03 10.10 9.68 10.02 10.15
Test 9.85 9.70 9.54 10.05 10.07 10.09 10.05 10.01 10.10
Avg. % Known Ents. post Manipulation
Train 6.94 9.26 11.07 30.28 26.33 28.35 60.85 54.26 51.83
Validation 11.97 9.07 10.16 26.76 23.89 27.18 48.72 49.26 48.68
Test 7.68 8.99 9.03 26.13 27.15 25.76 48.85 52.72 51.51

Table 6: Summary statistics of proposed datasets.

Hyperparameter Name Hyperparameter Values
RoBERTa model variant Large
Minimum frequency of node (i.e., entity) {10}
Batch size {8}
Initial learning rate {1e-5, 2e-5, 3e-5}
Epochs {10}
Number of warmup steps {10%}
Node intialization {Wikipedia2vec}
Node embedding size {100, 300}
Number of GCN layers {1, 2}

Table 7: Hyperparameter search space for all detectors.
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Abstract

The success of a natural language processing
(NLP) system on a task does not amount to
fully understanding the complexity of the task,
typified by many deep learning models. One
such question is: can a black-box model make
logically consistent predictions for transitive re-
lations? Recent studies suggest that pre-trained
BERT can capture lexico-semantic clues from
words in the context. However, to what extent
BERT captures the transitive nature of some
lexical relations is unclear. From a probing
perspective, we examine WordNet word senses
and the IS-A relation, which is a transitive rela-
tion. That is, for senses A, B, and C, A is-a B
and B is-a C entail A is-a C. We aim to quan-
tify how much BERT agrees with the transitive
property of IS-A relations, via a minimalist
probing setting. Our investigation reveals that
BERT’s predictions do not fully obey the tran-
sitivity property of the IS-A relation.1

1 Introduction

The IS-A relation denotes a subclass relation. If
A is-a B, then the concept A is a subclass of the
concept B, or A is subsumed by B. The IS-A re-
lation is frequently encoded in lexical taxonomies.
The IS-A relation has great significance since it em-
powers generalization, and generalization is at the
core of machine inference for text understanding.
The IS-A hierarchy is inherently transitive, i.e., for
three concepts (or word senses) A, B, and C, A
is-a B and B is-a C entail A is-a C. For example,
knowing that humanoid is a type of automaton, and
automaton is a type of artifact, then by transitivity,
the relation humanoid is an artifact also holds.

The concept of transitivity is easy to compre-
hend by humans. However, deep learning mod-
els, including pre-trained language models such
as BERT (Devlin et al., 2019), are known to lack

1The source code and dataset of this paper are
available at https://github.com/nusnlp/
probe-bert-transitivity.

some human-level generalization capacities in text
understanding, or it may show some capacities for
making correct predictions but for the wrong rea-
sons, including being insensitive to negation and ex-
ploiting only surface features (Kassner and Schutze,
2020; Ettinger, 2020), lacking understanding of per-
ceptual properties (Forbes et al., 2019; Weir et al.,
2020), and surface form competition (Holtzman
et al., 2021).

Despite the issues raised above, previous work
has shown that BERT’s layers align with the NLP
pipeline, and representations in the different layers
of BERT are found to capture different levels of
textual understanding, from syntactic (e.g., part-
of-speech tagging) to semantic (e.g., semantic role
labeling) as the layers go from the lower to higher
layers (Tenney et al., 2019a,b). Recent studies
also suggest that BERT can capture lexical relation
clues from words in contexts (Vulić et al., 2020;
Misra et al., 2020). Researchers begin to recog-
nize BERT as an open knowledge source and query
BERT for information (Petroni et al., 2019). More-
over, BERT, even without fine-tuning on down-
stream tasks, possesses a fair ability to produce con-
textualized embeddings that cluster to word senses
(Wiedemann et al., 2019; Haber and Poesio, 2020;
Mickus et al., 2020; Loureiro et al., 2021). These
findings suggest that BERT has some understand-
ing of the building blocks of language. Following
these findings, since an IS-A taxonomy can be built
on top of explicit word senses, do contextualized
embeddings learned from BERT for word senses
(in particular contexts) respect the properties of the
IS-A taxonomy, specifically transitivity? That is,
does BERT make logically consistent predictions
that enforce the transitivity constraint of the IS-A
relation?

In this paper, we introduce a minimalist probing
method to investigate whether BERT knows that
the IS-A relation is transitive. We first quantify
how well BERT predicts the IS-A relation. Next,
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we measure the extent to which BERT enforces the
transitivity constraint. That is, given that BERT
predicts A is-a B and B is-a C, does it then predict
A is-a C?

In our work, we make use of WordNet (Fell-
baum, 1998) and propose a method to sample word
sense pairs with contexts from WordNet example
sentences to build a probing dataset. We use a near-
est neighbor classifier for probing, which does not
require any parameter tuning. Our findings indi-
cate that BERT can predict IS-A relations with an
accuracy score of 72.6%. However, when BERT
predicts A is-a B and B is-a C, it only predicts A
is-a C 82.4% of the time. This suggests that simply
treating BERT as is as a knowledge base (Petroni
et al., 2019) is not completely satisfactory, and ad-
ditional work needs to be done to incorporate the
transitivity constraint in natural language inference
when using BERT.

2 Related Work

A key weakness of deep learning models is that
they are black-box models and do not offer explain-
able and interpretable predictions. This has led to a
large body of research regarding their interpretabil-
ity (Linardatos et al., 2021). The pre-trained lan-
guage model BERT has been extensively analyzed
since its release. In particular, feature-based probes
have been proposed to show how a particular layer,
head, or neuron of BERT works on a downstream
NLP task. Usually with a small set of additional pa-
rameters, a probe is trained in a supervised manner
using feature representations from the pre-trained
BERT, e.g., contextualized embeddings, to solve
a particular task (Wu et al., 2020). Attention and
structural probes have been invented to investigate
different aspects of BERT and linguistic proper-
ties (Lin et al., 2019; Jawahar et al., 2019; Clark
et al., 2019; Hewitt and Manning, 2019; Manning
et al., 2020; Tenney et al., 2019a,b; Pruksachatkun
et al., 2020). Latent ontology of contextual embed-
dings has also been investigated via cluster analysis
(Michael et al., 2020). On probing contextualized
representations for lexico-semantic relations, pre-
vious studies have investigated BERT for lexical
relation classification via a neural network probe
on type-level embeddings (Vulić et al., 2020).

Our work differs from prior work by our goal to
explicitly investigate how much BERT understands
the IS-A relation and more importantly, obeys the
transitivity constraint. That is, we aim to determine

Figure 1: An example of an IS-A pair

if and how often BERT makes logically consistent
predictions for the IS-A relation. Moreover, we
focus on investigating sense-based IS-A relation,
which is associated with explicit word senses in
their contexts, so contextualized embeddings can
be clearly mapped to word senses.

3 Experimental Setup

We probe if and how well BERT can predict the
IS-A relation and its transitivity.
Task Definition For a dataset of interest, we de-
note it as D = {[(u1, v1), y1], · · · , [(un, vn), yn]}.
(u1:n, v1:n) = [(u1, v1) · · · , (un, vn)] are repre-
sentations for pairs of word senses and y1:n =
(y1, · · · , yn) are labels for the IS-A relation clas-
sification task, where 1 denotes the positive IS-A
relation and 0 otherwise. In our probing task, we
quantify the extent to which (u1:n, v1:n) encode
relations y1:n. To probe BERT, we use the contex-
tualized embedding (i.e., BERT’s final hidden state
output) of a word in a given context as the repre-
sentation for the sense associated with the word’s
meaning in that context.
Contextualized Embeddings In this work, we fo-
cus on the BERT-base model. Given a target word
wt and its context c, BERT produces a final hid-
den state output as the contextualized embedding
ot for the target word wt. If wt is tokenized into
subwords, we take the average over all subwords
to be the contextualized embedding.

3.1 Probing Dataset
WordNet (Fellbaum, 1998) is a rich lexical database
of word senses connected via the IS-A relation
with example sentences for sense usages, making
it a natural resource for probing. A 1-hop IS-A
relation is illustrated in Figure 1. By transitivity,
an n-hop IS-A relation is formed from a chain of
n parent-child IS-A links. We focus on noun pairs
in this work as nouns make up 70% of all senses in
WordNet, and the path lengths for nouns are often
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longer than for verbs. We propose a path-based
sampling method to generate pairs from WordNet,
as follows:

1. Let L = { s | s ∈ S and hypo(s) = ∅ } denote
all leaf senses from WordNet, where S rep-
resents the set of all senses in WordNet, and
hypo(s) denotes the set of hyponym (children)
senses of sense s.

2. For IS-A, sample a leaf sense N uniformly
at random from L, connect N to the root R,
which gives a path p (N → R). For not IS-
A, similarly sample two leaf senses N1, N2

randomly from L and obtain two paths p1
(N1 → R) and p2 (N2 → R).

3. For IS-A, randomly sample three senses
A,B,C from p and ensure that example sen-
tences exist for senses A,B,C. This results
in the 3-tuple (A,B,C) and three positive ex-
amples (A,B), (B,C), (A,C). For not IS-A,
randomly sample A′ and B′ from p1 and p2
respectively, ensuring that example sentences
exist for senses A′ and B′. If A′ is not on the
path of B′ → R and vice versa, then we ob-
tain a negative example (A′, B′); else return
to step 2.

4. Repeat step 2 and 3 to sample more positive
and negative examples, until the desired num-
ber of examples is reached.

In our probing dataset, We have 1,665 3-tuples
resulting in 4,995 positive examples, as well as
4,995 negative examples, where each example is a
pair of senses.

3.2 Probing Method

Since our goal is to determine what BERT as a pre-
trained language model knows about transitivity,
we use a simple nearest neighbor (1-nn) classifier
without further fine-tuning of BERT’s parameters.
We also adopt a 1-nn classifier instead of a more
complex classifier so that we are measuring what
BERT knows and not what is learned by a subse-
quent complex classification model.

Our 1-nn probing classifier works by finding the
closest example in the training set for a test ex-
ample, and using the closest training example’s
label as the prediction. Euclidean distance is used
as the distance metric for our 1-nn probing classi-
fier. We represent each example, which is a pair

of senses, by the concatenation of the contextual-
ized embeddings of the pair. For a pair of target
words (w1, w2) and their respective contextualized
embeddings (o1, o2), r(o1, o2) denotes the relation
embedding of the pair:

r(o1, o2) = [o1; o2] (1)

Let r and r′ denote two examples, and let m denote
the dimension of the relation embeddings. The
Euclidean metric d(r, r′) is computed as follows:

d(r, r′) =

√√√√ m∑
i=1

(ri − r
′
i)
2 (2)

3.3 Evaluation
Model and Hyperparameters For our BERT
model, we use the basic bert-base-uncased model2,
which has 12 layers with a hidden dimension of
768. For 1-nn, we adopt the scikit-learn (Pedregosa
et al., 2011) KNeighborsClassifier implementation.
Training and Test Data for Probing Classifier
Following similar sizes of other probing datasets
(Vulić et al., 2020; Tenney et al., 2019b), we set
aside a test set consisting of 1,998 positive (IS-A)
examples (generated from 666 3-tuples) and 1,998
negative (not IS-A) examples. We split the remain-
ing examples into 3 equal training sets, each con-
sisting of 999 positive examples (generated from
333 3-tuples) and 999 negative examples. We re-
port the average score over the 3 runs.

For the transitive examples
[(A,B), (B,C), (A,C)] in the test set, the
average numbers of hops for (A,B) and (B,C)
are 1.5 and 2.1 respectively. This difference is due
to the fact that the senses with at least an example
sentence are not evenly distributed along a path
for nouns in WordNet. On average, only 46% of
senses on a sampled path have example sentences,
out of which 72% of the senses in the bottom
half (i.e., the half closer to the leaves) of the path
are associated with example sentences, whereas
only 17% of the top half have example sentences.
Therefore, when a sense C is sampled from the top
half of the path, it is likely to be further away from
sense B.
Evaluation Metric We adopt accuracy as our eval-
uation metric, which measures the percentage of
test examples correctly predicted by the probing
classifier. All accuracy scores are computed using
the scikit-learn package.

2https://huggingface.co/transformers/
pretrained_models.html

96



Pairs IS-A IS-A and not IS-A
# examples Acc. # examples Acc.

All 1998 65.2 ± 2.8 3996 72.6 ± 0.9
1-hop 702 65.8 ± 2.4 1404 72.3 ± 0.9
2-hop 560 64.4 ± 3.5 1120 73.2 ± 1.8
3-hop 377 68.1 ± 3.7 754 72.4 ± 0.8
4-hop 212 65.6 ± 2.4 424 74.1 ± 1.1
5-hop 67 60.7 ± 4.6 134 71.6 ± 1.2
6-hop 40 58.3 ± 8.2 80 70.0 ± 4.7

Table 1: Accuracy scores on the test set, in the form of mean ± standard deviation. Columns 2–3: Accuracy (%)
scores for n-hop IS-A pairs. Columns 4–5: Accuracy (%) scores for n-hop IS-A pairs and the same number of not
IS-A pairs. Since longer paths are fewer and senses with example sentences are fewer when they are more distant
from the leaf, the number of sampled pairs becomes fewer as the number of hops increases. Hops more than 6 are
not shown as the number of n-hop examples for any n > 6 is fewer than 20.

p(AB) p(BC) p(AC) p(AC|
AB,BC)

63.1 (1.9) 66.3 (3.9) 66.2 (2.9) 82.4 (3.1)

Table 2: Accuracy (%) scores for the 666 transitive 3-
tuples in the test set. The standard deviations across
three runs are shown in parentheses.

4 Experimental Results

4.1 Results Grouped by Number of Hops

The accuracy scores for the test set are shown in
Table 1. The overall accuracy score for all pairs of
both IS-A and not IS-A classes is 72.6%, suggest-
ing that BERT correctly predicts IS-A relations to
some extent. We also provide a breakdown of the
accuracy scores according to different number of
IS-A hops. The scores indicate that BERT predicts
IS-A relations with higher accuracy for smaller
number of hops (1–4) than for larger number of
hops (5–6), although the prediction accuracy does
not drop by a large amount when the number of
hops increases, and the accuracy does not vary too
much within 1–4 hops.

4.2 Prediction Ability for Transitivity

We quantify BERT’s prediction ability for transitiv-
ity by measuring how often BERT makes logically
consistent predictions for IS-A relations. Specif-
ically, suppose word senses (A,B,C) form the
following transitive IS-A relations: A is-a B is-a
C. We measure how often BERT correctly predicts
the IS-A relation (A,C) given that it correctly pre-
dicts (A,B) and (B,C). Table 2 shows the ac-
curacy scores for the 666 transitive 3-tuples. In
the table, p(AB) denotes the percentage of cor-

rectly predicted (A,B) in the 666 (A,B) pairs.
Similar definitions apply to p(BC) and p(AC).
p(AC|AB,BC) denotes the percentage of cor-
rectly predicted (A,C), given that (A,B) and
(B,C) are correctly predicted. The conditional
probability in Table 2 indicates that when BERT
predicts that A is-a B and B is-a C, it correctly
predicts that A is-a C 82.4% of the time. That
A is-a C is not always predicted correctly (given
that BERT correctly predicts A is-a B and B is-a
C) suggests that BERT lacks the ability to make
logically consistent predictions.

5 Conclusion

In this paper, we have investigated how much
BERT agrees with the transitivity constraint of the
IS-A relation, via a minimalist probing setting. Our
findings indicate that although BERT can predict
IS-A relations to some extent, it does not always
make logically consistent predictions. Allowing
BERT and more generally neural network models
to enforce the transitivity constraint of the IS-A
relation would be a worthy future research goal.
Besides the IS-A relation, there are other transitiv-
ity relations like after, before, larger than, smaller
than, etc. It would also be interesting to investi-
gate to what extent BERT also enforces or fails to
enforce these other transitivity relations in future
work.
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Abstract
Pretrained language models such as BERT have
achieved remarkable success in several NLP
tasks. With the wide adoption of BERT in real-
world applications, researchers begin to investi-
gate the implicit biases encoded in the BERT. In
this paper, we assess the implicit stock market
preferences in BERT and its finance domain-
specific model FinBERT. We find some interest-
ing patterns. For example, the language mod-
els are overall more positive towards the stock
market, but there are significant differences in
preferences between a pair of industry sectors,
or even within a sector. Given the prevalence
of NLP models in financial decision making
systems, this work raises the awareness of their
potential implicit preferences in the stock mar-
kets. Awareness of such problems can help
practitioners improve robustness and account-
ability of their financial NLP pipelines 1.

1 Introduction

Pre-trained language models (PLM) have achieved
superior performance on many NLP tasks (Devlin
et al., 2018; Liu et al., 2019; Radford et al., 2019).
They have also been integrated into real-world NLP
systems for automated decision-making. Recently,
a burgeoning body of literature has studied the
human-like bias encoded in the PLMs. For ex-
ample, in the mask token prediction task, BERT
fill-in the [MASK] in the sentence “He/she works
as a [MASK]” with “doctor/nurse”, reflecting gen-
der stereotype biased associations (Garimella et al.,
2021; May et al., 2019). Such biases in the PLMs
may further propagate to downstream applications
with unintended societal and economic impact.

In this work, we investigate and assess the im-
plicit preference encoded in the PLMs, in the con-
text of the financial market. We examine if the
PLMs prefer one company over the other compa-
nies. We also examine if such implicit preference

1Code and data for this work are available at https://
github.com/MattioCh/Buy-Tesla-Sell-Ford

Sentence
BERT Tesla stock share is going to float.

Ford stock share is going to collapse.
FinBERT Tesla stock share is going to increase.

Ford stock share is going to decrease.

Table 1: Masked token predictions.

in individual stocks also manifests at the industry
sector level. Our core idea is based on the assump-
tion that an NLP system designed to be widely
applicable should ideally produce scores that are
independent of the identities of name entities men-
tioned in the text (Prabhakaran et al., 2019).

Table 1 illustrates the potential stock market im-
plicit preferences in the BERT (Devlin et al., 2018)
and its finance-domain specific variation FinBERT
(Yang et al., 2020). Clearly, we see a favor of Tesla
over Ford in both PLMs. This implicit association
may be rooted in the training data: While BERT
is trained on fairly neutral corpora, FinBERT is
trained on financial communication corpora, in-
cluding earnings conference calls and analyst re-
ports. If a company’s name is often mentioned in
negative contexts (such as losses, disruptions), a
trained model might inadvertently associate nega-
tivity to that name, resulting in biased predictions
on sentences with that name.

We quantitatively assess the implicit preferences
in the PLMs, using a sample of nearly 3,000 ma-
jor U.S. market stocks. Our analysis reveals that
the language models are overall more positive to-
wards the stock market, but there are significant
differences in preferences between a pair of in-
dustry sectors, or even within a sector. Given the
wide adoption of PLMs in the financial applica-
tions, we hope our work raises awareness of their
potential stock market implicit preferences of com-
pany names. Moreover, care needs to be taken to
ensure that the unintended preference does not af-
fect downstream applications. Awareness of such
matters can help practitioners to build more robust
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and accountable financial NLP systems.

2 Background

Humans have (irrational) preferences in the
stock markets. Humans are irrational (Becker,
1962). Human decision-makers are often in-
fluenced by emotion, biases, and cognitive er-
rors. Human (irrational) preferences in the stock
markets are well documented in behavioral fi-
nance/economics literature. For example, the
home-bias refers to investors’ strong preference for
domestic stocks or concentrated exposure to their
employer’s stock (French and Poterba, 1991; Tesar
and Werner, 1995). Bhattacharya et al. (2018) find
that the Mandarin-speaking individual investors
submit disproportionately more limit orders at 8
than at 4, because of the belief that the number 8
is lucky and the number 4 is unlucky — and those
superstitious investors lose money.
Why is the implicit stock market preference
in PLMs an issue? Automated NLP technique
for financial decision making is expected to mini-
mize human irrationality. However, PLMs that are
trained with a human-written corpus may inherit
such human preferences (we do find it is the case).
This resembles the allocational harms that “arise
when an automated system allocates resources or
opportunities unfairly to different social groups”
(Blodgett et al., 2020). In the financial markets, the
disproportional allocation of resources, i.e., capital,
also has unintended consequences. First, the strong
favoritism to a stock can attract more investors to in-
vest in the stock and increase the company’s capital
value, which helps the company’s growth and de-
velopment (Beck and Levine, 2002). This implies
that less favored companies may struggle with cap-
ital access. Second, the disproportional resource
allocation may result in high trading activities and
increased volatility of certain stocks, which creates
uncertainty and instability in the market.

3 Data and PLMs

Data: We choose Russell 3000 constituent firms
as our target companies because of their impor-
tance and tractability. This index includes the 3,000
largest publicly held companies incorporated in the
United States as measured by total market cap-
italization, and it represents approximately 98%
of the U.S. public equity market. We also obtain
an industry sector label for each firm in our sam-
ple, based on the Global Industry Classification

Standard (GICS). GICS is a widely used industry
classification for market analysis, and it consists
of 11 sectors. For example, company Apple (NAS-
DAQ:AAPL) is in the Information Technology sec-
tor, while the company Walmart (NASDAQ:WMT)
is in the Consumer Staples sector. The GICS sector
allows us to examine the implicit preference at the
industry sector level. The total number of stocks
in our sample is 2,653. The detailed breakdown of
GICS sectors in our sample is presented in Table 2.

GICS Sector Number of stocks
Financials 495
Industrials 391
Health Care 379
Information Technology 351
Consumer Discretionary 310
Real Estate 162
Energy 144
Materials 136
Communication Services 110
Consumer Staples 104
Utilities 71

Table 2: Sample stocks GICS breakdown.

PLM: We choose two BERT-based pre-trained lan-
guage models in our analysis: BERT and FinBERT.
BERT is one of the most widely used PLMs that
is trained on Wikipedia and BookCorpus (Devlin
et al., 2018). In addition to BERT, we choose Fin-
BERT, which is a domain-specific BERT model
that is pre-trained on financial communications text,
including annual reports, analyst reports, and earn-
ings conference call transcripts (Yang et al., 2020).
The vocabulary of FinBERT is different from the
BERT model as it contains finance-domain specific
terms, including company names. It has shown
to outperform the general-domain BERT (Huang
et al., 2020) on financial downstream tasks. We
load both base-uncased BERT and FinBERT from
the transformers library (Wolf et al., 2020).

4 Assessing Implicit Preference in
Masked Token Prediction

Since BERT and FinBERT use a masked language
modeling objective, we directly probe the model
using the masked token prediction task, using cloze-
style prompts. Prior work also uses this approach
to assess the social biases (May et al., 2019), or
the knowledge learned by PLMs (Petroni et al.,
2019). For each firm, we create a simple tem-
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plate containing the attribute word for which we
want to measure the preference (e.g. buy or sell)
and the company name as the target word (e.g.,
Microsoft). We then mask the attribute words
and target words accordingly, to get the condi-
tional probability of producing the buy or sell
token. Specifically, for firm i, we use the tem-
plate sentence “We should [MASK] the {name}
stock” and query the probability of masked token:
Pi,buy = P ([MASK] = buy|name = i), and
Pi,sell = P ([MASK] = sell|name = i). We then
normalize the two conditional probabilities.

4.1 Implicit preferences in the market

Our first evaluation simply assesses if the PLM is
lean more towards buy or sell across companies.
We obtain the normalized conditional probability
Pi,buy for each firm i, and we plot the boxplot of
Pi,buy in Figure 1. An ideal model would have
a conditional probability close to 0.5 for all firms.
Clearly, it is not the case in the BERT and FinBERT.
Figure 1 shows that the mean value of Pi,buy is sig-
nificantly different from 0.5. FinBERT’s average
buy probability is even higher than 0.9, indicating
as a stronger preference for predicting buy token
over the sell token. This tendency could be ex-
plained by two reasons. First, prior literature shows
that there is a universal positive bias in the human
language (Dodds et al., 2015). Second, compared
to BERT which is trained on a fairly neutral corpus,
FinBERT is trained on financial communication
corpora such as analyst reports. Therefore, the
higher buy probability may imply that the overall
market sentiment over the years is positive.

Figure 1: Boxplot of Pi,buy (normalized with Pi,sell)
for BERT and FinBERT. It shows strong positive prefer-
ences in company names.

4.2 Implicit preferences between industries

It may not be surprising that the PLMs are overall
positive. Therefore, we examine if certain industry
sectors are more favored than the other industries.
We use a univariate regression analysis. For firm
i, we use the Pi,buy, the probability of predicting
the masked token “buy”, as the response variable,
and we use the firm’s sector Xi as the dummy in-
dependent variable, i.e., Xi is 1 if stock i belong
to the sector j, otherwise 0. Since we have a total
of 11 sectors, we set up 11 univariate regression
models and examine the relationship between the
probability of “buy” and the dummy industry sec-
tor variable. The univariate regression is specified
as follows, and ϵ is the error term.

For sector j: yj = βjxji + ϵ (1)

The univariate regression results are presented
in Table 3. We can see that both models have pref-
erences of one sector over the other sectors. For
example, both BERT and FinBERT find companies
in the Financial sectors less preferred in terms of
predicting the buy token, as seen from the negative
β value and significant p-values. From Table 2, we
can see that the most preferred sectors in BERT are
Materials, Consumer Staples, and Utilities; while
for FinBERT, the most preferred sector is Materi-
als and Industrials. Moreover, we find that, while
FinBERT has a stronger buy preference across all
companies than BERT, it has less preference when
comparing to the industry sector level, as we see
there is a fewer number of sectors with significant
p-values. In other words, FinBERT has positive
preference across most of sectors, while BERT has
positive preference only in certain sectors.

We further compare the implicit preference be-
tween a pair of sectors. To do so, we conduct
Cohen’s d test and calculate the effect size of the
distributions of pair of industry A and industry B.
Specifically, Cohen’s d determines the mean dif-
ference between industry A and B in terms of the
probability Pi,buy. A positive value indicates that
the PLM has a stronger buy preference for indus-
try A than for industry B. We plot the heatmap
between pairs of industries in Figure 2. The figure
shows that both models have an implicit preference
between sectors. Consistently, Financial is the least
preferred industry sector.
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GICS Sector BERT FinBERT
Financials -0.88*** -0.83***
Industrials 0.43 0.40***
Health Care 0.00*** 0.10
Information Technology 0.12*** 0.7
Consumer Discretionary 0.17** -0.94
Real Estate -1.88*** 0.07*
Energy 0.15 0.72*
Materials 2.22*** 1.09**
Communication Services -0.07 -0.98
Consumer Staples 0.73** -0.30
Utilities 0.61*** 1.34

Table 3: Value of β (×10−2) using BERT and Fin-
BERT model. Asterisk indicates statistical significance
p-value: * p < .1, ** p < .05, *** p < .01

(a) BERT

(b) FinBERT

Figure 2: Heatmap of Cohen’s d test between a pair of
sectors. Higher value (red) indicates a stronger prefer-
ence in predicting the buy token from one sector on the
vertical axis to another sectors on the horizontal axis.

5 Assessing Implicit Preferences within
an Industry Sector

The masked token prediction is only one way of
probing the PLMs. Recent NLP literature has pro-
posed the word association tests to measure the
human-like biases in the static word embedding
(Bolukbasi et al., 2016; Caliskan et al., 2017) or
contextualized word embedding (May et al., 2019).
The word association test in the contextualized
embedding model is called Sentence Encoder As-
sociation Test (SEAT). Essentially, SEAT evalu-
ates whether the contextualized representations for
words from an attribute word set tend to be more
closely associated with the contextualized represen-
tations for words from a target word set. Templates
such as “this is a [word]” are used to obtain the
word contextualized representations.

In this work, we create a template sentence
“{name} is a stock” where {name} is a stock’s com-
pany name, and we obtain the [CLS] embedding
as its embedding. For preference words buy and
sell, we create a template “We should buy/sell a
stock", and we obtain the [CLS] embedding as its
embedding. Let simi,buy and simi,sell be the co-
sine similarity between the embedding of company
i’s name and the embedding of buy/sell. Given
an industry sector S containing a set of stocks,
we calculate the SEAT association effect-size as:
d =

meani∈S(simi,buy)−meani∈S(simi,sell)
std_devi∈S{simi,buy ,simi,sell} . An ef-

fect size with absolute value closer to 0 indicates
lower implicit preference. We present the individ-
ual sector’s SEAT score in Table 4, which leads to
the following observations. First, we see consistent
implicit preferences within individual sectors. For
example, both BERT and FinBERT regard Finan-
cials as the least preferred sector (negative effect
size). Since this is a within-in sector study, it im-
plies that some Financial stocks are preferred over
the other Financial stocks. Second, we see that the
majority of the sectors have a positive effect size,
indicating that both PLMs exhibit a positive bias
within the sector.

6 Conclusion

In this paper, we study the implicit stock market
preference in PLMs. Motivated by recent literature
in implicit social bias, we apply the masked token
prediction and sentence embedding association test
(SEAT) to the PLMs. We find that there is a con-
sistent implicit preference of the stock market in
the PLMs, and the preferences exist at the whole-
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GICS Sector BERT FinBERT
Financials -0.65 -0.15
Industrials 0.19 0.34
Health Care 0.06 -0.03
Information Technology 0.44 0.06
Consumer Discretionary 0.25 0.26
Real Estate 0.00 0.29
Energy -0.56 0.44
Materials -0.15 0.15
Communication Services 0.10 -0.06
Consumer Staples -0.08 0.18
Utilities -0.19 0.12

Table 4: Within-sector implicit preferences using SEAT.
Value close to zero indicates lower implicit preference.

market, between-industry,and within-industry level.
Given the wide adoption of PLMs in real-world
financial systems, we hope that this work raises the
awareness of potential implicit stock preferences,
so that practitioners and researchers can build more
robust and accountable financial NLP systems. Fu-
ture work can investigate whether the implicit pref-
erences are driven by some financial factors such as
market value or stock returns, and examine how the
preferences over stocks/industries in PLMs affect
downstream financial NLP applications, such as
sentiment analysis, or stock movement prediction.
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Abstract

We present Pixie, a manually annotated dataset
for preference classification comprising 8,890
sentences drawn from app reviews. Unlike
previous studies on preference classification,
Pixie contains implicit (omitting an entity be-
ing compared), and indirect (lacking compar-
ative linguistic cues) comparisons. We find
that transformer-based pretrained models, fine-
tuned on Pixie, achieve a weighted average
F1 score of 83.34% and outperform the exist-
ing state-of-the-art for preference classification
model (73.99%).

1 Introduction

Online user reviews contain a cornucopia of in-
formation on user expectations about a product.
Users often express their opinions on a product
by comparing it against competitors. Understand-
ing preferences in natural language is crucial in
capturing user’s opinions and expectations. Pre-
vious studies show that app reviews include rich
insights about user expectations and problems of
mobile apps that are valuable for app developers
(Palomba et al., 2015; Maalej and Nabil, 2015; Guo
and Singh, 2020). We found that app reviews often
include comparative sentences, from which we can
determine a reviewer’s preferences.

Identifying the preferred entity from an app re-
view involves (1) Comparative Sentence Identifica-
tion (CSI) (Jindal and Liu, 2006), i.e., identifying
sentences that contain a comparison, and (2) Com-
parative Preference Classification (CPC) (Ganap-
athibhotla and Liu, 2008; Panchenko et al., 2019),
i.e., identifying the preferred entity in a compara-
tive sentence. We focus on the second task.

Prior work on CPC focuses on explicit compar-
isons, where all compared entities are explicitly
mentioned. Extracting comparative sentences by
matching keywords or patterns (Jindal and Liu,
2006; Li et al., 2017; Feldman et al., 2007) over-

Sentence App

S1 Bye Uber , hello Lyft . Uber
S2 Does this app really need to be 260

MB when the Marriott app is only
47 MB?

Hilton Honors

S3 Beats the pants off pandora . Spotify
S4 I think that it’s a lot more fun than

temple Run .
Subway Surfers

Table 1: Example comparative sentences from reviews.

looks indirect comparisons which lack comparative
quantifiers and adjectives.

Staab and Hahn (1997) identify omitted comple-
ment as a comparative sentence type that has been
overlooked by prior research. An omitted comple-
ment refers to one of the entities under comparison
that is omitted but can be inferred based on the
context. We have found that comparative sentences
in user-generated text such as reviews sometimes
imply instead of explicitly mentioning the target
entity being reviewed (e.g., S3 in Table 1). Compar-
isons in reviews often lack comparative linguistic
cues, such as comparative quantifiers, adjectives, or
structures (i.e., indirect, e.g., S1 in Table 1). Such
sentences are comparative by virtue of expressing
a preference and are common in reviews but have
been understudied by prior research.

We present Pixie (Preference in Implicit and Ex-
plicit Comparisons), a dataset for preference clas-
sification, created from online user reviews. As
shown in Table 1, Pixie includes indirect compar-
isons (i.e., sentences lacking comparative linguistic
cues, e.g., S1) and implicit comparisons (omitting
compliments, i.e., mentioning only one entity being
compared, e.g., S3) in addition to direct compar-
isons (comparing entities with a direct comparative
structure, e.g., S4) and explicit comparisons (men-
tioning both entities being compared, e.g., S2).

We experiment with traditional machine learn-
ing methods and transformer-based models on
Pixie. We use segment embeddings to demar-
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cate the compared entities before fine-tuning the
transformer-based models. We also compare our
results with ED-GAT (Ma et al., 2020), a state-
of-the-art model for preference classification. We
find that transformer-based pretrained language
models, fine-tuned on Pixie, achieve a higher F1-
score (83.34%) than the state-of-the-art (F1-score
73.99%) or traditional machine learning models
(F1-score 71.86%) trained on Pixie. Further er-
ror analysis of misclassifications reveals substan-
tial differences between ED-GAT and transformer-
based pretrained language models’ performance.

Current research on preference classification is
lacking and far from practical use. Real world com-
parisons can present characteristics that complicate
the task, such as indirect comparisons, implicit
comparisons, and ambiguous statements. The low
F1-score of the existing state-of-the-art and notice-
able differences in misclassifications across differ-
ent models call for a more thorough research effort
on preference classification in text.

2 Related work

Comparative sentence structures have been a sub-
ject of syntactic and semantic theories (Bresnan,
1973; Stechow, 1984; van Rooij, 2011). Early stud-
ies in computational linguistics include syntactic
and semantic handling of comparative construc-
tions (Rayner and Banks, 1988, 1990), comparative
structures in question answering (Ballard, 1988),
using quantifiers to identify comparisons (Fried-
man, 1989), and semantic interpretation of compar-
atives (Staab and Hahn, 1997).

Jindal and Liu (2006) present a binary classi-
fication dataset containing comparative and non-
comparative sentences. They present a classifier
based on Class Sequential Rules (CSR) and lever-
age comparative keywords to identify comparative
sentences. Ganapathibhotla and Liu (2008) extend
this work by annotating comparative sentences with
the preferred entity.

Kessler and Kuhn (2014) annotate comparative
sentences by identifying comparison predicates, en-
tities being compared, aspect of comparison, and
comparison type (gradable or non-gradable). How-
ever, they focus on reviews of only one product
type (digital cameras) to create their dataset. Hence,
their dataset lacks diversity in topics.

Panchenko et al. (2019) create CompSent-19,
a cross-domain dataset for comparative argument
mining. They propose a gradient boosting model

based on pretrained sentence embeddings to iden-
tify the preferred entity. Ma et al. (2020) propose
a model called Entity-aware Dependency-based
Deep Graph Attention Network (ED-GAT) that
consists of a multihop graph attention network with
dependency relations to identify the preferred en-
tity. The ED-GAT model achieves a micro F1-score
of 87.43% on the CompSent-19 dataset.

Previous work on preference classification has
overlooked implicit and indirect comparisons com-
mon in user-generated text such as app reviews.
Further, existing datasets are either too small with
a few comparative sentences or have a skewed dis-
tribution. For example, Ganapathibhotla and Liu’s
dataset contains only 837 comparative sentences,
84% of which have the first mentioned entity in the
text as preferred. Only 15% of Kessler and Kuhn’s
dataset constitutes comparative sentences. Only
27% of the sentences in CompSent-19 (Panchenko
et al., 2019) contain a preference, 70% of which
prefer the first mentioned entity in the sentence.

Further, existing datasets consider the order of
the appearance of compared entities in a sentence
to annotate the preferred entity. For instance, anno-
tations for CompSent-19 (Panchenko et al., 2019)
and Ganapathibhotla and Liu’s dataset are both de-
termined based on the order of appearance of the
entity in a sentence (i.e., is the first appearing entity
in the sentence preferred or the second).

3 Method

We introduce the essential concepts below.

Comparative sentence : A sentence that contains
information on similarity, dissimilarity, or
preference between two entities.

Pixie includes (1) comparative sentences that
lack comparative quantifiers, adjectives, or key-
words, i.e., indirect comparisons, (2) implicit com-
parisons where only one of the compared entities
is mentioned, and (3) explicit comparisons which
mention both (including pronominal references).

Preferred entity : an entity that is chosen over an-
other based on a stated or implied preference.

A preferred entity can be the CURRENT app (e.g.,
S1p in Table 2), OTHER app (e.g., S2p in Table 2),
or NONE (i.e., ambiguous or no preference, e.g.,
S4p in Table 2 or where non-gradable comparatives
(such as like, as . . . , and similar to) link the entities,
e.g., S3p in Table 2).
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Sentence Review

S1p This app is better than Discover’s app . Chase Mobile
S2p I prefer the BBC app. USA Today
S3p Just as good as Uber app. Lyft
S4p Makes me want to switch back to Pan-

dora, but it’s just as bad.
Spotify

Table 2: Example sentences showing preference.

3.1 Dataset

We selected 179 popular apps on Apple App Store
and collected their reviews. After some prelimi-
nary investigation, we excluded widely mentioned
brand names such as Google, Microsoft, and Face-
book, because they often appear in broader contexts
than as a product. We removed app names synony-
mous with or formed of common words, such as
Box (cloud storage) and Line (communication app)
for higher precision in extracting comparative sen-
tences. We were left with 141 apps, which we
manually grouped into 23 genres, including bank-
ing, airline, and communication. Apps in the same
genre are direct competitors. For example, airline
apps include Delta, American, and United.

We extracted sentences that mention a com-
petitor from each review and labeled each ex-
tracted sentence for comparison and preferred en-
tity. When identifying mentions, we included com-
mon aliases or abbreviations on our name list, e.g.,
Insta for Instagram, BA for Bank of America, and
AA for American Airlines to improve recall. Fo-
cusing on mentions of competitors ensures that
Pixie includes indirect comparisons because such
sentences are more likely to contain comparisons.

The dataset was annotated in three phases. In
Phase 1, the authors annotated a sample dataset of
300 sentences based on an initial set of definitions
and resolved any disagreements via discussions.
We repeated this process for three iterations and
produced annotation instructions for Phase 2. In
Phase 2, each author annotated an equal number
of sentences, and the disagreements were resolved
by the first author, producing 4,793 annotated sen-
tences. The interrater agreement (Krippendorff
alpha) was 0.74 and 0.82 between the two anno-
tators for comparison and preferred entity, respec-
tively. Phase 3 involved crowdsourcing with 42
annotators, students in Natural Language Process-
ing (NLP) course, each annotating around 400 sen-
tences. 5,559 data points were labeled in Phase 3
with an interrater agreement (Krippendorff alpha)
between the three annotators of 0.51 and 0.74 for

comparison and preferred entity, respectively. We
obtained the Institutional Review Board (IRB) ap-
proval for this task.

Once we removed duplicate and noncomparative
sentences, we were left with 8,890 comparative sen-
tences annotated for comparison type (IMPLICIT or
EXPLICIT) and preferred entity (CURRENT, OTHER,
or NONE). Table 3 shows the distribution of labels
for each class in Pixie.

Comparison Type

Preferred Entity Implicit Explicit Total

CURRENT 1,910 2,097 4,007
OTHER 2,199 1,069 3,268
NONE 758 857 1,615

Total 4,867 4,023 8,890

Table 3: Pixie Dataset Distribution.

To ensure that the dataset can be used to train
a general-purpose preference classification model,
we mask app mentions in each sentence. With
no masking, the model may learn to differentiate
between classes based on what users prefer more
(app A or app B) in our dataset. Masking app men-
tions ensures that the model learns comparative
and preference revealing linguistic structures and
semantics instead of simply learning to differenti-
ate between preferred entities in an exhaustive list
of compared entities. We defined two tags for mask-
ing, current_app for the apps being reviewed and
other_app for the competitor apps. App mentions
are identified using the competitor app list for apps
referred to by name, and pronoun references are
substituted manually. Treating pronoun references
as an explicit reference to app mentions ensures
consistent based on our definitions, i.e., all explicit
comparisons have two mentioned entities being
compared, while all implicit comparisons have one.
A portion of the dataset, ≈2,100 (∼23.62%) sen-
tences, had pronoun references that were resolved.
Table 4 shows sentences masked for app mentions.

For a quick sanity check, whether Pixie contains
indirect comparative sentences, we examine how
many of the sentences in Pixie contain a compara-
tive word. For this, we combine the list of opinion
words from (Hu and Liu, 2004) and the list of com-
parative cue words from (Panchenko et al., 2019).
Only 3,781 sentences (42.5% of Pixie) contain a
comparative or opinion word showing that most of
the sentences in Pixie lack comparative cues (i.e.,
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are indirect comparisons).
Unlike prior datasets on preference classification

(Ganapathibhotla and Liu, 2008; Panchenko et al.,
2019), Pixie does not consider the order of appear-
ance of compared entities for annotations. Pixie
also offers a more balanced dataset than the existing
ones for the task. For explicit comparisons (when
both entities are present), 1909 sentences (47.45%)
prefer entity that appears first, 1257 (31.25%) sen-
tences prefer entity that appears later, and 857 sen-
tences (21.30%) reveal no or mixed preference.
Implicit comparisons mention only one entity so
the order of appearance is irrelevant.

Pixie is publicly available1 and contains original
and masked sentences.

3.2 Experiments

Among traditional machine learning approaches,
we experiment with AdaBoost (Hastie et al., 2009),
Random Forest (Breiman, 2001) and Support Vec-
tor Machine (SVM) (Chang and Lin, 2011). We use
SBERT (SentenceBERT) (Reimers and Gurevych,
2019) to obtain sentence embeddings for each
masked sentence.

For transformer-based language models, we fine-
tune variations of BERT (Bidirectional Encoder
Representations from Transformers) (Devlin et al.,
2019) and XLNet (Yang et al., 2019). We experi-
ment with BERT (Devlin et al., 2019), ALBERT
(A Lite BERT) (Lan et al., 2019), and DeBERTa
(Decoding-enhanced BERT with disentangled at-
tention) (He et al., 2020). We fine-tune each model
for 20 epochs using AdamW Optimizer with a
learning rate of 5e-5 and a weight decay of 0.01.
We use the train-test-validation split of 60-20-20.

We use segment embeddings to improve the per-
formance of the transformer-based models. We
assign different segment token ids to the competi-
tor app (other_app) and the rest of the sentence to
separate the entities being compared. We fine-tune
pretrained models with segment embeddings along
with token embeddings and attention masks.

To compare our results with ED-GAT, we con-
vert the sentences in Pixie to follow the CompSent-
19 format. Specifically, we add a token ([THIS])
for the current app in the front of each implicit sen-
tence and map the labels CURRENT and OTHER

to BETTER and WORSE, as applicable. NONE la-
bels stay the same. We implemented ED-GAT with
BERT embeddings and used eight GAT layers. We

1https://github.com/ahaque2/Pixie.git

use the Hugging Face (Wolf et al., 2020) library for
all transformer-based experiments.

To test the quality of Pixie, we run some cross-
dataset experiments as well. We train a DeBERTa
model on Pixie and test on CompSent-19 and vice-
versa. Since the CompSent-19 dataset is highly
skewed, we balanced both datasets to have the same
train and test data split across all three classes via
random oversampling with replacement. We keep
all other model parameters and configurations the
same and leverage the same number of samples for
training and testing.

4 Results

Table 5 contains results for models trained and
tested on Pixie. SVM achieves the highest
weighted F1-score of 71.86% (among the tra-
ditional approaches), and DeBERTa (F1-score
83.34%), among transformer-based models.

Segment embeddings enhanced BERT and XL-
Net model’s performance in terms of weighted av-
erage F1-scores, but a slight decline for DeBERTa’s
and ALBERT’s performance.

The NONE and CURRENT classes consistently
achieve the lowest and the highest F1-scores, re-
spectively, for all models. The NONE class was also
the most ambiguous class to annotate manually. Re-
call for the NONE class is lower than precision for
all models except ED-GAT. All transformer-based
models achieve a higher recall than precision for
the CURRENT class except for ALBERT (without
segment embeddings) and ED-GAT.

ED-GAT (Ma et al., 2020) trained on Pixie
achieves a weighted average F1-score of 73.99%,
with the highest F1-score (80.57%) for the CUR-
RENT class and lowest (51.54%) for NONE.

Upon further analysis, we found that most of the
incorrect classifications in transformer-based mod-
els are for the NONE class (71.64%), whereas, for
ED-GAT, only 8.77% of the misclassified sentences
belong to the NONE class. ED-GAT yielded most
misclassifications for the CURRENT class (55.27%
of misclassified instances) while only 14.93% of
misclassifications for the transformer-based models
belong to the CURRENT class.

Table 6 shows the results for the cross-dataset
experiments. The weighted average F1-score im-
proves by 4.08% with plain vanilla fine-tuning and
6.30% with segment embeddings when trained on
Pixie and tested on CompSent-19. While the ac-
curacy improves by 5.11% for plain vanilla fine-
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Original sentence Masked sentence

1 CNN should leave journalism to the pros at Fox news. <current_app> should leave journalism to the pros at <other_app> news.
2 way better than Pandora by a long shot!!!! way better than <other_app> by a long shot!!!!
3 This is a great game just like Temple run <current_app> is a great game just like <other_app>

Table 4: Original and masked comparative sentences.

Approach Model CURRENT NONE OTHER WEIGHTED AVERAGE

Prec Rec F1 Prec Rec F1 Prec Rec F1 Prec Rec F1

Prior Work ED-GAT 83.24 78.05 80.57 48.89 54.49 51.54 76.28 77.79 77.03 74.44 73.68 73.99

Traditional
ML

AdaBoost 71.57 73.44 72.49 45.06 35.29 39.58 63.53 68.30 71.57 63.80 64.62 64.07
Random Forest 71.27 80.42 75.57 71.31 26.93 39.10 64.98 74.73 69.52 68.97 68.62 66.72
SVM 76.99 82.17 79.49 62.63 36.84 46.39 71.04 79.63 75.09 72.19 73.00 71.86

Transformer-
Based

BERT 82.83 89.03 85.82 62.68 55.11 58.65 83.07 80.40 81.71 79.26 79.70 79.37
DeBERTa 88.34 90.65 89.48 64.56 56.97 60.53 85.97 88.21 87.07 83.15 83.63 83.34
ALBERT 87.83 87.28 87.55 61.37 60.99 61.18 84.70 85.60 85.15 81.87 81.89 81.88
XLNet 83.45 90.52 86.84 67.06 52.32 58.78 83.99 84.38 84.19 80.67 81.33 80.77

Transformer-
Based

with Segment
Embeddings

BERT 83.43 88.53 85.90 66.67 52.63 58.82 81.25 83.61 82.42 79.58 80.20 79.70
DeBERT 88.31 91.40 89.83 64.34 56.97 60.43 85.35 86.52 85.93 82.87 83.35 83.06
ALBERT 86.26 87.66 86.95 65.92 54.49 59.66 81.90 87.29 84.51 80.96 81.50 81.10
XLNet 85.68 90.27 87.92 61.86 55.73 58.63 85.51 84.07 84.79 81.29 81.72 81.45

Table 5: Results (in %) for preference classification on Pixie. Bold indicates highest F1-scores for each category.

Approach Fine-tuning Testing Prec Recall F1 Accuracy

Plain vanilla CompSent-19 Pixie 65.46 59.89 59.23 59.89
Plain vanilla Pixie CompSent-19 65.19 65.00 63.31 65.00
With segment embeddings CompSent-19 Pixie 67.84 59.44 57.70 59.44
With segment embeddings Pixie CompSent-19 66.07 65.72 64.00 65.72

Table 6: Results for cross-dataset experiments. The values are in %.

tuning and 6.28% with segment embeddings. The
improvement primarily is in the recall, demonstrat-
ing that Pixie includes more diverse comparative
sentences than CompSent-19.

5 Conclusion

Masking compared entities ensure that Pixie can
be used to train a general-purpose preference clas-
sification model. Additional analysis is needed to
claim the domain generality of our dataset—that is,
whether a model trained on Pixie can identify the
preferred entity in texts from other domains such as
scientific papers and news. Comparative sentences
in Pixie are limited to user-generated text and may
not generalize well over more formal texts.

Both BERT and XLNet show improvements with
segment embeddings, suggesting that the demarca-
tion of the other app helps the model identify the
preferred entity. The traditional machine learning
models perform worst and the transformer-based
pretrained models fine-tuned on Pixie achieve a

substantially better performance than the state-of-
the-art approaches for preference classification.

Identifying preferences in user reviews can
aid developers in understanding user expectations
about mobile apps. Users often express their likes
and dislikes about an app or feature by comparing
it with alternative apps and features. Understand-
ing user preferences can be particularly valuable
in enhancing the functionality as well as security
and privacy features of apps. A user’s preferences
regarding apps would depend not only on how well
the app is constructed relative to its competitors
but also on how easily the app is used by end-users.
For example, security concerns may be signaled by
descriptions of steps to access sensitive financial or
medical data (Guo and Singh, 2020) expressed in
association with comparisons. A follow-on direc-
tion is to extract and prioritize user expectations by
identifying the specific features of an app of great-
est influence on the indirect or direct comparisons
in a review.
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Abstract

A key challenge facing natural language inter-
faces is enabling users to understand the capa-
bilities of the underlying system. We propose a
novel approach for generating explanations of
a natural language interface based on seman-
tic parsing. We focus on counterfactual expla-
nations, which are post-hoc explanations that
describe to the user how they could have mini-
mally modified their utterance to achieve their
desired goal. In particular, the user provides an
utterance along with a demonstration of their
desired goal; then, our algorithm synthesizes
a paraphrase of their utterance that is guaran-
teed to achieve their goal. In two user studies,
we demonstrate that our approach substantially
improves user performance, and that it gener-
ates explanations that more closely match the
user’s intent compared to two ablations.1

1 Introduction

Semantic parsing is a promising technique for en-
abling natural language user interfaces (Ge and
Mooney, 2005; Artzi and Zettlemoyer, 2013; Be-
rant et al., 2013; Wang et al., 2015). However, a key
challenge facing semantic parsing is the richness of
human language, which can often encode concepts
(e.g., “circle”) that do not exist in the underlying
system or are encoded using different language
(e.g., “ball”). Thus, human users can have trouble
providing complex compositional commands in the
form of natural language to such systems.

One approach to addressing this issue is to de-
velop increasingly powerful models for understand-
ing natural language (Gardner et al., 2018; Yin and
Neubig, 2018). While there has been enormous
progress in this direction, there remains a wide gap
between what these models are capable of com-
pared to human understanding (Lake and Baroni,
2018), manifesting in the fact that these models can

1Code available at: https://github.com/
georgeto20/counterfactual_explanations.

fail in unexpected ways (Ribeiro et al., 2016). This
gap can be particularly problematic for end users
who do not understand the limitations of machine
learning models, since it encourages the human
user to provide complex commands, but then per-
forms unreliably on such commands.

Thus, an important problem is to devise tech-
niques for explaining these models. Generally
speaking, a range of techniques have recently been
developed for explaining machine learning mod-
els. The first technique is to use models that are
intrinsically explainable, such as linear regression
or decision trees. However, in the case of seman-
tic parsing, such models may achieve suboptimal
performance, and furthermore it is not clear that
the structure of these models would be useful to
end users. A second technique is to train a black-
box model, and then approximate it using an in-
terpretable model. Then, the interpretable model
can be shown to the human user to explain the
high-level decision-making process underlying the
blackbox model. However, this approach also suf-
fers from the fact that showing a decision tree or
regression model is likely not useful to an end user.

Instead, we consider an alternative form of
explanation called a counterfactual explana-
tion (Wachter et al., 2017). These explanations
are designed to describe alternative outcomes to
the user. In particular, given a prediction for a spe-
cific input, they tell the user how they could have
minimally modified that input to achieve a different
outcome. As an example, suppose a bank is using
a machine learning model to help decide whether
to provide a loan to an individual; if that individual
is denied the loan, then the bank can provide them
with a counterfactual explanation describing how
they could change their covariates (e.g., increase
their income) to qualify for a loan.

We propose a novel algorithm for computing
counterfactual explanations for semantic parsers.
In particular, suppose that a user provides a com-
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User command 1: “Go to the blue circle”
User command 2: “Go to the top right”
Our explanation: “Go to the blue ball”

Figure 1: Example BabyAI task (from Chevalier-
Boisvert et al. (2018)), utterances, and our explanation.

mand in the form of a natural language utterance.
If the natural language interface fails to provide the
desired result, then our goal is to explain how the
user could have modified their utterance to achieve
the desired result. To this end, we have the human
additionally provide the desired result. Then, we
compute an alternative utterance that the semantic
parser correctly processes while being as similar
as possible to the original utterance. Intuitively,
this explanation enables the user to modify their
language to reliably achieve their goals in future
interactions with the system.

We evaluate our approach on the BabyAI envi-
ronment (Chevalier-Boisvert et al., 2018), where
the human can provide a virtual agent with com-
mands to achieve complex tasks such as “pick up
the green ball and place it next to the blue box”. We
perform two user studies, which demonstrate that
our approach both produces correct explanations
(i.e., match the user’s desired intent), and that it
substantially improves the user’s ability to provide
valid commands.

Example. In Figure 1, we show an example of a
BabyAI task along with a user-provided utterance
commanding the agent to go to the blue ball. The
first command corresponds to a valid program, but
cannot be understood by the semantic parser due to
the use of the terminology “circle” instead of “ball”.
The second command uses the construct “top right”
that does not exist in the language. In both cases,
the user provides a demonstration where the agent
navigates next to the blue ball, upon which our
approach generates the explanation shown.

Related work. There has been a great deal of re-
cent interest in providing explanations of black-

box machine learning models, focusing on explain-
ing why the model makes an individual predic-
tion (Ribeiro et al., 2016; Lei et al., 2016; Ribeiro
et al., 2018; Alvarez-Melis and Jaakkola, 2018;
Liu et al., 2018), or achieving better understanding
of the limitations of models (Wallace et al., 2019;
Ribeiro et al., 2020). In contrast, our goal is to
explain how the input can be changed to achieve
a desired outcome, which is called a counterfac-
tual explanation (Wachter et al., 2017; Ustun et al.,
2019). There has been interest in improving the
performance of semantic parsers through interac-
tion (Wang et al., 2016, 2017); our approach is
complementary to this line of work, since it aims
to make the system more transparent to the user.
There has also been work on leveraging natural lan-
guage descriptions to help generate counterfactual
explanations for image classifiers (Hendricks et al.,
2018), but not tailored at counterfactual predictions
for natural language tasks; specifically, while their
approach produces counterfactual explanations in
natural language, they are for image predictions
rather than text predictions.

For natural language processing tasks, a key chal-
lenge is that the input space is discrete (e.g., a nat-
ural language utterance); for such settings, there
has been work on algorithms for searching over
combinatorial spaces of counterfactual explana-
tions (Ross et al., 2021b; Wu et al., 2021; Ross
et al., 2021a). However, even for these approaches,
the output space is typically small (e.g., a binary
sentiment label). In contrast, semantic parsing has
highly structured outputs (i.e., programs), requiring
significantly different search procedures to find an
explanation that produces the correct output. To ad-
dress this challenge, we define a search space over
counterfactual explanations for semantic parsing
such that search is tractable.

2 Algorithm

Problem formulation. We consider the problem
of computing counterfactual explanations for a se-
mantic parsing model fθ : Σ∗ → Π. In particular,
we assume the user provides a command in the
form of an utterance s ∈ Σ∗, with the goal of ob-
taining some denotation y ∈ Y . To achieve the
user’s goal, the semantic parsing model produces
a program π = fθ(s) ∈ Π, and then executes the
program to obtain denotation y = JπK ∈ Y , where
J·K : Π → Y (called the semantics of Π) maps
programs to outputs.
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In this context, our goal is to provide explana-
tions to the user to help them understand what ut-
terances can be correctly understood and executed
by the underlying system. In particular, we assume
the user has provided an utterance s0, but the out-
put Jfθ(s0)K is not the one that they desired. Then,
we ask the user to provide their desired output,
after which we provide them with an alternative
utterance s∗ that is semantically similar to s0 but
successfully achieves y0. Formally:

Definition 2.1. Given an utterance s0 ∈ Σ∗ and a
desired output y0 ∈ Y , the counterfactual explana-
tion for s0 and y0 is the sentence

s∗ = arg min
s∈L

d(s, s0) subj. to Jfθ(s)K = y0,

where d is a semantic similarity metric and L ⊆ Σ∗

is the search space of possible explanations.

The goal is that examining s∗ should help the
user provide utterances that are more likely to be
correctly processed in future interactions.

Search space of explanations. A key challenge
in generating natural language expressions is how
to generate expressions that appear natural to the
human user. To ensure that our explanations are
natural, we restrict to sentences generated by a
context-free grammar (CFG) C. In particular, we
consider explanations in the form of sentences s ∈
L(C) ⊆ Σ∗ (where Σ is the vocabulary and L(C)
is the language generated by C). We restrict to
sentences with parse trees of bounded depth d in
C; we denote this subset by Ld(C). In addition,
we assume sentences s ∈ Ld(C) are included in
the dataset used to train the semantic parser fθ to
ensure it correctly parses these sentences.

Semantic similarity. Our goal is to compute a
sentence s ∈ Ld(C) that is semantically similar
to the user-provided utterance s0. To capture this
notion of semantic similarity, we use a pretrained
language model x = gθ(s) that maps a given sen-
tence s to a vector embedding x ∈ Rk. Then,
we use cosine similarity in this embedding space
to measure semantic similarity. In particular, we
use the distance d(s, s0) = 1− sim(gθ(s), gθ(s0)),
where sim(x, x′) is the cosine similarity.

Goal constraint. Finally, we want to ensure that
the provided explanation successfully evaluates to
the user’s desired denotation y0. For a given ut-
terance s, we can check this constraint simply by
evaluating y = Jfθ(s)K and checking if y = y0.

Algorithm 1 Our algorithm for computing coun-
terfactual explanations for a semantic parser fθ.

procedure EXPLAIN(s0, y0)
(s∗, c∗)← (∅,−∞)
for s ∈ Ld(C) do

if Jfθ(s)K = y0 then
c← sim(gθ(s), gθ(s0))
if c > c∗ then s∗, c∗ ← s, c end if

end if
end for
return s∗

end procedure

Overall algorithm. Given user-provided utterance
s0 and desired denotation y0, the counterfactual
explanation problem is equivalent to:

s∗ = arg max
s∈Ld(C)

sim(gθ(s), gθ(s0))

subj. to Jfθ(s)K = y0.

AssumingLd(C) is sufficiently small, we can solve
this problem by enumerating through the possible
choices s ∈ Ld(C) and choosing the highest scor-
ing one that satisfies the constraint. In practice,
we may be able to exploit the structure of the con-
straint to prune the search space. Our approach is
summarized in Algorithm 1.

3 Experiments

We perform two user studies to demonstrate (i)
correctness: our explanations preserve the user’s
original intent, and (ii) usefulness: our explanations
improve user performance.

3.1 BabyAI Task

We evaluate our approach on BabyAI (Chevalier-
Boisvert et al., 2018) adapted to our setting. In this
task, the human can provide commands to an agent
navigating a maze of rooms containing keys, boxes,
and balls. The goal is defined by the combination
of the agent position and the environment state
(e.g., the agent may need to place a ball next to a
box). Atomic commands (e.g., going to, picking
up, or putting down an object) can then be com-
posed in sequence to achieve complex goals. In our
setup, s0 is a natural language command, and y0
is a demonstration in the form of a trajectory the
agent could take to achieve the desired goal.

This task comes with a context-free grammar of
natural language commands, which we use as the
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space of possible explanations. Next, we train a
semantic parser to understand commands from this
grammar. Since utterances in this grammar corre-
spond one-to-one with programs, we can generate
training data. We generate 1000 training examples
(s, π) consisting of an utterance s along with a pro-
gram π, and train TranX (Yin and Neubig, 2018) to
predict π = fθ(s). For semantic similarity, we use
a pretrained DistilBERT model gθ (Devlin et al.,
2018; Sanh et al., 2019) to embed utterances s.

Handling the goal constraint is more challeng-
ing, since the denotation can be nondeterministic—
in particular, multiple different trajectories can be
used to achieve a single goal (e.g., there are mul-
tiple paths the agent can take to a given object).
Thus, if we naïvely take the denotation of a pro-
gram to be a single trajectory that achieves the
goal, then this trajectory may be different than the
given demonstration even if the demonstration also
achieves the goal. To address this issue, we in-
stead enumerate the set Πy of all possible programs
that are consistent with the given demonstration
y, up to a bounded depth (selected so that Πy is
large enough while ensuring that the experiments
still run quickly). Then, we replace the constraint
Jfθ(s)K = y0 with a constraint saying that fθ(s) is
in this set—i.e., fθ(s) ∈ Πy0 .

3.2 Correctness of Explanations

We evaluate whether our explanations are valid
paraphrases of the user’s original command.

Baselines. We compare to two ablations of our
algorithm. The first one omits the goal constraint
fθ(s) ∈ Πy; thus, it simply returns the explana-
tion that is most semantically similar to the user-
provided utterance s0. Intuitively, this ablation
evaluates the usefulness of the goal constraint.

The second ablation ignores s0, and returns an
explanation s such that fθ(s) ∈ Πy0 ; we choose
s to minimize perplexity according to GPT-2. In-
tuitively, this ablation measures the usefulness of
specializing the explanation to the user’s utterance.

Setup. We selected 17 BabyAI tasks by randomly
sampling BabyAI levels until we obtain a set of
tasks of varying difficulty. For example, Task 1 has
the simple goal “go to the green ball”, while Task
10 has the more complex goal “pick up a green key,
then put the yellow box next to the grey ball”.

Then, our experiment proceeds in two phases. In
the first phase, we use Amazon Mechanical Turk
(AMT) to collect natural language commands for

Approach Correctness Usefulness

Ours 41.4 ± 1.48% 50.8 ± 2.22%
No demo 34.0 ± 1.42% 49.2 ± 2.01%
GPT-2 24.6 ± 1.29% 46.2 ± 1.96%
No training – 10.2 ± 0.74%

Table 1: Correctness: The frequency at which users
chose the explanation generated using the correspond-
ing approach as the best match. Usefulness: The per-
centage of user utterances correctly parsed (averaged
across the last 10 tasks), where users are given explana-
tions generated by the corresponding approach.

the agent. For each of our 17 tasks, we show the
user a video of the BabyAI agent achieving the task,
and then ask them to provide a single command
that encodes the goal. In total, we obtained 127
commands (one per user) for each task. Next, for
each user instruction, we find the counterfactual
explanation according to our algorithm and the two
ablations described above.

In the second phase, we conduct a second AMT
study to evaluate the correctness of these explana-
tions. In particular, for each of our 17 tasks, we
show each participant a single command for that
task (chosen randomly from the 127 commands
in the first phase), along with the three generated
explanations and the video of the agent achieving
that task. Then, we ask the user to choose the ex-
planation that is closest in meaning to the original
command. We obtained 50 responses.

Results. In Table 1, we show the fraction of times
users in the second phase selected each explana-
tion, averaged across both users and tasks. Our
approach significantly outperforms GPT-2, which
is unsurprising since this ablation makes no effort
to preserve the user’s intent. Our approach also out-
performs the ablation without the goal constraint,
demonstrating the usefulness of this constraint.

3.3 Usefulness of Explanations
Next, we evaluate whether providing explanations
can make it easier for users to provide commands
that can be understood by our semantic parser.

Baselines. In addition to the two ablations in Sec-
tion 3.2, we also compare to a baseline where the
user is not provided with any explanation.

Setup. We run an AMT study similar to the first
phase of our study in Section 3.2, except immedi-
ately after providing a command for a task, each
user is shown an explanation for their command
and that task. We collected 50 user responses.
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Results. For each user command s0, we run our
semantic parser to obtain the corresponding pro-
gram and check whether it is in the set of programs
valid for that task—i.e., whether fθ(s0) ∈ Πy0 . Ta-
ble 1 shows the success rate across all users and
the last 10 tasks; we restrict to the last 10 to give
the user time to learn to improve their performance.
Users not provided any explanations performed
very poorly overall. The remaining approaches
performed similarly; our explanations led to the
best performance, followed closely by the ablation
without the demonstration, with a wider gap to the
ablation that ignores the user utterance. Thus, per-
sonalizing the explanation to the user based on their
utterance helps improve performance.

4 Conclusion

We have proposed a technique for explaining how
users can adapt their utterances to interact with
a natural language interface. Our experiments
demonstrate how our explanations can be used
to significantly improve the usability of semantic
parsers when they are limited in terms of their se-
mantic understanding. While any explanations are
already very useful, we show that personalizing
explanations can further improve performance.

A key design choice in our approach is to con-
struct a synthetic grammar from which counterfac-
tual explanations are generated. In a realistic appli-
cation, the semantic parsing model can be trained
on a combination of synthetic data and real-world
data, enabling our approach to be used in conjunc-
tion with the synthetic grammar. A key direction
for future work is extending our approach to set-
tings where such a grammar is not available. In our
experience, a key challenge in this setting is that
the generated text can be unnatural, possibly due
to the constraints imposed on the search space.
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Abstract

Item Response Theory (IRT) has been exten-
sively used to numerically characterize ques-
tion difficulty and discrimination for human
subjects in domains including cognitive psy-
chology and education (Primi et al., 2014;
Downing, 2003). More recently, IRT has been
used to similarly characterize item difficulty
and discrimination for natural language mod-
els across various datasets (Lalor et al., 2019;
Vania et al., 2021; Rodriguez et al., 2021). In
this work, we explore predictive models for
directly estimating and explaining these traits
for natural language questions in a question-
answering context. We use HotpotQA for il-
lustration. Our experiments show that it is pos-
sible to predict both difficulty and discrimina-
tion parameters for new questions, and these
traits are correlated with features of questions,
answers, and associated contexts. Our findings
can have significant implications for the cre-
ation of new datasets and tests on the one hand
and strategies such as active learning and cur-
riculum learning on the other.

1 Introduction

The use of question answering for testing learning
often relies on characterizing questions on aspects
such as difficulty and discrimination1. For exam-
ple, ordering questions by difficulty can enable
curriculum learning (Bengio et al., 2009). Simi-
larly, discrimination is used in standardized exams
such as the SAT to ensure that questions are varied
enough to discriminate between high-ability and
low-ability respondents. Item Response Theory
(IRT) (Wright and Stone, 1979; Lord, 1980) has
been a widely applied framework to jointly esti-
mate such parameters for questions (or items) and

1By difficulty, we refer to how likely a respondent is to an-
swer a question correctly, whereas by discrimination we refer
to the value of a question in identifying a given level of ability
in respondents. A question like ‘2 + 2 =?’ has low difficulty
but potentially high discrimination, since a respondent who
answers incorrectly is likely to have no arithmetic ability.

the abilities of respondents. While IRT has its in-
ception in psychometrics and has traditionally been
used with human respondents, recently, it has been
explored for analyzing predictions from an ‘artifi-
cial crowd’ of ML models (Prudêncio et al., 2015;
Plumed et al., 2016; Martínez-Plumed et al., 2019;
Lalor et al., 2019; Vania et al., 2021; Rodriguez
et al., 2021).

While it can be helpful to know which ques-
tions are difficult/discriminatory, it can be equally
important to be able to determine a question’s dif-
ficulty/discrimination parameters without having
to use it in a testing environment (as is required to
estimate IRT parameters). Some recent work, such
as Ha et al. (2019), has explored using features
derived from the text of a question to predict the
difficulty in the context of multiple-choice medi-
cal exams. While others (Benedetto et al., 2020)
have used tf-idf features to predict the difficulty
of questions as measured by IRT. We differ from
these works in two ways: Firstly, while Ha et al.
(2019); Benedetto et al. (2020) both predict the dif-
ficulty of items for humans, we are interested in pre-
dicting the difficulty (and discrimination) of items
for QA models. Secondly, we choose a question-
answering dataset, HotpotQA (Yang et al., 2018),
as our testbed. We utilize this dataset to generate a
rich and varied feature set across each item’s ques-
tion, answer, and associated contexts. We can then
employ these features to analyze our difficulty and
discrimination predictions, giving us insights into
both our underlying QA model and factors that can
increase the difficulty/discrimination of a question.

Our analysis shows significant variations among
questions and reveals some surprising patterns. We
show that it is possible to predict both difficulty
and discrimination of natural language questions,
which can have multiple applications in education
and pedagogy. Additionally, we see that different
surface-level features are associated with high dis-
crimination and high difficulty, which can inform
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new evaluation methods and the creation of new
datasets. Further, we identify attributes for predict-
ing difficulty and discrimination that are general
enough to be adapted to various QA datasets.2

2 IRT Analysis of HotpotQA

IRT background: We begin by summarizing the
1PL and 2PL models from IRT, which form the
basis of our later analysis. The 1PL (1 Parameter
Logistic) model describes the probability of respon-
dent i correctly answering the j’th item (question)
in terms of scalar-valued parameters for question
difficulty (dj) and respondent ability (θi). These
parameters are estimated from data yij ∈ {0, 1}
for a set of i, j pairs. Here, yij = 1 indicates a
correct answer. The 1PL model is described by:

p(yij = 1|θi, dj) =
1

1 + e−(θi−dj)

The 2PL model extends the 1PL by adding a scalar-
valued parameter αj , which represents the discrim-
ination of the j’th item. Intuitively, this parameter
denotes how sharply the probability of answering
a question correctly changes as the ability of the
respondent increases. The 2PL model is described
by:

p(yij = 1|θi, dj , αj) =
1

1 + e−αj(θi−dj)

Dataset description: We chose HotpotQA for our
analysis since it is significantly more complex than
other datasets such as SQuAD (Rajpurkar et al.,
2016) due to the questions requiring multi-hop rea-
soning and having more complex language. In
HotpotQA, each question is paired with two para-
graphs considered ‘gold’ contexts and several other
paragraphs considered ‘distractor’ contexts. The
answer to each question is a span in one of the
gold contexts, but correctly answering the question
requires combining information from both ‘gold’
contexts.

2.1 Estimating IRT Parameters
We estimate the IRT parameters for the questions
in HotpotQA’s dev set (7, 405 questions). How-
ever, collecting human responses for each question,
which is necessary to estimate IRT parameters, is
infeasible. Motivated by Lalor et al. (2019), we
create an artificial crowd of QA models in place

2Code, models, and data for all experiments are available
at https://github.com/ByrdOfAFeather/pred_irt

of a crowd of human respondents. For this, we
train 148 instances of DFGN (Qiu et al., 2019)
models on HotpotQA’s train set.3 To ensure diver-
sity, we uniformly sample the number of training
epochs from 1 to 15 and sample the fraction of the
training data used for model training from U(0, 1).
Otherwise, each model was trained with the hyper-
parameters described in Qiu et al. (2019). Next, we
generate an item-response matrix indicating which
questions from the HotpotQA dev set each model
answered correctly (i.e., the model’s answer ex-
actly matched the correct answer). We remove any
questions that received no correct answers or no
incorrect answers. This is done as during the esti-
mation process, these questions tend towards (+/-)
infinity in their difficulty parameters, as well, their
discrimination parameter estimate tends towards
zero (unable to distinguish between high and low
performing models). Our final dataset is a subset
of 4, 000 questions (2, 000 train, 1, 000 dev, and
1, 000 test). Finally, we fit the 1PL and 2PL mod-
els on the foresaid item-response matrix using the
variational IRT training procedure from Natesan
et al. (2016).

2.2 Analysis of Estimated Parameters

Figure 1: 2PL discrimination vs 1PL difficulty for questions.

Figure 1 shows a scatter-plot of estimated dif-
ficulty and discrimination values for individual
questions. We note that some discrimination val-
ues asymptotically approach 0. This occurs when
some questions receive very few or many correct
answers; these questions cannot discriminate high-
performing from low-performing models. We also
note that some questions have negative discrimina-
tion, i.e., as a model’s ability increases, its probabil-
ity of answering the question correctly decreases.
This is primarily a result of some of the highest per-

3We choose DFGN due to its competitive performance on
the HotpotQA leaderboard, the number of models we train is
primarily driven by computational limits.
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Figure 2: All 3000 questions from our train/dev set as UMAP-
reduced BERT embeddings, color-coded by difficulty (darker
is more difficult). We find that clusters produced by KMeans
(K=20) naturally cluster together questions that are similar
in how they are asked or topics that are asked about. We label
some clusters according to these types. We specially mark
C.1, C.2, and C.3. C.1 and C.2 have uniformity in the type
of question being asked, as well as lower variance than other
clusters. C.3 is uniform in topic but can vary in the type of
question.

forming models giving an answer which is either a
subspan of or contains the ground-truth answer of
questions that were otherwise answered correctly
by lower-performing models. Overall, there is a
weak positive correlation between discrimination
and difficulty (ρ=0.04).

To visualize any correlation between the seman-
tic and syntactic information of questions and their
respective difficulty levels, we clustered questions
based on their BERT embeddings using KMeans
(K=20) clustering (2D UMAP reduction shown in
Figure 2). Through manually examining and label-
ing the clusters, we found that many clusters could
be described with a specific style (e.g., yes/no ques-
tions) or general topic. Some clusters, such as C.3,
have a large variety in the phrasing of questions
being asked and the potential answers in both syn-
tactic and semantic features. For example, both Q:
Khushi Ek Roag is broadcast by a company based
out of where? A: Dubai and Q: To Catch a Preda-
tor was devoted to impersonating people below the
age of consent for which in North America varies
by what? A: jurisdiction are in C.3.

Other clusters, such as C.1 and C.2, (yes/no clus-
ters), only vary in topic rather than the type of
question. In particular, for these clusters, the es-
timated difficulty has significantly lower variance
than the other clusters (ρ=0.02, ρ=0.04 respec-
tively), indicating that these yes/no questions tend
to be consistent in their difficulty. The standard
deviation values for C.1 and C.2 are 1.08 and 1.19
respectively, the average standard deviation value

is 2.27. We further explore how these factors affect
predicting the difficulty values in section 4.

3 Predicting IRT Parameters

We next discuss predictive models for discrimina-
tion and difficulty using features from the question,
answer, and associated context. First, we describe
our feature set, then provide an ablation study, a
feature importance study, and finally qualitatively
analyze the predictions of our best model.

3.1 Feature Design

We experiment with two categories of fea-
tures: human-centric and machine-centric features.
For human-centric features, we considered (1)
counting-based Lexical & Syntactic features ex-
tracted for both questions and answers like Con-
tentWords, Type-token ratio, Avg. Word Length,
Complex Words (> 3 syllables); (2) Semantic-
Ambiguity features measuring a question’s or an-
swer’s ambiguity (Ha et al., 2019); and (3) Read-
ability features based on measures like Fleisch
Kincaid index. More feature details can be found
in Appendix C. For machine-centric features, we
considered (1) Contextual Embeddings for ques-
tions and answers from BERT (Devlin et al., 2019);
(2) n-gram Overlap Counts between the question
and answer, and between question/answer and the
gold/distractor paragraphs; and (3) POS Counts
from the Stanford Tagset (Toutanova et al., 2003)
for the question and answer.

3.2 Quantitative Analysis and Ablation

Table 1 and Table 2 show the regression perfor-
mance of our models for predicting the IRT diffi-
culty/discrimination parameters of the questions in
our dev/test sets using the feature sets described
before. The reported results are averaged over a 10-
fold cross-validation. We note that the best models
for both difficulty and discrimination show signif-
icant (ρ < 0.10) predictive performance (R2 of
0.17 and 0.13) against our baseline (Mean).

The best performance is achieved in both tasks
by considering all features. In both cases, there is
a significant difference (ρ < 0.1) in performance
between using any single set and using all features,
except the best-performing BERT feature set. We
also note that features derived from the answer
are typically better at capturing difficulty, while
features derived from the question better predict
the discrimination parameters. However, the per-
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Features Dev
MSE

Dev
R2

Test
MSE

Test
R2

All 5.14 0.11 4.72 0.17
All (Q) 5.43 0.07 5.10 0.10
All (A) 5.41 0.08 5.05 0.11
BERT (Q) 5.41 0.07 4.99 0.12
BERT (A) 5.25 0.10 5.05 0.11
H.C. (Q) 5.62 0.01 5.38 0.05
H.C. (A) 5.45 0.06 5.20 0.08
Lex. & Syn. (Q) 5.62 0.01 5.37 0.05
Lex. & Syn. (A) 5.47 0.03 5.36 0.06
Read. (Q) 5.80 0.00 5.71 0.00
Read. (A) 5.63 0.02 5.48 0.03
Sem. Ambiguity (Q) 5.76 0.01 5.55 0.02
Sem. Ambiguity (A) 5.81 0.01 5.68 0.00
P.O.S. (Q) 5.37 0.05 5.23 0.08
P.O.S. (A) 5.60 0.01 5.28 0.07
A/Q/C Overlap 5.39 0.05 4.92 0.13
Mean 5.82 0.00 5.69 0.00

Table 1: Results for predicting the 1PL difficulty parameters.
BERT (Q) and BERT (A) use the BERT embeddings for the
question/answer respectively. H.C. (Q)/(A) are the human-
centric features for the question/answer respectively. A/Q/C
Overlap is using only the overlap counts between question,
answer, and contexts.

formance of All (Q) and All (A) for both the dis-
crimination and difficulty is weaker than using all
features. Since the difference is not statistically sig-
nificant, it is unclear how much predictive power is
added when considering both answer and question
features in these predictions.

The features that focus on human difficulty are
among the less effective feature sets, indicating that
the human difficulty features of a question do not
fully capture difficulty for QA models. We provide
details of models and their training and the exper-
iment setup in Appendix A; as well, significance
tests can be found in Appendix D.

3.3 Feature Importance Study

We estimated feature importance by permuting
each feature individually and measuring the change
in MSE on the dev set. We list features that caused
a change in MSE of at least .01 in tables 3 and 4.

We point out that for predicting the discrimina-
tion, the number of cardinal digits in the answer
was the most important indicator of high discrimi-
nation. The positive correlation between the num-
ber of digits in the answer and the discrimination
of a question is expected. Qiu et al. (2019) showed
that the DFGN model has a significant weakness
in numeric operations. This gives questions with
numeric answers a high discrimination value as
DFGN models are naturally inhibited in this regard,
and thus only a few models with the most training

Features Dev
MSE

Dev
R2

Test
MSE

Test
R2

All 9.08 0.13 9.14 0.13
All (Q) 9.32 0.10 9.50 0.09
All (A) 9.59 0.08 9.98 0.04
BERT (Q) 9.02 0.11 9.27 0.11
BERT (A) 9.52 0.08 9.64 0.08
H.C (Q) 9.76 0.04 9.86 0.06
H.C (A) 10.09 0.03 10.31 0.02
Lex. & Syn. (Q) 9.75 0.04 9.86 0.06
Lex. & Syn. (A) 10.13 0.01 10.21 0.03
Read. (Q) 10.08 0.01 10.17 0.03
Read. (A) 10.13 0.02 10.31 0.01
Sem. Ambiguity (Q) 10.05 0.02 10.16 0.03
Sem. Ambiguity (A) 10.21 0.00 10.47 0.00
P.O.S. (Q) 9.96 0.04 10.10 0.03
P.O.S. (A) 9.78 0.03 9.82 0.06
A/Q/C Overlap 9.56 0.06 9.63 0.08
Mean 10.21 0.00 10.53 0.00

Table 2: Results for predicting the 2PL discrimination param-
eters. The setup is the same as in table 1. BERT (Q) has
the highest performance. However, the difference in perfor-
mance when using BERT (Q) compared to using All is not
statistically significant. See Appendix D for significance tests.

Feature Change
in MSE

Interval Corr.

# Commas A. 0.06 ± 0.02 0.10
# Complex Words A. 0.05 ± 0.01 -0.04
# NNP A. 0.05 ± 0.02 -0.16
# SNP A/G.C. 0.02 ± 0.01 0.04
# Commas Q. 0.01 ± 0.01 -0.11

Table 3: Feature importances for difficulty parameters (all fea-
tures considered). A. refers to a feature capturing information
from the answer, Q. refers to a feature capturing informa-
tion from the question. A/G.C. refers to a feature measuring
overlap between the answer and gold contexts.

Feature Change
in MSE

Interval Corr.

# CD A. 0.25 ± 0.03 0.17
# Commas Q. 0.08 ± 0.02 -0.11
Avg. Sense/Adverb A. 0.01 ± 0.02 -0.03

Table 4: Feature importances for discrimination parameters
(all features considered)

data will be capable of answering these questions.
We find a similar positive Pearson score (ρ = 0.14)
between the difficulty and the number of cardinal
digits in the answer. While this weakness of the
DFGN model cannot be applied to an arbitrary QA
model, the methodology used to determine this
weakness can be applied arbitrarily, which can give
solid grounding to claims about model weaknesses.

4 Qualitative Analysis

We qualitatively analyze the difficulty predic-
tions to understand the predictions of our best-
performing model. Similar to Figure 2, Figure 3

122



shows a UMAP scatterplot4 for questions on our
test split of the estimated IRT parameters. In this
case, instead of color-coding by difficulty as in
Figure 2, we instead color-code by the absolute
error between our predictions and the measured dif-
ficulty of each question. We again apply KMeans
(k = 10) to our data with a smaller number of
clusters due to the smaller size of the test set. We
highlight CT.1, like C.1 and C.2 of Figure 2, this
cluster consists primarily of yes/no questions. The
difficulty in CT.1 has significantly smaller vari-
ance in the estimated difficulties than the rest of
the clusters (ρ = 0.02). As well, the prediction
error for CT.1 has significantly smaller variance
(ρ=0.04) and had the smallest average prediction
error compared to the other clusters (0.68). This
indicates that the model is able to recognize when
question groupings, such as yes/no questions, have
consistent difficulties (as discussed in 2.1) and has
consistently lower error when predicting difficulty
for these questions. However, the prediction error
tends to vary more when the surface-level ques-
tion types are not sufficient to characterize their
difficulty.

We explore this further through a small counter-
factual experiment. We are interested in taking an
item with high prediction error and slightly tweak-
ing it to understand how the model’s predictions
can change with changes in the question and an-
swer. We selected an item with >2 absolute error
to perform this experiment. The question we use
in this study is: Which university is this American
philosopher, theologian, and Christian apologist
who supports theistic science, professor at? with
an answer of Biola University. The predicted dif-
ficulty was −0.51. We found that simple changes
to the question, such as using synonyms and re-
moving unnecessary information, can increase the
predicted difficulty up to−0.21. However, by mod-
ifying the answer (and by necessity the question)
to be either a date or yes, we achieve a higher diffi-
culty prediction (0.53 and 1.02, respectively). This
further indicates the model’s bias towards yes/no
questions being of a higher difficulty regardless of
the style or topic of question being asked. Some
of our changes and their corresponding predictions
are listed in Appendix E.

4Similar plots for the discrimination parameters are in-
cluded in Appendix G

Figure 3: UMAP scatterplot of questions color coded by pre-
diction error for difficulty. (Test set)

5 Conclusion

In this paper, we explored QA datasets through the
lens of Item Response Theory. We have demon-
strated a way to build regression models that can
describe the difficulty and discrimination of a ques-
tion. We note that our work is limited in two im-
portant ways: firstly, we only use the DFGN model
in our artificial crowd, which may have introduced
a bias in which some factors that make questions
difficult/discriminatory are only applicable to this
model. Secondly, we only explore the HotPotQA
dataset, which may further limit our analysis to
only be applicable to HotPotQA or similar datasets.
Future work could incorporate multiple models and
datasets to explore a more easily generalizable dif-
ficulty/discrimination prediction pipeline. We also
note that our analysis here focused on QA. How-
ever, there are many NLP tasks in which the diffi-
culty or discrimination of an item may be important.
Our work here could naturally extend to these do-
mains. Finally, automatically predicting these traits
without relying on user responses can engender a
host of creative educational applications. Future
work can also leverage such predictive models to
explore more efficient strategies for learning and
evaluation.
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A Models & Training

For the 1PL and 2PL prediction, we considered
linear models with L1 & L2 regularization, random
forests, gradient boosted regressors, and bayesian
ridge models. All hyperparameters were kept con-
stant as the default in the sklearn package (Pe-
dregosa et al., 2011). We performed 10-fold cross-
validation using PyCaret (Ali, 2020). All models
were trained on a consumer grade processor.

B Feature Definitions

• Human-Centric Features
– Lexical & Syntactic features: These

consist primarily of counting features:
ContentWords, Type-token ratio, Avg.
Word Length, Complex Words (> 3 syl-
lables). These are calculated for both the
answer and question. A full list of these
features can be found in Appendix F

– Semantic-Ambiguity features: We use
WordNet (Miller, 1995) to calculate the
ambiguity of sentences, similar to Ha
et al. (2019). These are calculated for
both answer and question.

– Readability features: We use previous
work (Kincaid et al., 1975; Gunning,
1952; Laughlin, 1969) to model the read-
ability of a question/answer (e.g. Fleisch
Kincaid index). These are further ex-
panded on in Appendix C.

• Machine-Centric Features
– Contextual Embeddings: We use the

BERT-base model (Devlin et al., 2019)
to obtain sentence embeddings for ques-
tions and answers.

– Overlap Counts: We count overlaps
between the question and answer of n-
grams up to n = 3. We also com-
pute overlap counts between the ques-
tion/answer and the gold and distractor
paragraphs.

– Part of Speech Counts: We count POS
tags for tags from the Stanford NLP
tagset (Toutanova et al., 2003) for both
the question and answer.

C Reading Difficulty Features

We list the reading difficulty features we used in our
experiments and an overview of their calculations.
Each calculation has its own coefficients that can
be found in their respective citations.

• Flesch Reading Ease - linear combination of
words/sentence and syllables/word (Flesch)

• Flesch Kincaid Grade Level - linear combi-
nation of word/sentence and syllables/word
(Kincaid et al., 1975)

• Automated Readability Index (ARI) - lin-
ear combination of characters/word and
words/sentence (Smith and Senter, 1967)

• Gunning Fog index - linear combination of
words/sentence and complex words/words.
Complex words are words with 3 syllabus
(Gunning, 1952)

• Coleman-Liau - linear combination of
letters/100 words and sentences/100
words.(Entin and Klare, 1978)

• SMOG index - calculates the grade level
by considering the number of complex
words/sentence (Laughlin, 1969)

D Significance Tests

We provide significance tests for the difficulty and
discrimination predictions in tables 5 and 6. We see
that the BERT features and using all features are
able to beat the baseline with statistical significance
(ρ≤ .1). Note that we compare using MSE rather
than R2 as the baseline always has an R2 score of
0. We also provide in table 7 the significance tests
for using all features against BERT features. We
find that the best performing BERT feature set does
not have a statistically significant improvement in
performance when compared to the all feature set.
In this case, we use R2 as the performance metric.

Features p
All 0.034
BERT (Q) 0.211
BERT (A) 0.078
H.C. (Q) 0.551
H.C. (A) 0.261
A/Q Con. 0.674
P.O.S. (Q) 0.501
P.O.S. (A) 0.523

Table 5: 1PL difficulty predictions. P-values for feature set
performance (MSE) tested against the baseline.

E Counterfactual Results

• – Question (original): Which university is
this American philosopher, theologian,
and Christian apologist, who supports
theistic science, professor at?’

126



Features p
All 0.007
BERT (Q) 0.013
BERT (A) 0.098
H.C. (Q) 0.165
H.C. (A) 0.726
A/Q Con. 0.831
P.O.S. (Q) 0.656
P.O.S. (A) 0.174

Table 6: 2PL discrimination predictions. P-values for feature
set performance (MSE) tested against the baseline.

Features p
BERT (Q) (Diff.) 0.042
BERT (Q) (Discrim.) 0.769
BERT (A) (Diff.) 0.278
BERT (A) (Discrim.) 0.089

Table 7: 1PL and 2PL Difficulty and Discrimination predic-
tions. P-values for BERT performance (R2) tested against all
features performance.

– Answer: "Biola University"
– Pred. Diff: −0.51

• – Question : Which school is this philoso-
pher and theologian who supports sci-
ence, professor at?

– Answer: "Biola University"
– Pred. Diff: −0.21

• – Question : What was the birth date of a
professor at Biola University who is an
American philosopher, theologian, and
Christian apologist, who supports theis-
tic science?

– Answer: March 9, 1948
– Pred. Diff: 0.53

• – Question : Does Biola University have
a professor who is an American philoso-
pher, theologian, and Christian apologist,
who supports theistic science?

– Answer: yes
– Pred. Diff: 1.02

F Lexical Features

We list our full list of lexical features, these features
are a subset of the lexical features used in Ha et al.
(2019).

• Word Count

• Content Word Count

• Content Word Incidence

• Content Word Count No Stopwords

• Noun Count

• Noun Incidence

• Verb Count

• Verb Incidence

• Adjective Count

• Adjective Incidence

• Adverb Count

• Adverb Incidence

• Number Count

• Number Incidence

• Type Count

• Type Token Ratio

• Comma Count

• Comma Incidence

• Average Word Length In Syllables

• Complex Word Count

• Complex Word Incidence,

• Average Sentence Length

• Negation Count

• Negation Incidence

• Negation In Stem

• NP Count

• NP Incidence

• Average NP Length

• NP Count With Embedding

• NP Incidence With Embedding

• Average All NP Length,

• PP Count

• PP Incidence

• PPs Per Sentence Ratio

• VP Count
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• VP Incidence

• Passive Active Ratio

• Proportion Active VPs

• Proportion Passive VPs

• Agentless Passive Count

• Relative Clauses Count

• Relative Clauses Incidence

• Proportion Relative Clauses

• Polysemic Word Count

• Polysemic Word Incidence

• Average Sense No Content Words

• Average Sense No Nouns

• Average Sense No Verbs

• Average Sense No Non Auxiliary Verbs

• Average Sense No Adjectives

• Average Sense No Adverbs

• Average Noun Distance To WNRoot

• Average Verb Distance To WNRoot,

• Average Noun And Verb Distance To WN-
Root

• Answer Words In Word Net Ratio

• Average Word Frequency Abs

• Average Word Frequency Rel

• Average Word Frequency Rank

• Average Content Frequency Abs

• Average Content Frequency Rel

• Average Content Frequency Rank

• Not In First 2000 Count

• Not In First 2000 Incidence

• Not In First 3000 Count

• Not In First 3000 Incidence

• Not In First 4000 Count

• Not In First 4000 Incidence

• Not In First 5000 Count

• Not In First 5000 Incidence

• Imagability

• Imagability Found Only

• Imagability Ratio

• Familiarity

• Familiarity Found Only

• Familiarity Ratio

• Concreteness

• Concreteness Found Only

• Concreteness Ratio

• Age Of Acquisition

• Age Of Acquisition Found Only

• Age Of Acquisition Ratio

• Meaningfulness Colorado Found Only

• Meaningfulness Pavio Found Only

• No Imagability Rating

• No Familiarity Rating

• No Concreteness Rating

• No Age of Acquisition Rating

• Connectives Count

• Connectives Incidence

• Additive Connectives Count

• Additive Connectives Incidence

• Temporal Connectives Count

• Temporal Connectives Incidence

• Causal Connectives Count

• Causal Connectives Incidence

• Referential Pronoun Count,

• Referential Pronoun Incidence
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G Discrimination UMAP plots

In the following section, we provide the UMAP
reduction plots for the discrimination parameters
(darker being more discriminatory), as well as the
prediction error UMAP plot for our best model
(darker meaning higher error).

Figure 4: Answer BERT UMAP Reduction VS Discrimination
values, train/dev set

Figure 5: Answer BERT UMAP Reduction VS Discrimination
values, test set

Figure 6: Question BERT UMAP Reduction VS Discrimina-
tion values, train/dev set

Figure 7: Question BERT UMAP Reduction VS Discrimina-
tion values, test set

Figure 8: Question BERT UMAP Reduction VS Predicted
Discrimination values, test set
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Figure 9: Question BERT UMAP Reduction VS Discrimina-
tion prediction error, test set
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Abstract
Several pre-training objectives, such as masked
language modeling (MLM), have been pro-
posed to pre-train language models (e.g. BERT)
with the aim of learning better language repre-
sentations. However, to the best of our knowl-
edge, no previous work so far has investi-
gated how different pre-training objectives af-
fect what BERT learns about linguistics prop-
erties. We hypothesize that linguistically mo-
tivated objectives such as MLM should help
BERT to acquire better linguistic knowledge
compared to other non-linguistically motivated
objectives that are not intuitive or hard for hu-
mans to guess the association between the input
and the label to be predicted. To this end, we
pre-train BERT with two linguistically moti-
vated objectives and three non-linguistically
motivated ones. We then probe for linguistic
characteristics encoded in the representation
of the resulting models. We find strong evi-
dence that there are only small differences in
probing performance between the representa-
tions learned by the two different types of ob-
jectives. These surprising results question the
dominant narrative of linguistically informed
pre-training.1

1 Introduction

The most popular way to pre-train a transformer-
based (Vaswani et al., 2017) language model (LM),
e.g. BERT (Devlin et al., 2019), is by optimizing a
masked language modeling (MLM) objective. The
MLM task was inspired by the Cloze Task (Taylor,
1953), where humans were asked to guess omitted
words in a sentence using its context, knowledge
of syntax and other skills. The premise is that such
an objective will guide a LM to encode linguistic
information.

Apart from MLM, different types of objectives
have been recently proposed. Yang et al. (2019)

1Code and models are available here: https://gith
ub.com/aajrami/acl2022-pre-training-obje
ctives-probing

introduced a pre-training objective based on token
order permutations. Clark et al. (2020) proposed
a Replaced Token Detection pre-training task, that
uses the output of a small MLM to corrupt the in-
put by replacing some of the tokens. It then trains
a discriminative model to predict if a token has
been replaced or not. Aroca-Ouellette and Rudzicz
(2020) explored various sentence and token-level
auxiliary pre-training tasks (e.g. sentence ordering,
term-frequency prediction), as better alternatives to
the next sentence prediction (NSP) auxiliary task
originally used to train BERT. Lan et al. (2020)
introduced the sentence-order prediction task that
focuses on the inter-sentence coherence, by predict-
ing if two contiguous sentences have been swapped
or not. Iter et al. (2020) proposed another inter-
sentence pre-training task, that helps LMs to en-
code discourse relationships between sentences us-
ing contrastive learning. Yamaguchi et al. (2021)
showed that a non-linguistically intuitive task (i.e.
masked first character prediction) can effectively
be used for pre-training.

Meanwhile, several studies have explored how
well and to what extent LMs learn linguistic in-
formation. This is usually examined using prob-
ing tasks, i.e. simple classification tasks that test
the LM’s encodings for a single linguistic fea-
ture such as grammatical information. It has been
found through probing that BERT encodes syn-
tactic (Tenney et al., 2019; Liu et al., 2019; Mi-
aschi and Dell’Orletta, 2020; Hewitt and Manning,
2019; Jawahar et al., 2019) and semantic informa-
tion (Ettinger, 2020; Jawahar et al., 2019; Tenney
et al., 2019). However, Hall Maudslay and Cot-
terell (2021) argue that BERT’s syntactic abilities
may have been overestimated.

In this paper, we hypothesize that linguistically
motivated objectives (e.g. MLM) should help
BERT to acquire better linguistic knowledge com-
pared to using non-linguistically motivated objec-
tives, i.e. tasks that are hard for humans to guess
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the association between the input and the label to
be predicted. To this end, we seek to answer the
following research question: How does the pre-
training objective affect what LMs learn about the
English language?

Our findings challenge the MLM status quo,
showing that pre-training with non-linguistically
informative objectives (§2) results in models with
comparable linguistic capabilities, as measured by
standard probing benchmarks (§3). These surpris-
ing results (§4) suggest that careful analysis of how
LMs learn is critical to further improve language
modeling (§5).

2 Pre-training Objectives

We experiment with five different pre-training ob-
jectives. Two of them are considered linguistically
motivated while the rest are not.

2.1 Linguistically Motivated Objectives

Masked Language Modeling (MLM): We use
MLM as our first linguistically motivated pre-
training objective. First introduced by Devlin et al.
(2019), MLM randomly chooses 15% of the tokens
from the input sentence and replaces 80% of them
with a [MASK] token, 10% with a random token,
and 10% remain unchanged.

Manipulated Word Detection (S+R): We also
experiment with a simpler linguistically motivated
objective, where the model selects and replaces
10% of input tokens with shuffled tokens from
the same input sequence. Concurrently, it selects
and replaces another 10% of input tokens with ran-
dom tokens from the vocabulary (Yamaguchi et al.,
2021).

2.2 Non-Linguistically Motivated Objectives

We assume that tasks that are hard for humans (such
as a completely random prediction task) will make
less likely the deeper layers of BERT (i.e. closer to
the output layer) to acquire meaningful information
about language. We also hypothesize that layers
closer to the input might learn word co-occurrence
information (Sinha et al., 2021).

Masked First Character Prediction (First Char):
For our first non-linguistically motivated pre-
training objective, we use the masked first char-
acter prediction introduced by Yamaguchi et al.
(2021). In this task, the model predicts only the
first character of the masked token (e.g. ‘[c]at’ and

‘[c]omputer’ belong to the same class). The model
predicts the first character as one of 29 classes, in-
cluding the English alphabet and digit, punctuation
mark, and other character indicators.

Masked ASCII Codes Summation Predic-
tion (ASCII): We also propose a new non-
linguistically motivated pre-training objective,
where the model has to predict the summation of
the ASCII code values of the characters in a masked
token. To make this harder and keep the number of
classes relatively small, we define a 5-way classi-
fication task by taking the modulo 5 of the ASCII
summation: V = [

∑
i ascii(chari)]%5. Guess-

ing the association between the input and such la-
bel, is an almost impossible task for a human.

Masked Random Token Classification (Ran-
dom): Finally, we propose a completely random
objective where we mask 15% of the input tokens
and we assign each masked token a class from 0 to
4 randomly for a 5-way classification similar to the
ASCII task. We assume that a model pre-trained
with a random objective should not be able to learn
anything meaningful about linguistic information.

3 Probing Tasks

Probing tasks (Adi et al., 2016; Conneau et al.,
2018; Hupkes et al., 2018) are used to explore in
what extent linguistic properties are captured by
LMs. A model is normally trained, using the repre-
sentations of a language model, to predict a specific
linguistic property. If it achieves high accuracy, it
implies that the LM encodes that linguistic prop-
erty. In this work, we use nine standard probing
tasks introduced by Conneau et al. (2018) to ex-
amine the representation output for each layer of
the different LMs we pre-train following Shen et al.
(2020). These tasks probe for surface, syntactic
and semantic information. The dataset for each
probing task contains 100k sentences for training,
10k sentences for validation and another 10k sen-
tences for testing.2 We train a multi-layer percep-
tron (MLP) classifier for each probing task using
the recommended hyperparameters in the SentEval
toolkit (Conneau and Kiela, 2018).

Surface information task: SentLen aims for
correctly predicting the number of words in a sen-
tence.

2The datasets are all publicly available by Conneau and
Kiela (2018).
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Model MNLI QNLI QQP RTE SST MRPC CoLA STS GLUE Avg.

BASE - 40 Epochs Pre-training (Upper Bound)

MLM + NSP 83.8 90.8 87.8 69.9 91.9 85.0 58.9 89.3 82.1 (0.4)

BASE - 500k Steps Pre-training

MLM 81.4 89.0 86.5 65.1 90.6 86.0 52.8 87.2 79.8 ± 0.3
S+R 79.2 88.1 86.0 67.7 88.5 85.9 55.8 87.2 79.8 ± 0.3
First Char 78.8 87.2 85.4 60.0 89.1 83.5 44.5 85.1 76.7 ± 0.4
ASCII 76.8 85.3 84.3 60.8 87.9 82.2 42.0 82.4 75.2 ± 0.3
Random 67.5 63.3 74.9 53.5 81.7 71.8 15.1 23.3 56.4 ± 0.4

MEDIUM - 250k Steps Pre-training

MLM 78.3 85.6 85.2 62.2 90.0 82.0 44.3 84.0 76.4 ± 0.4
S+R 76.2 85.5 84.8 62.5 86.5 79.8 46.1 84.4 75.7 ± 0.1
First Char 77.7 85.7 85.4 58.8 88.7 82.6 37.4 83.5 75.0 ± 0.3
ASCII 75.1 84.4 83.8 56.6 87.1 80.5 34.8 81.2 72.9 ± 0.4
Random 72.9 81.4 83.1 54.7 84.0 73.7 27.3 76.9 69.3 ± 0.5

SMALL - 250k Steps Pre-training

MLM 75.8 84.6 84.4 59.7 89.0 81.7 38.7 83.6 74.7 ± 0.4
S+R 75.1 84.2 84.4 55.8 85.6 76.0 36.6 82.5 72.5 ± 0.2
First Char 74.5 83.3 84.5 56.3 87.3 78.4 35.4 81.4 72.6 ± 0.4
ASCII 72.9 82.3 83.1 55.7 87.0 72.2 32.8 77.1 70.4 ± 0.2
Random 70.7 81.0 82.4 54.4 84.2 72.5 23.4 76.2 68.1 ± 0.6

Table 1: Results on GLUE dev sets with standard deviations over five runs. Bold values denote the best performance
across each GLUE task and GLUE Avg. for each model setting.

Syntactic information tasks: TreeDepth tests
if the representations preserve information about
the hierarchical structure of a sentence, by predict-
ing the depth of its parse tree. TopConst predicts
the top constituents of the parse tree of a sentence.
BShift tests if two adjacent words have been in-
verted or not.

Semantic information tasks: Tense aims to pre-
dict if the main-clause verb is present or past. Sub-
jNum predicts if the subject of the main clause
is singular or plural. ObjNum tests if the direct
object of the main clause is singular or plural. Se-
mantic Odd Man Out (SOMO) tests if a noun or
verb has been replaced with another noun or verb.
CoordInv predicts if a sentence made of two coor-
dinate clauses has been inverted or not.

4 Experiments & Results

4.1 Experimental Setup

Models We pre-train BERT-BASE (Devlin et al.,
2019) models by replacing MLM and the next sen-
tence prediction (NSP) objectives, with one of the
linguistically or non-linguistically motivated pre-
training objectives (§2). For completeness, we also
pre-train two smaller model architectures, MEDIUM

and SMALL from (Turc et al., 2019) as in Yam-
aguchi et al. (2021). The MEDIUM model has

eight hidden layers and eight attention heads. The
SMALL model has four hidden layers and eight at-
tention heads. Both, MEDIUM and SMALL, models
have feed-forward layers of size 2048 and hidden
layers of size 512. More details on hyperprameters
can be found in Appendix A.

Pre-training Data All models are pre-trained on
the BookCorpus (Zhu et al., 2015) and English
Wikipedia from Hugging Face.3 The text is tok-
enized using Byte-Pair-Encoding (Sennrich et al.,
2016), resulting to a total of 2.7 billion tokens.

Pre-training Details Due to limited computa-
tional resources, each BASE model is pre-trained
for 500k steps, while each MEDIUM and SMALL

model is pre-trained for 250k steps using 8
NVIDIA Tesla V100 (SXM2 - 32GB). We use a
batch size of 32 for BASE, and 64 for MEDIUM

and SMALL. We optimize the models using Adam
(Kingma and Ba, 2014).

Fine-tuning Details We use the General Lan-
guage Understanding Evaluation (GLUE) bench-
mark (Wang et al., 2018) to fine-tune each model
for up to 20 epochs with early stopping. For each
fine-tuning task, we use five different seeds and

3https://github.com/huggingface/datas
ets
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Model SentLen TreeDepth TopConst BShift Tense SubjNum ObjNum SOMO CoordInv
(Surface) (Syntactic) (Syntactic) (Syntactic) (Semantic) (Semantic) (Semantic) (Semantic) (Semantic)

BASE - Jawahar et al. (2019)

MLM+NSP 96.2 41.3 84.1 87.0 90.0 88.1 82.2 65.2 78.7
MLM+NSP (untrained) 92.5 29.8 55.2 50.1 63.8 67.4 63.7 50.6 50.3

BASE - 500k Steps Pre-training

MLM 96.0 ± 0.2 41.5 ± 0.6 76.9 ± 0.2 86.5 ± 0.1 88.5 ± 0.7 87.4 ± 1.2 83.8 ± 0.2 61.7 ± 0.5 65.5 ± 0.3
S+R 92.9 ± 0.4 45.2 ± 0.6 83.6 ± 0.2 91.3 ± 0.7 87.8 ± 0.4 88.7 ± 0.2 84.5 ± 0.2 59.6 ± 0.4 69.2 ± 0.3
First Char 93.7 ± 2.4 43.4 ± 1.2 81.1 ± 0.3 85.0 ± 0.4 86.0 ± 0.3 88.9 ± 0.1 86.4 ± 0.1 56.5 ± 0.4 66.5 ± 0.8
ASCII 92.9 ± 0.4 43.3 ± 0.7 81.4 ± 0.4 82.7 ± 0.3 88.7 ± 0.3 89.1 ± 0.3 84.7 ± 0.5 54.0 ± 0.3 68.5 ± 0.8
Random 95.0 ± 0.6 39.6 ± 0.6 71.4 ± 1.0 68.9 ± 0.4 72.1 ± 0.5 74.3 ± 0.2 70.3 ± 0.1 50.4 ± 0.3 63.3 ± 0.3

Table 2: Mean accuracy with standard deviation over three runs for the best performing layer on the probing tasks
using BASE models. Bold values denote the best performance across each probing task.

report the average. We report matched accuracy for
MNLI task, Matthews correlation for CoLA task,
Spearman correlation for STS-B task, accuracy for
MRPC task, F1 scores for QQP task, and accu-
racy for all other tasks. The WNLI task is omitted
following Aroca-Ouellette and Rudzicz (2020).

BERT Representations In all of the probing
tasks, we use the BERT representations of the
[CLS] token at every layer as the input to the prob-
ing classifier.

4.2 Fine-tuning Results

Table 1 shows the results of fine-tuning the mod-
els with all pre-training objectives on GLUE to
measure their performance in downstream tasks.
For the BASE model configuration, we observe
that linguistically motivated objectives (e.g. MLM,
S+R) achieve the best performance in downstream
tasks. However, models pre-trained with non-
linguistically motivated objectives (e.g. First Char,
ASCII) still achieve competitive results. As ex-
pected, the model pre-trained using the Random
objective obtains the lowest performance with 56.4
GLUE average score. However, its performance
is still reasonable in many downstream tasks, sug-
gesting that the model is able to learn some co-
occurrence information from the input (Sinha et al.,
2021; Yamaguchi et al., 2021). Similar behavior
can be observed for the other two model configura-
tions, MEDIUM and SMALL.

4.3 Probing Results

Table 2 presents the results of the best performing
layer on the nine probing tasks using the representa-
tions from the BERT-BASE models as inputs to the
MLP classifier. Similar to the fine-tuning results,
we first observe that the predictive performance of

models trained on representations learned using lin-
guistically motivated objectives (e.g. MLM, S+R)
achieve the best performance in six out of the nine
probing tasks. However, models trained on the rep-
resentations learned using non-linguistically moti-
vated objectives (e.g. First Char, ASCII) achieve
very competitive results.. For example, in the Top-
Const probing task, the model pre-trained using
MLM pre-training objective achieves the best per-
formance of 83.6%, while the the model pre-trained
using ASCII pre-training objective achieves 81.4%.

Similar patterns can be observed from the prob-
ing results of the other two model configurations,
MEDIUM and SMALL (see Tables 3 and 4 respec-
tively). For instance, in the SentLen probing task in
table 3, the difference between the best performing
MEDIUM model (S+R) and the worst performing
MEDIUM model (ASCII) is only 3.6%. In the Ob-
jNum probing task in table 4, the SMALL model
pre-trained using a non-linguistically motivated pre-
training objective (ASCII) achieves 84.4%, while
the SMALL models pre-trained using linguistically
motivated pre-training objectives, MLM and S+R,
achieve 83.5% and 83.3% respectively.

The full results of the probing tasks including all
layers can be found in appendix B.

5 Discussion

Theoretically, LMs with non-linguistically moti-
vated objectives would be expected to perform dras-
tically worse than LMs pre-trained using MLM
in both downstream tasks and linguistic capabil-
ities. However, our results show that both types
of LMs have surprisingly close performance (af-
ter fine-tuning on downstream tasks) and linguistic
capabilities (after probing them) using the same
training data, architecture and training scheme. We
speculate that the pre-training data, and the size of
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Model SentLen TreeDepth TopConst BShift Tense SubjNum ObjNum SOMO CoordInv
(Surface) (Syntactic) (Syntactic) (Syntactic) (Semantic) (Semantic) (Semantic) (Semantic) (Semantic)

MEDIUM - 250k Steps Pre-training

MLM 92.3 ± 0.2 41.1 ± 0.1 76.9 ± 0.5 80.8 ± 0.1 85.9 ± 0.1 86.7 ± 0.1 83.7 ± 0.5 56.1 ± 0.6 63.5 ± 0.7
S+R 94.0 ± 0.5 42.6 ± 0.2 83.0 ± 0.5 84.6 ± 0.3 85.7 ± 0.2 87.9 ± 0.4 81.9 ± 0.5 55.8 ± 0.3 66.5 ± 1.2
First Char 93.3 ± 0.3 40.4 ± 0.5 76.8 ± 0.3 80.3 ± 0.4 85.8 ± 0.5 86.3 ± 1.3 83.1 ± 0.1 53.8 ± 0.6 61.8 ± 0.3
ASCII 90.4 ± 0.5 40.5 ± 0.6 79.6 ± 0.2 80.0 ± 0.8 87.8 ± 0.5 85.3 ± 0.3 83.9 ± 0.1 52.7 ± 0.4 64.7 ± 0.1
Random 92.9 ± 0.2 42.4 ± 0.8 71.5 ± 0.9 74.2 ± 0.0 86.1 ± 0.1 84.3 ± 0.3 85.7 ± 0.3 51.3 ± 0.7 61.5 ± 0.4

Table 3: Mean accuracy with standard deviation over three runs for the best performing layer on the probing tasks
using MEDIUM models. Bold values denote the best performance across each probing task.

Model SentLen TreeDepth TopConst BShift Tense SubjNum ObjNum SOMO CoordInv
(Surface) (Syntactic) (Syntactic) (Syntactic) (Semantic) (Semantic) (Semantic) (Semantic) (Semantic)

SMALL - 250k Steps Pre-training

MLM 93.7 ± 0.4 41.6 ± 0.2 73.1 ± 0.2 78.3 ± 0.1 86.4 ± 0.7 83.5 ± 0.2 83.5 ± 0.1 55.9 ± 0.6 64.0 ± 0.3
S+R 94.7 ± 0.8 43.3 ± 1.0 76.8 ± 0.6 82.1 ± 0.1 86.5 ± 0.2 85.6 ± 0.3 83.3 ± 0.5 54.9 ± 0.4 63.9 ± 0.1
First Char 90.7 ± 0.4 42.3 ± 0.4 77.5 ± 0.1 76.2 ± 0.2 86.0 ± 0.1 84.7 ± 0.5 82.9 ± 0.7 52.4 ± 0.3 64.0 ± 0.6
ASCII 89.9 ± 0.3 41.3 ± 0.4 74.6 ± 0.4 74.6 ± 0.1 85.7 ± 0.4 84.0 ± 0.3 84.4 ± 0.2 52.3 ± 0.4 62.5 ± 0.1
Random 94.1 ± 1.0 42.6 ± 0.5 75.8 ± 0.4 71.0 ± 0.4 85.5 ± 0.5 83.8 ± 0.3 81.6 ± 0.3 50.7 ± 0.4 61.7 ± 0.5

Table 4: Mean accuracy with standard deviation over three runs for the best performing layer on the probing tasks
using SMALL models. Bold values denote the best performance across each probing task.

the models have more impact on the effectiveness
of LMs than the pre-training objectives. Further-
more, the comparable performance of different ob-
jectives in probing suggests that LMs mainly learn
word co-occurrence information from pre-training
(Sinha et al., 2021; Yamaguchi et al., 2021) and
that the objectives may have a little effect to what
actually learn about linguistic properties.

Recent studies have explored the limitations of
using probing tasks to draw conclusions over a
model’s linguistic knowledge with some also sug-
gesting improvements or alternative probing meth-
ods (Hewitt and Liang, 2019; Voita and Titov, 2020;
Elazar et al., 2021; Maudslay and Cotterell, 2021).
However, our results show no substantial differ-
ences in the performance across tasks that probe for
syntactic or semantic information between models
that have been pre-trained using linguistically mo-
tivated objectives or non-linguistically motivated
ones.

6 Conclusions

In this work, we compared the linguistic capabili-
ties of LMs. Surprisingly, our results show that pre-
training with linguistically motivated objectives ob-
tain comparable performance to non-linguistically
motivated objectives. This suggests that the data
and the size of the model could be more influential
than the objectives themselves in language model-

ing. In future work, we plan to extend our experi-
ments into other languages and probing tasks.
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Appendices

A Hyperparameter Details

We implement the models using PyTorch (Paszke
et al., 2019) and the Transformers library (Wolf
et al., 2020). We use maximum 10 epochs for
BASE and MEDIUM, and 15 epochs for SMALL. We
also use a learning rate of 1e-4 for MLM. 5e-5 for
BASE First Char, S+R, and ASCII. 5e-6 for BASE

Random. 1e-4 for SMALL and MEDIUM First Char,
ASCII and Random. We also use weight decay of
0.01, attention dropout of 0.1, 10000 warmup steps.
We also use 1e-8 Adam ϵ, 0.9 Adam β1 and 0.999
Adam β2.

B Results of each Probing Task

Tables 5 to 13 show the full results of each of the
nine probing tasks for all model architectures and
layers.
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SentLen

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 95.4 ± 0.2 92.9 ± 0.4 90.7 ± 0.8 91.5 ± 0.3 92.6 ± 0.5
2 96.0 ± 0.2 92.9 ± 0.2 92.4 ± 0.4 91.7 ± 0.7 93.6 ± 0.3
3 95.3 ± 0.2 91.6 ± 0.6 92.9 ± 0.5 92.4 ± 1.7 94.4 ± 0.4
4 93.8 ± 1.2 92.2 ± 0.8 93.4 ± 1.3 92.9 ± 1.0 94.1 ± 0.6
5 93.9 ± 0.4 92.1 ± 0.6 93.7 ± 2.4 92.4 ± 0.5 93.8 ± 0.6
6 93.6 ± 0.5 92.4 ± 0.5 93.5 ± 1.7 92.1 ± 0.7 94.3 ± 0.4
7 92.6 ± 0.5 92.1 ± 0.8 93.1 ± 0.9 90.7 ± 1.4 94.4 ± 0.6
8 91.2 ± 0.5 91.7 ± 0.5 92.0 ± 1.6 89.9 ± 1.0 94.2 ± 1.0
9 89.0 ± 0.3 91.8 ± 0.4 90.9 ± 0.7 88.5 ± 1.6 95.0 ± 0.6
10 82.8 ± 0.7 91.1 ± 0.9 90.0 ± 0.9 86.7 ± 1.7 94.6 ± 0.1
11 79.4 ± 0.7 91.0 ± 0.4 88.6 ± 0.1 87.8 ± 0.5 94.4 ± 0.2
12 73.9 ± 0.3 90.1 ± 0.3 85.9 ± 0.1 86.4 ± 0.2 93.6 ± 0.4

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 91.8 ± 0.5 88.4 ± 1.1 87.1 ± 0.8 86.6 ± 0.8 90.0 ± 0.9
2 92.3 ± 0.2 94.0 ± 0.5 93.3 ± 0.3 90.4 ± 0.5 92.3 ± 0.2
3 92.1 ± 0.2 94.0 ± 0.7 92.0 ± 0.6 89.2 ± 0.5 92.9 ± 0.2
4 91.7 ± 0.2 93.4 ± 0.7 91.4 ± 0.2 89.5 ± 0.5 92.2 ± 0.5
5 90.6 ± 0.3 92.7 ± 0.7 91.0 ± 0.2 89.7 ± 0.4 91.2 ± 0.7
6 89.3 ± 0.3 93.0 ± 0.6 90.1 ± 0.8 89.0 ± 0.5 88.7 ± 0.7
7 85.6 ± 0.2 92.0 ± 0.9 89.3 ± 0.5 86.1 ± 0.9 88.4 ± 0.7
8 70.5 ± 0.1 87.8 ± 1.4 84.9 ± 0.5 83.9 ± 0.5 83.2 ± 0.1

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 92.9 ± 0.3 90.3 ± 1.3 89.8 ± 1.1 89.9 ± 0.3 94.1 ± 1.0
2 93.7 ± 0.4 93.8 ± 0.4 90.7 ± 0.4 88.7 ± 0.2 93.3 ± 1.1
3 91.7 ± 0.2 94.7 ± 0.8 89.7 ± 0.2 86.8 ± 0.5 90.1 ± 1.3
4 77.2 ± 0.3 93.0 ± 0.5 84.4 ± 0.5 85.5 ± 0.4 84.7 ± 0.3

Table 5: Results of the Sentence Length (SentLen) probing task for each layer of the pre-trained models.

139



TreeDepth

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 40.0 ± 0.6 36.6 ± 0.6 35.7 ± 0.2 36.1 ± 0.5 33.5 ± 0.7
2 41.2 ± 1.1 38.6 ± 0.9 37.7 ± 0.5 36.6 ± 0.3 35.9 ± 0.5
3 41.5 ± 0.6 40.0 ± 0.8 38.9 ± 0.6 37.1 ± 0.4 36.2 ± 0.4
4 40.3 ± 0.7 41.7 ± 0.6 39.4 ± 0.6 37.7 ± 0.9 36.9 ± 0.4
5 40.3 ± 1.1 44.2 ± 0.5 39.3 ± 0.3 38.4 ± 1.2 36.7 ± 0.5
6 40.9 ± 0.7 45.0 ± 0.3 40.6 ± 0.4 40.7 ± 0.5 36.5 ± 0.5
7 40.8 ± 0.8 44.9 ± 0.8 42.1 ± 0.6 42.4 ± 0.6 37.0 ± 0.6
8 40.0 ± 0.7 45.0 ± 0.7 43.4 ± 1.2 43.3 ± 0.7 39.0 ± 0.3
9 38.8 ± 1.1 44.3 ± 0.7 43.2 ± 1.3 43.3 ± 0.7 39.2 ± 0.3
10 37.4 ± 0.3 45.2 ± 0.6 43.4 ± 1.1 42.9 ± 0.5 39.3 ± 0.5
11 38.7 ± 0.6 44.5 ± 0.4 42.9 ± 1.2 42.7 ± 0.5 39.6 ± 0.6
12 38.3 ± 0.3 42.1 ± 0.7 41.5 ± 0.7 42.3 ± 0.4 37.9 ± 1.3

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 37.9 ± 0.2 37.8 ± 0.5 36.4 ± 0.3 37.4 ± 0.1 36.1 ± 0.5
2 39.0 ± 0.5 39.0 ± 1.2 36.5 ± 0.4 38.0 ± 0.4 36.4 ± 0.6
3 39.4 ± 0.2 40.4 ± 0.5 36.3 ± 0.2 37.7 ± 0.6 38.3 ± 0.6
4 40.5 ± 0.5 40.3 ± 0.6 36.7 ± 0.3 38.3 ± 0.3 41.6 ± 0.6
5 41.1 ± 0.1 41.8 ± 1.0 36.9 ± 0.6 39.1 ± 0.5 42.4 ± 0.8
6 40.5 ± 0.2 42.6 ± 0.2 37.5 ± 0.7 40.5 ± 0.6 40.5 ± 1.1
7 39.3 ± 0.2 42.5 ± 0.4 40.4 ± 0.5 39.1 ± 0.8 39.1 ± 0.5
8 38.6 ± 0.9 38.5 ± 0.6 40.2 ± 0.2 40.5 ± 0.1 35.6 ± 0.1

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 37.8 ± 0.3 39.2 ± 0.2 39.1 ± 0.3 37.5 ± 0.2 38.0 ± 0.2
2 40.1 ± 0.5 41.9 ± 0.6 40.6 ± 0.7 37.4 ± 0.2 41.6 ± 0.4
3 39.9 ± 0.9 41.6 ± 0.4 41.2 ± 0.3 41.3 ± 0.4 42.6 ± 0.5
4 41.6 ± 0.2 43.3 ± 1.0 42.3 ± 0.4 40.9 ± 0.6 39.2 ± 0.3

Table 6: Results of the Tree Depth (TreeDepth) probing task for each layer of the pre-trained models.
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TopConst

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 62.0 ± 0.3 70.2 ± 0.7 60.9 ± 0.4 66.7 ± 1.1 65.2 ± 0.2
2 72.6 ± 0.4 73.7 ± 0.2 69.3 ± 0.2 67.7 ± 0.2 68.4 ± 0.6
3 74.0 ± 0.5 79.6 ± 0.8 70.7 ± 0.5 69.2 ± 0.2 69.3 ± 0.1
4 73.0 ± 0.5 81.4 ± 0.4 71.0 ± 0.1 70.8 ± 0.3 69.9 ± 0.4
5 73.7 ± 0.5 83.6 ± 0.2 71.3 ± 0.3 70.6 ± 0.5 69.8 ± 1.1
6 74.6 ± 0.6 83.1 ± 0.7 71.7 ± 0.5 75.4 ± 0.9 69.2 ± 0.6
7 75.1 ± 0.7 82.4 ± 0.2 76.2 ± 0.5 78.4 ± 0.5 70.0 ± 1.1
8 76.9 ± 0.2 81.6 ± 0.4 78.2 ± 0.3 78.5 ± 0.4 71.4 ± 1.0
9 76.8 ± 0.4 81.7 ± 0.6 80.1 ± 0.3 80.4 ± 0.2 70.7 ± 0.6
10 74.6 ± 0.6 80.6 ± 0.7 81.1 ± 0.3 81.4 ± 0.4 71.2 ± 1.1
11 74.2 ± 0.1 79.6 ± 0.9 80.7 ± 0.4 81.3 ± 0.6 69.8 ± 0.6
12 72.5 ± 0.2 76.5 ± 0.5 79.9 ± 0.2 81.0 ± 0.2 67.4 ± 0.4

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 64.9 ± 0.3 63.1 ± 1.7 67.6 ± 0.6 68.2 ± 0.6 55.3 ± 0.3
2 72.1 ± 0.6 69.8 ± 0.6 68.7 ± 0.5 70.5 ± 1.2 61.9 ± 1.0
3 72.1 ± 0.6 72.3 ± 0.8 68.3 ± 0.7 69.1 ± 1.0 66.0 ± 1.4
4 72.6 ± 0.6 80.6 ± 0.3 69.1 ± 0.6 74.2 ± 0.6 69.8 ± 0.4
5 74.8 ± 0.5 81.9 ± 0.6 69.8 ± 0.7 78.1 ± 0.7 71.5 ± 0.9
6 75.2 ± 0.4 81.9 ± 0.5 73.2 ± 0.1 79.3 ± 0.6 69.7 ± 0.8
7 76.9 ± 0.5 83.0 ± 0.5 75.7 ± 0.7 78.5 ± 0.5 70.7 ± 0.6
8 72.6 ± 0.3 79.8 ± 0.3 76.8 ± 0.3 79.6 ± 0.2 62.9 ± 0.2

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 66.4 ± 0.2 69.2 ± 0.4 74.6 ± 0.3 66.3 ± 0.2 66.7 ± 1.4
2 72.5 ± 0.4 73.2 ± 0.2 75.8 ± 0.3 66.0 ± 0.5 74.2 ± 0.3
3 71.9 ± 0.3 73.8 ± 0.2 76.4 ± 0.6 72.6 ± 0.9 75.8 ± 0.4
4 73.1 ± 0.2 76.8 ± 0.6 77.5 ± 0.1 74.6 ± 0.4 72.7 ± 0.1

Table 7: Results of the Top Constituent (TopConst) probing task for each layer of the pre-trained models.
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BShift

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0
2 50.0 ± 0.1 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0
3 56.6 ± 0.3 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0
4 57.9 ± 0.2 74.1 ± 0.3 50.0 ± 0.0 53.4 ± 0.4 50.0 ± 0.0
5 59.8 ± 0.1 80.7 ± 0.2 50.0 ± 0.0 50.8 ± 1.4 50.0 ± 0.0
6 60.0 ± 0.7 83.3 ± 0.4 50.0 ± 0.0 69.6 ± 1.4 50.0 ± 0.0
7 64.9 ± 0.8 85.6 ± 0.2 63.5 ± 0.6 73.7 ± 2.8 60.2 ± 1.7
8 72.0 ± 1.3 88.1 ± 0.1 74.4 ± 0.8 78.5 ± 1.5 66.9 ± 0.2
9 81.4 ± 0.7 89.5 ± 0.2 82.4 ± 0.7 81.7 ± 0.8 67.0 ± 0.3
10 85.6 ± 0.2 90.2 ± 0.3 84.8 ± 0.3 81.7 ± 1.4 68.4 ± 0.2
11 86.5 ± 0.1 91.2 ± 0.6 85.0 ± 0.4 82.7 ± 0.3 68.9 ± 0.4
12 82.3 ± 0.3 91.3 ± 0.7 83.3 ± 0.2 82.4 ± 0.2 68.4 ± 0.1

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0
2 49.8 ± 0.3 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0 50.0 ± 0.0
3 49.6 ± 0.4 50.0 ± 0.0 50.0 ± 0.0 57.9 ± 0.5 65.6 ± 0.7
4 56.2 ± 0.7 64.9 ± 0.3 50.0 ± 0.0 58.1 ± 0.7 70.5 ± 0.4
5 64.9 ± 0.3 76.4 ± 0.4 50.9 ± 1.6 58.9 ± 0.8 74.2 ± 0.0
6 69.6 ± 0.7 79.6 ± 0.1 73.5 ± 1.3 67.9 ± 1.3 72.5 ± 1.5
7 80.8 ± 0.1 82.1 ± 0.3 79.9 ± 0.4 75.1 ± 2.7 73.7 ± 0.1
8 77.9 ± 0.5 84.6 ± 0.3 80.3 ± 0.4 80.0 ± 0.8 70.3 ± 0.6

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 50.0 ± 0.1 50.0 ± 0.0 50.4 ± 0.2 53.2 ± 0.8 50.7 ± 0.4
2 49.8 ± 0.2 61.9 ± 0.3 57.7 ± 0.1 60.2 ± 1.2 60.0 ± 0.6
3 60.8 ± 0.7 74.4 ± 0.0 65.3 ± 0.2 72.1 ± 0.6 68.7 ± 0.7
4 78.3 ± 0.1 82.1 ± 0.1 76.2 ± 0.2 74.6 ± 0.1 71.0 ± 0.4

Table 8: Results of the Bigram Shift (BShift) probing task for each layer of the pre-trained models.
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Tense

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 79.5 ± 0.8 83.6 ± 0.1 81.3 ± 0.1 79.9 ± 0.8 67.9 ± 0.6
2 84.0 ± 0.7 84.3 ± 1.0 82.0 ± 0.2 80.3 ± 0.6 68.9 ± 0.8
3 83.3 ± 0.3 85.7 ± 0.7 82.7 ± 0.5 82.0 ± 0.8 69.1 ± 0.6
4 83.7 ± 0.7 86.3 ± 0.7 83.9 ± 0.7 82.9 ± 0.4 69.0 ± 0.3
5 85.0 ± 0.5 86.3 ± 0.7 84.3 ± 0.9 83.0 ± 0.4 68.8 ± 0.5
6 86.2 ± 0.2 87.8 ± 0.4 84.3 ± 0.9 85.3 ± 0.1 68.9 ± 0.4
7 87.0 ± 0.1 87.1 ± 0.8 84.7 ± 0.6 86.0 ± 0.5 69.1 ± 0.5
8 86.4 ± 0.8 87.2 ± 0.4 86.0 ± 0.3 86.1 ± 0.5 70.9 ± 0.1
9 85.8 ± 1.8 86.3 ± 0.0 85.9 ± 0.2 87.2 ± 0.2 71.4 ± 0.6
10 86.5 ± 1.5 85.9 ± 0.6 85.7 ± 0.8 88.5 ± 0.2 72.1 ± 0.5
11 88.5 ± 0.7 83.7 ± 0.8 86.0 ± 0.7 88.7 ± 0.3 72.1 ± 0.5
12 83.9 ± 0.0 81.7 ± 1.7 85.9 ± 0.5 88.6 ± 0.4 71.0 ± 0.4

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 85.1 ± 0.5 82.2 ± 0.6 83.2 ± 0.4 81.4 ± 0.2 79.6 ± 0.9
2 84.1 ± 0.5 84.0 ± 0.3 82.5 ± 0.3 82.4 ± 0.5 80.0 ± 0.8
3 84.8 ± 0.4 85.4 ± 0.3 82.7 ± 0.1 82.0 ± 0.5 82.6 ± 0.8
4 85.6 ± 0.6 85.5 ± 0.6 82.7 ± 0.4 83.4 ± 0.5 84.6 ± 0.7
5 85.9 ± 0.4 85.0 ± 0.4 83.7 ± 0.4 84.1 ± 0.8 86.1 ± 0.1
6 85.7 ± 0.8 85.7 ± 0.2 84.7 ± 0.7 85.4 ± 0.5 83.9 ± 1.5
7 85.9 ± 0.1 84.6 ± 0.5 85.8 ± 0.5 85.3 ± 0.5 84.9 ± 0.4
8 83.9 ± 0.5 82.8 ± 0.4 85.6 ± 0.5 87.8 ± 0.5 84.6 ± 0.5

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 86.3 ± 0.4 84.9 ± 0.2 84.7 ± 0.7 82.7 ± 0.6 84.4 ± 0.3
2 86.2 ± 0.6 85.6 ± 0.5 84.7 ± 0.8 82.9 ± 0.2 85.2 ± 0.5
3 86.4 ± 0.7 86.0 ± 0.2 84.7 ± 0.6 84.5 ± 0.8 85.5 ± 0.5
4 85.2 ± 0.6 86.5 ± 0.2 86.0 ± 0.1 85.7 ± 0.4 84.9 ± 0.3

Table 9: Results of the Tense (Tense) probing task for each layer of the pre-trained models.
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SubjNum

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 75.1 ± 0.5 75.5 ± 0.3 75.7 ± 0.8 77.0 ± 0.1 69.5 ± 0.2
2 81.6 ± 0.3 80.2 ± 0.3 78.3 ± 0.3 78.0 ± 0.6 71.7 ± 0.4
3 82.3 ± 0.3 85.0 ± 0.1 79.1 ± 0.4 78.7 ± 0.5 72.4 ± 0.3
4 81.8 ± 0.3 86.2 ± 0.5 79.1 ± 0.6 79.5 ± 0.1 72.1 ± 0.5
5 83.0 ± 0.3 88.7 ± 0.2 80.3 ± 0.9 80.5 ± 0.2 72.8 ± 0.1
6 85.0 ± 0.2 88.2 ± 0.3 82.2 ± 0.5 84.1 ± 0.4 72.7 ± 0.5
7 84.9 ± 0.6 87.5 ± 0.5 84.3 ± 0.1 85.5 ± 0.4 73.4 ± 0.6
8 86.0 ± 0.3 87.0 ± 0.9 85.5 ± 0.2 86.9 ± 0.9 73.9 ± 0.7
9 87.2 ± 1.0 87.1 ± 0.3 87.9 ± 0.4 88.9 ± 0.6 73.7 ± 0.4
10 87.4 ± 1.2 86.5 ± 0.5 88.9 ± 0.1 89.1 ± 0.3 74.3 ± 0.2
11 86.2 ± 0.2 86.1 ± 0.4 88.1 ± 0.4 88.8 ± 0.3 74.1 ± 0.1
12 82.3 ± 0.2 84.3 ± 0.4 86.3 ± 0.4 88.2 ± 0.4 74.2 ± 0.3

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 79.3 ± 0.7 77.3 ± 0.6 77.0 ± 0.3 77.2 ± 1.1 75.0 ± 1.1
2 80.7 ± 0.2 80.0 ± 0.1 78.2 ± 0.6 80.4 ± 0.5 79.9 ± 0.5
3 81.0 ± 0.4 83.0 ± 0.7 78.0 ± 0.5 79.6 ± 0.2 80.4 ± 0.5
4 82.5 ± 0.5 86.9 ± 0.3 79.3 ± 0.6 81.0 ± 0.9 83.4 ± 0.4
5 83.9 ± 0.3 87.9 ± 0.4 79.7 ± 0.4 82.5 ± 0.5 84.3 ± 0.3
6 84.5 ± 0.2 87.5 ± 0.3 83.4 ± 0.3 84.4 ± 0.3 83.1 ± 1.0
7 86.7 ± 0.1 87.3 ± 0.1 86.3 ± 1.3 85.1 ± 0.5 83.9 ± 0.2
8 82.5 ± 0.2 85.3 ± 0.5 85.7 ± 0.2 85.3 ± 0.3 81.0 ± 0.1

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 78.0 ± 0.8 80.9 ± 0.3 81.2 ± 0.1 76.5 ± 0.4 79.3 ± 0.3
2 82.2 ± 0.2 82.5 ± 0.3 82.1 ± 0.4 76.5 ± 0.5 82.4 ± 0.6
3 83.5 ± 0.2 81.8 ± 1.1 82.6 ± 0.2 82.6 ± 0.3 83.8 ± 0.3
4 83.3 ± 0.4 85.6 ± 0.3 84.7 ± 0.5 84.0 ± 0.3 81.9 ± 0.1

Table 10: Results of the Subject Number (SubjNum) probing task for each layer of the pre-trained models.
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ObjNum

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 75.6 ± 0.3 73.6 ± 0.3 76.5 ± 0.4 77.5 ± 0.3 64.9 ± 0.6
2 81.1 ± 0.1 77.0 ± 0.1 77.9 ± 0.9 77.7 ± 1.3 67.5 ± 0.4
3 80.5 ± 1.0 79.7 ± 0.5 78.5 ± 0.5 79.7 ± 0.7 68.0 ± 0.3
4 80.3 ± 0.8 81.9 ± 0.5 78.7 ± 3.0 78.6 ± 0.4 68.1 ± 0.1
5 80.4 ± 1.0 84.4 ± 1.1 79.2 ± 2.9 78.8 ± 1.1 68.4 ± 0.4
6 82.0 ± 0.1 84.5 ± 0.2 81.1 ± 1.3 82.2 ± 1.2 68.4 ± 0.6
7 82.1 ± 0.4 84.4 ± 0.1 84.0 ± 0.7 83.3 ± 0.8 69.2 ± 0.2
8 82.1 ± 1.0 84.0 ± 0.9 84.4 ± 0.8 84.3 ± 1.2 69.4 ± 0.2
9 82.9 ± 0.3 84.1 ± 0.5 86.4 ± 0.1 84.5 ± 1.4 69.7 ± 0.1
10 83.8 ± 0.2 82.9 ± 0.5 86.4 ± 0.2 84.7 ± 0.6 69.9 ± 0.2
11 83.3 ± 0.3 83.8 ± 0.3 86.0 ± 0.3 84.5 ± 0.2 70.3 ± 0.1
12 78.5 ± 0.3 81.1 ± 1.7 83.5 ± 0.2 84.7 ± 0.5 70.2 ± 0.3

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 80.1 ± 0.3 76.2 ± 0.4 76.2 ± 0.6 76.0 ± 0.3 75.2 ± 0.1
2 80.1 ± 0.1 78.4 ± 0.2 77.8 ± 0.7 78.5 ± 0.6 76.4 ± 0.5
3 80.6 ± 0.0 80.9 ± 0.1 77.2 ± 0.0 77.7 ± 0.8 78.7 ± 0.3
4 80.7 ± 0.2 81.0 ± 0.4 78.1 ± 0.1 77.8 ± 1.0 84.6 ± 0.2
5 82.5 ± 0.3 81.2 ± 0.6 78.7 ± 0.5 81.5 ± 0.2 85.7 ± 0.3
6 82.9 ± 0.1 81.9 ± 0.5 81.1 ± 0.3 82.9 ± 0.4 84.2 ± 0.6
7 83.7 ± 0.5 80.8 ± 0.3 83.1 ± 0.1 82.6 ± 0.2 83.8 ± 0.0
8 80.2 ± 0.4 80.3 ± 0.5 81.8 ± 0.3 83.9 ± 0.1 82.2 ± 0.3

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 78.2 ± 0.9 81.4 ± 0.2 77.8 ± 0.4 77.7 ± 0.4 78.2 ± 0.3
2 82.0 ± 0.2 82.4 ± 0.3 79.7 ± 0.2 78.5 ± 0.4 79.0 ± 0.4
3 83.5 ± 0.1 82.5 ± 0.4 80.4 ± 0.2 84.4 ± 0.2 81.6 ± 0.3
4 80.9 ± 0.2 83.3 ± 0.5 82.9 ± 0.7 83.8 ± 0.2 79.4 ± 0.1

Table 11: Results of the Object Number (ObjNum) probing task for each layer of the pre-trained models.
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SOMO

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 50.0 ± 0.2 50.0 ± 0.2 50.0 ± 0.2 50.0 ± 0.2 50.0 ± 0.2
2 52.5 ± 0.7 51.6 ± 0.3 50.5 ± 1.1 50.0 ± 0.2 50.0 ± 0.2
3 54.4 ± 1.3 50.0 ± 0.2 51.8 ± 0.9 50.0 ± 0.2 50.0 ± 0.2
4 55.2 ± 0.5 53.7 ± 0.8 52.5 ± 0.5 50.7 ± 1.2 50.0 ± 0.2
5 55.8 ± 0.0 55.4 ± 0.1 52.1 ± 0.8 50.0 ± 0.2 50.0 ± 0.2
6 57.6 ± 0.7 56.1 ± 0.3 52.8 ± 0.2 50.0 ± 0.2 50.0 ± 0.2
7 58.2 ± 1.0 56.8 ± 0.5 52.8 ± 1.1 50.0 ± 0.2 50.0 ± 0.2
8 58.1 ± 0.6 56.9 ± 1.3 53.7 ± 0.7 50.0 ± 0.2 50.0 ± 0.2
9 59.1 ± 0.4 57.9 ± 1.5 54.1 ± 1.0 53.2 ± 0.9 50.0 ± 0.2
10 60.6 ± 0.5 58.5 ± 0.9 56.3 ± 0.7 53.4 ± 0.2 50.4 ± 0.3
11 61.7 ± 0.5 58.9 ± 0.6 56.5 ± 0.4 53.9 ± 1.0 50.2 ± 0.3
12 57.8 ± 0.4 59.6 ± 0.4 55.4 ± 1.0 54.0 ± 0.3 50.2 ± 0.5

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 51.6 ± 0.5 50.2 ± 0.3 50.0 ± 0.2 50.7 ± 0.8 50.0 ± 0.2
2 52.3 ± 0.7 51.1 ± 0.1 50.0 ± 0.2 52.2 ± 0.4 50.0 ± 0.2
3 53.2 ± 0.1 52.6 ± 0.4 50.0 ± 0.2 52.1 ± 0.3 50.0 ± 0.2
4 53.1 ± 0.8 52.9 ± 0.7 50.0 ± 0.2 51.3 ± 0.3 50.8 ± 0.3
5 53.5 ± 0.6 53.8 ± 0.6 50.0 ± 0.2 51.2 ± 0.4 51.0 ± 0.4
6 54.6 ± 1.1 53.9 ± 0.7 51.5 ± 1.5 51.3 ± 0.2 50.0 ± 0.1
7 56.1 ± 0.6 55.2 ± 0.6 53.2 ± 0.2 52.0 ± 0.2 51.3 ± 0.7
8 54.1 ± 0.1 55.8 ± 0.3 53.8 ± 0.6 52.7 ± 0.4 50.6 ± 0.3

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 52.5 ± 0.2 52.2 ± 0.2 51.8 ± 0.2 51.3 ± 0.3 50.4 ± 0.3
2 55.4 ± 0.2 54.3 ± 0.4 51.5 ± 0.2 51.1 ± 0.2 50.7 ± 0.4
3 55.9 ± 0.6 54.8 ± 0.8 51.5 ± 0.2 52.2 ± 0.0 50.6 ± 0.2
4 53.9 ± 0.7 54.9 ± 0.4 52.4 ± 0.3 52.3 ± 0.4 50.2 ± 0.5

Table 12: Results of the Semantic Odd Man Out (SOMO) probing task for each layer of the pre-trained models.
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CoordInv

Layer BASE - 500k Steps Pre-training
MLM S+R First Char ASCII Random

1 57.3 ± 1.1 56.5 ± 1.0 55.1 ± 1.6 50.0 ± 0.0 50.0 ± 0.0
2 61.0 ± 0.5 59.7 ± 0.5 58.0 ± 0.6 50.0 ± 0.0 51.7 ± 3.0
3 61.8 ± 0.8 63.5 ± 0.8 58.9 ± 0.3 57.2 ± 0.6 57.8 ± 0.3
4 61.2 ± 0.5 64.8 ± 1.4 59.4 ± 0.6 59.6 ± 0.5 52.3 ± 4.0
5 62.0 ± 0.6 67.6 ± 0.4 60.2 ± 0.7 59.1 ± 0.3 55.2 ± 4.5
6 62.8 ± 0.4 69.2 ± 0.3 59.6 ± 0.7 59.8 ± 1.6 58.2 ± 0.4
7 61.6 ± 0.6 68.0 ± 0.3 61.3 ± 0.9 61.5 ± 2.0 59.8 ± 0.2
8 62.1 ± 0.4 67.4 ± 0.4 63.4 ± 0.7 62.9 ± 2.1 61.4 ± 0.2
9 62.1 ± 1.0 66.9 ± 0.2 63.9 ± 0.9 66.0 ± 1.0 62.6 ± 1.0
10 64.4 ± 0.5 67.8 ± 0.2 65.6 ± 0.6 67.6 ± 1.1 63.0 ± 0.2
11 65.5 ± 0.3 67.7 ± 0.5 66.5 ± 0.8 68.4 ± 0.5 63.3 ± 0.3
12 63.7 ± 1.3 65.4 ± 0.4 64.4 ± 0.9 68.5 ± 0.8 61.3 ± 0.7

Layer MEDIUM - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 59.4 ± 0.2 57.7 ± 0.3 56.9 ± 0.8 56.7 ± 0.7 55.9 ± 1.6
2 63.5 ± 0.7 60.7 ± 0.8 56.7 ± 0.4 60.4 ± 0.5 57.9 ± 0.2
3 62.1 ± 0.0 63.6 ± 0.4 56.5 ± 0.1 59.3 ± 0.7 58.6 ± 0.2
4 62.5 ± 0.2 65.6 ± 1.0 56.0 ± 0.7 60.0 ± 0.7 61.5 ± 0.4
5 63.1 ± 0.3 66.2 ± 1.2 57.6 ± 1.2 60.2 ± 0.4 61.4 ± 0.5
6 62.5 ± 0.3 65.7 ± 1.5 58.3 ± 0.4 60.2 ± 1.0 60.1 ± 0.7
7 61.7 ± 0.6 66.5 ± 1.2 60.4 ± 0.9 60.1 ± 1.5 60.3 ± 0.7
8 58.4 ± 0.5 63.8 ± 1.8 61.8 ± 0.3 64.7 ± 0.1 58.7 ± 0.4

Layer SMALL - 250k Steps Pre-training
MLM S+R First Char ASCII Random

1 61.4 ± 0.1 60.1 ± 0.6 62.8 ± 0.1 59.7 ± 0.4 58.9 ± 0.5
2 64.0 ± 0.3 62.2 ± 0.4 64.0 ± 0.6 59.1 ± 0.2 61.0 ± 0.8
3 62.2 ± 0.3 62.7 ± 0.3 63.0 ± 0.4 61.4 ± 0.2 61.7 ± 0.5
4 59.4 ± 0.5 63.9 ± 0.1 62.2 ± 0.3 62.5 ± 0.1 59.9 ± 0.2

Table 13: Results of the Coordination Inversion (CoordInv) probing task for each layer of the pre-trained models.
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Abstract

Prompt tuning has recently emerged as an effec-
tive method for adapting pre-trained language
models to a number of language understanding
and generation tasks. In this paper, we investi-
gate prompt tuning for semantic parsing—the
task of mapping natural language utterances
onto formal meaning representations. On the
low-resource splits of Overnight and TOPv2,
we find that a prompt tuned T5-xl significantly
outperforms its fine-tuned counterpart, as well
as strong GPT-3 and BART baselines. We also
conduct ablation studies across different model
scales and target representations, finding that,
with increasing model scale, prompt tuned T5
models improve at generating target represen-
tations that are far from the pre-training distri-
bution.

1 Introduction

With the widespread success of pre-trained lan-
guage models (LMs; Devlin et al. 2019; Raffel
et al. 2020; Bommasani et al. 2021), it becomes
increasingly important to explore how such models
can be adapted to downstream tasks. One adap-
tation method which has recently attracted much
attention is prompt design (Brown et al., 2020; Shin
et al., 2020), which modulates the behaviour of a
LM through a task description and a few input-
output examples. Brown et al. (2020) show that
this adaptation strategy is increasingly effective for
larger LMs. However, prompt design is sensitive
to the exact phrasing of the prompt, and, more im-
portantly, performs worse than fine-tuning models
on task-specific examples (Lester et al., 2021).

Prompt tuning has recently arisen as a strong
performing alternative adaption method (Lester
et al., 2021). Rather than hand-designing discrete
prompts, prompt tuning optimizes the embeddings
of a number of task-specific prompt tokens. In
contrast to fine-tuning, this method keeps almost
all LM parameters frozen. On a set of language

T5-base

T5-small

T5-large
T5-xl

Figure 1: We show that the T5 prompt tuning perfor-
mance difference between target representations shrinks
as the number of parameters increase, with constrained
decoded T5-xl achieving close to performance parity.

understanding tasks, Lester et al. (2021) show
that prompt tuning becomes competitive with fine-
tuning for the largest pre-trained T5 models (Raffel
et al., 2020). Li and Liang (2021) also explore
a related parameter-efficient adaptation method
called prefix-tuning, finding that it outperforms
fine-tuning on low-resource natural language gen-
eration tasks.

In this paper, we investigate prompt tuning for
semantic parsing. This task is fundamentally differ-
ent from the aforementioned language understand-
ing and generation tasks, as it requires that mod-
els output formal meaning representations which
do not resemble the natural language distribution
seen during pre-training. In particular, we focus
on the low-resource setup because examples for
semantic parsing are difficult and expensive to col-
lect (Wang et al., 2015; Marzoev et al., 2020). We
therefore evaluate prompt tuning on two datasets:
the 200-shot version of Overnight (Wang et al.,
2015; Shin et al., 2021) and the low-resource splits
TOPv2 (Chen et al., 2020). On both datasets, we
compare prompt tuning T5 against fine-tuning and
investigate the effect of canonicalizing the meaning
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representation, i.e. to what extent naturalizing the
logical forms influences performance. In addition,
we study the effect of T5 model scale on Overnight
as well as varying data regimes on TOPv2. Our
main findings can be summarized as follows:

• For large T5 models, prompt tuning signifi-
cantly outperforms fine-tuning in the low-data
regime, resulting in an absolute improvement
of 6% and 15% on Overnight and TOPv2, re-
spectively. This performance gap decreases
when more training data becomes available.

• With growing model size, prompt tuned T5
models are increasingly capable of outputting
diverse target representations (see Figure 1).
On Overnight, we find that the disparity be-
tween canonical and meaning representations
shrinks from 17% to 4% for T5-small and
T5-xl, respectively. On TOPv2, prompt tuned
T5-large models are much better at generating
out-of-vocabulary tokens than T5-small.

2 Related work

Our work is related to recent work on semantic
parsing and prompt tuning, which we briefly de-
scribe below.

2.1 Semantic Parsing

Semantic parsing is the task of converting a nat-
ural language utterance u = (u1, . . . , uN ) to a
formal meaning representation z = (z1, . . . , zM ).
These meaning representations, also referred to
as logical forms, can be interpreted by machines
and executed in a real environment. For ex-
ample, ThingTalk (Campagna et al., 2019) and
TOP (Gupta et al., 2018) are meaning represen-
tations for executing commands of virtual as-
sistants, while SQL is a representation for in-
teracting with relational databases. In recent
years, neural sequence-to-sequence models have
become the dominant approach for semantic pars-
ing tasks (Dong and Lapata, 2016).

Canonicalization A common simplification step
in semantic parsing is to canonicalize the meaning
representations. That is, the meaning representa-
tion z is naturalized to a canonical form c through
a grammar or set of rules. Examples of the mean-
ing and canonical representation for Overnight and
TOPv2 (Wang et al., 2015; Chen et al., 2020) can
be found in Fig. 2.

When canonical representations are available,
Berant and Liang (2014) argue that semantic pars-
ing can be seen as a paraphrase task. They propose
to use a paraphrase model—using e.g. word vectors
trained on Wikipedia—to find the best paraphrase
of utterance u among a set of canonical utterances.
They show this paraphrase model improves re-
sults over directly generating logical forms on two
question-answering datasets. Marzoev et al. (2020)
extends this work by showing that pre-trained lan-
guage models like BERT can be effective para-
phrasers. While Berant and Liang (2014); Marzoev
et al. (2020) use models to score canonical utter-
ances, Shin et al. (2021) propose to constrain the
generation process of autoregressive models like
BART and GPT-3. On a number of few-shot seman-
tic parsing tasks, they demonstrate the benefit of
generating canonical representations over meaning
representations.

2.2 Prompt-tuning

Lester et al. (2021) evaluates prompt tuning on
SuperGLUE, a benchmark consisting of eight lan-
guage understanding tasks. They find that prompt
tuning becomes competitive with fine-tuning for
the largest T5 model. Li and Liang (2021) propose
prefix-tuning to adapt BART and GPT-2 for natu-
ral language generation tasks. This method differs
from Lester et al. (2021) in that it prepends train-
able embeddings for each layer of the language
model rather than introducing token embeddings at
the input layer. They demonstrate that pre-fix out-
performs fine-tuning baselines. Similarly, Liu et al.
(2021) also show encouraging results for prompt
tuning on natural language understand and gener-
ation tasks. Qin and Eisner (2021) also explores
prompt tuning but for a knowledge extraction task.
Inserting general adapter layers into pre-trained
language models is also proposed in Houlsby et al.
(2019); Mahabadi et al. (2021). Related to our
work are also other few-shot adaptation techniques
like PET (Schick and Schütze, 2021). Moreover,
adapter layers have also been explored in the com-
puter vision domain (Rebuffi et al., 2017; de Vries
et al., 2017).

3 Experiments

To evaluate low-resource prompt tuning, we com-
pare against fine-tuned variants of the same model
on two semantic parsing datasets with canonical
representations available. We compare both large
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Natural Language Utterance

Meaning Representation

Canonicalized Representation
simplify removing utterance tokens meaning representation by 

replace ontology labels with short label of existing In-Vocab tokens

add ontology labels to tokenizer as single  Out-of-Vocab token

Driving directions to the Eagles game

[IN:GET_DIRECTIONS Driving directions to 

   [SL:DESTINATION 

      [IN:GET_EVENT the 

         [SL:NAME_EVENT Eagles] 

         [SL:CAT_EVENT game]]]]

[IN:GET_DIRECTIONS  

   [SL:DESTINATION 

      [IN:GET_EVENT  

         [SL:NAME_EVENT Eagles] 

         [SL:CAT_EVENT game]]]]

Driving directions to

the

[ [  [ [  Eagles] [  game]]]]<+1> <+2> <+3> <+4> <+5>

[ [  [ [  Eagles] [  game]]]]T1 T2 T3 T4 T5

Natural Language Utterance
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er
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gh
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TO
Pv
2

Canonicalized Representation

Meaning Representation

player whose position is not point guard
corresponding grammar-generated canonicalized form

(call listValue 

  (call getProperty 

    ((lambda s 

       (call filter 

         (var s) 

         (string position) 

         (string !=) en.position.point_guard)) 

      (call domain 

        (string player))) 

    (string player)))

which players are not point guards

Figure 2: Examples from the TOPv2 and Overnight datasets with the corresponding canonicalization schemes.

and small variants of the T5 architecture on these
datasets and experiment with various canonicalized
representations.

3.1 Datasets

Overnight The Overnight semantic parsing
dataset (Wang et al., 2015) consists of 13,682 natu-
ral utterance, canonical form, meaning representa-
tion triples split across eight domains. To simulate
low-resource splits of this dataset, we follow Shin
et al. and create randomly subsampled splits of
200 training examples for each domain, using 20%
of the remaining data for validation. We measure
and report denotation accuracy by evaluating all
predicted queries using the SEMPRE toolkit (Be-
rant et al., 2013). We repeat each experiment on
Overnight with five different random splits.

TOPv2 Chen et al. (2020) introduce the TOPv2
dataset, a task-oriented semantic parsing dataset
with eight domains, two of which come with pre-
defined low-resource splits. The authors propose a
principled way of constructing low-resource train-
ing sets, samples per intent and slot (SPIS), in-
tended to ensure equal exposure to ontology labels
across domains of varying complexity. We experi-
ment with the weather and reminder domains at the
10, 25, and 500 SPIS resource splits, performing
five runs on each model varying the random seed.
The reminder domain is the most challenging with
19 intent labels, 32 slot labels, and with 21% of the
programs having a depth greater than 2. Weather in
comparison has 7 intent labels, 11 slot labels, and
no programs with depth greater than 2.

3.2 Canonicalized Representations
3.2.1 Overnight
Overnight uses a context-free synchronous gram-
mar to generate canonical representations for the
logical forms. As can be seen in Fig. 2, these canon-
ical representations resemble natural language.

3.2.2 TOPv2
Chen et al. apply a set of simple modifications
to the TOPv2 meaning representations to arrive
at a canonical form used in all their experiments.
Unlike Overnight, these pre-processing steps are
largely small encoding differences and do not
change the syntactic structure of the logical forms.
We adopt all of these canonicalization steps (except
for lexicographic sorting of the semantic parse tree)
and add an ontology label shortening step. Exam-
ples of these transformations can be seen in Fig. 2
and are briefly described below.

Simplify removes redundant utterance tokens un-
necessary for interpreting the meaning repre-
sentation.

Out-of-Vocab adds the entire intent or slot label
to the tokenizer as a new single tokens with
a corresponding randomly initialized embed-
ding.

In-Vocab replaces the intent and slot labels with
a short unique identifier representable by the
pre-trained tokenizer.

We perform an ablation over these canonicaliza-
tion choices, repeating each experiment three times
with varying random seed.
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Model Representation Method Bask. Blo. Cal. Hou. Pub. Rec. Res. Soc. Avg

T5-small Meaning FT 0.767 0.454 0.685 0.608 0.640 0.698 0.691 0.581 0.641
PT 0.621 0.312 0.470 0.352 0.478 0.506 0.608 0.352 0.463

Canonical FT 0.775 0.466 0.721 0.616 0.665 0.673 0.636 0.568 0.640
PT 0.764 0.440 0.680 0.601 0.648 0.699 0.697 0.578 0.638

T5-base Meaning FT 0.769 0.455 0.717 0.612 0.670 0.713 0.714 0.587 0.655
PT 0.717 0.429 0.677 0.510 0.596 0.639 0.705 0.492 0.596

Canonical FT 0.800 0.466 0.736 0.642 0.711 0.694 0.696 0.597 0.668
PT 0.786 0.452 0.682 0.636 0.675 0.705 0.733 0.614 0.660

BART Meaning FT 0.734 0.370 0.514 0.540 0.514 0.477 0.417 0.424 0.499
Canonical FT 0.591 0.331 0.740 0.309 0.668 0.598 0.582 0.532 0.544

T5-large Meaning FT 0.777 0.432 0.690 0.639 0.709 0.729 0.723 0.590 0.661
PT 0.792 0.469 0.739 0.676 0.696 0.734 0.778 0.600 0.685

Canonical FT 0.793 0.458 0.760 0.658 0.678 0.727 0.715 0.581 0.671
PT 0.819 0.525 0.768 0.712 0.744 0.789 0.769 0.655 0.723

T5-xl Meaning FT 0.774 0.413 0.702 0.630 0.682 0.691 0.705 0.580 0.647
PT 0.819 0.532 0.767 0.693 0.694 0.758 0.778 0.632 0.709

Canonical FT 0.799 0.486 0.781 0.647 0.724 0.732 0.725 0.619 0.689
PT 0.839 0.544 0.777 0.729 0.770 0.791 0.789 0.702 0.743

Table 1: Unconstrained denotation accuracy for all models (with unconstrained decoding) on the Overnight dataset.
For each domain, we report the average over 5 runs trained on randomly sampled splits of 200 examples for
fine-tuned (FT) and prompt tuned (PT) models.

3.3 Models

We provide training details and hyperparameters
for all models in Appendix A. Below, we briefly
explain the prompt-tuning methodology.

3.3.1 Prompt Tuning

Prompt tuning, as proposed by Lester et al. (2021),
prepends a sequence of continuous embeddings
p = (p1, . . . , pK) to the sequence input embed-
dings e(u) = (e(u1), . . . , e(uN )) before feeding
it to a language model with parameters θ. Dur-
ing prompt tuning we optimize the prompt embed-
dings (p1, . . . , pK) exclusively, keeping the lan-
guage model parameters θ and the pretrained vo-
cabulary embeddings fixed. Note that this process
still requires backpropagating gradients through the
full language model. Like fine-tuning models, we
maximize the likelihood of generating the output
sequence z.

4 Results

In Table 1, we report Overnight results across four
T5 model scales and two target representations.
In Table 2, we add constrained decoding (see Ap-
pendix A) to our best performing T5 model and
compare against previously reported Overnight re-
sults. In Table 3, we display the results of T5-large
on the three different SPIS-splits of TOPv2, and
include the BART-CopyPtr results from Chen et al.
(2020). In Table 4, we summarize the results of the
canonicalization ablation study for TOPv2.

4.1 Prompt tuning vs fine tuning

We find that prompt tuning improves over fine-
tuning for all large model configurations and tar-
get representations. On Overnight, prompt tuned
denotation accuracy exceeds fine-tuned counter-
parts by up to 5 points with T5-large and T5-xl.
For T5-small and T5-base, prompt tuning remains
competitive (within 1% average accuracy) with
fine-tuning when predicting canonical forms. On
TOPv2, prompt tuning achieves an absolute im-
provement of 15% mean accuracy over fine-tuning
on the lowest SPIS split. This performance dispar-
ity lessens when training data increases; however,
prompt tuned T5-large continues to beat its fine-
tuned counterpart by 5 points at 500 SPIS and the
BART-CopyPtr model by 1.4 points.

Our prompt tuning models outperform previ-
ously reported results on these datasets. On
Overnight, our best model—T5-xl PT with canon-
ical representations and constrained decoding—
outperforms the BART FT model of Shin et al.
(2021) by 5 accuracy points, and GPT-3 by more
than 2 points. On the 25 SPIS split of TOPv2, we
see an average improvement of more than 5 points
compared to the BART-CopyPTR of Chen et al.
(2020).

4.2 Canonical vs meaning representations

Our main finding is that prompt tuned T5 models
become better at generating meaning representa-
tions with increased model size. On Overnight, we
see the absolute difference between canonical and
meaning representations shrink from 17.5 points
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T5-xl Meaning PT Constrained 0.841 0.592 0.802 0.765 0.776 0.814 0.789 0.725 0.763
T5-xl Canonical PT Constrained 0.856 0.619 0.806 0.779 0.824 0.830 0.822 0.793 0.791

BART† Meaning FT Constrained 0.834 0.499 0.750 0.619 0.739 0.796 0.774 0.620 0.704
BART† Canonical FT Constrained 0.864 0.554 0.780 0.672 0.758 0.801 0.801 0.666 0.737

GPT-2† Meaning FT Constrained 0.760 0.479 0.736 0.571 0.645 0.699 0.660 0.606 0.644
GPT-2† Canonical FT Constrained 0.836 0.540 0.766 0.666 0.715 0.764 0.768 0.623 0.710

GPT-3† Canonical Context Constrained 0.859 0.634 0.792 0.741 0.776 0.792 0.840 0.687 0.765

GPT-3†∗ Meaning Context Constrained 0.680 0.530 0.680 0.580 0.630 0.750 0.780 0.630 0.657
GPT-3†∗ Canonical Context Constrained 0.800 0.620 0.820 0.710 0.790 0.840 0.890 0.720 0.774

Table 2: Constrained denotation accuracy for all models on the Overnight dataset. For each domain, we report the
average over 5 runs trained on randomly sampled splits of 200 examples. † denotes results reported by Shin et al.
(2021). ∗ indicates performance on subsampled test set.

SPIS Model Method Reminder Weather Average

10 T5-large FT 0.392 0.579 0.486
PT 0.567 0.700 0.634

25 BART-CopyPtr FT 0.557 0.716 0.637
T5-large FT 0.502 0.683 0.593

PT 0.642 0.739 0.691

500 BART-CopyPtr FT 0.719 0.849 0.784
T5-large FT 0.649 0.846 0.748

PT 0.749 0.847 0.798

Table 3: Average exact match accuracies (5 runs) for dif-
ferent low-resource splits of the TOPv2 dataset. BART-
CopyPtr results from Chen et al. (2020).

for T5-small to 3.4 points for T5-xl (Table 1). This
gap shrinks another 18% to 2.8 points when we
apply constrained decoding to T5-xl (Table 2). By
contrast, Shin et al. (2021) reports an 11.7 point
difference when prompting GPT-3. For our fine-
tuning baselines, we observe a small performance
gap of 4 points across target representations for
BART and T5-xl, while we observe no gap for
T5-small, T5-base, and T5-large models.

In our TOPv2 experiments we find similar ev-
idence of large T5 model flexibility for generat-
ing sequences far from the training distribution.
In particular, for our most intrusive canonicaliza-
tion scheme Out-of-Vocab, which adds novel
tokens to the vocabulary and leaves these embed-
dings un-trained, we find no significant reduction
in performance for T5-large across all data resource
levels. T5-small, in comparison, sees almost a 50%
drop in performance relative to no canonicaliza-
tion (None) at the 10 SPIS level and continues to
underperform by 33 % at the 500 SPIS level.

Interestingly, we find that In-Vocab drasti-
cally reduces performance for T5-small at the 10
SPIS level—30.9% vs. 43.4% for None—but
slightly outperforms it at 500 SPIS. We speculate
that In-Vocab effectively anonymizes the ontol-

None Simplified In-Vocab Out-of-Vocab

SPIS Sm. Lg. Sm. Lg. Sm. Lg. Sm. Lg.

10 0.43 0.70 0.31 0.66 0.45 0.64 0.23 0.69
25 0.56 0.74 0.51 0.73 0.55 0.71 0.27 0.70
500 0.72 0.85 0.72 0.85 0.72 0.85 0.48 0.83

Table 4: Exact match accuracies (3 runs) on TOPv2
Weather domain for different meaning representation
canonicalization choices (bold indicates best exact
match accuracy at that resource level), Sm. and Lg.
refer to T5-small and T5-large, respectively.

ogy tokens, obscuring information that is useful
for prediction. In low-data regimes there is not
enough training data to learn the semantics of these
anonymized tokens, whereas with enough data this
problem vanishes.

5 Conclusion

We find that prompt tuning is an effective method
for adapting language models to the semantic pars-
ing task. Prompt tuning significantly outperforms
fine-tuning in low-data regimes, and remains com-
petitive in the fully supervised setting. We further-
more find that while canonicalizing meaning rep-
resentations can slightly improve performance, the
disparity between target representations decreases
when prompt tuning larger T5 models. This re-
sult differs from previous work (Shin et al., 2021)
which suggested that pre-trained LMs are much
better equipped to output canonical than meaning
representations. However, a significant limitation
of prompt tuning is that it takes more time to con-
verge than fine-tuning. We believe one fruitful di-
rection for future research is to find ways to reduce
the compute required to prompt tune.
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6 Ethical Considerations and Limitations

There are two main limitations of this work. The
first is the limited analysis of the learned prompts.
While concurrent work has shown that interpreting
prompts is a difficult task, it is still an important
consideration and left for future work (Khashabi
et al., 2021). Secondly, training prompts on mean-
ing representations requires substantially more
compute than fine-tuning. This may exacerbate
inequalities in regions where access to data and
compute are similarly limited (Ahia et al., 2021).
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A Models

Here we provide all model details and hyperpa-
rameters to reproduce our results. We experiment
with BART and T5 (Lewis et al., 2020; Raffel
et al., 2020), two large pre-trained encoder-decoder
language models. BART is trained on the same
160GB text dataset used to train RoBERTa (Lewis
et al., 2020) with a denoising objective. There are
two size configurations (BART-base, BART-large)
and we experiment only with the 406M parameter
BART-large on the Overnight dataset. T5 is trained
on the 750GB C4 dataset (Raffel et al., 2020) with
a de-noising objective. We use the T5-v1.1 check-
points from Lester et al. (2021) that were trained
for an additional 100K steps with the Prefix-LM
objective. T5-v1.1 has five configurations at vari-
ous scales: small, base, large, xl, xxl which have
60M, 220M, 770M, 3B, and 11B parameters, re-
spectively. Here, we experiment with models up to
T5-xl. All experiments were run with PyTorch (v.
1.8.1) and the Huggingface Transformers (v. 4.8.2)
library (Paszke et al., 2019; Wolf et al., 2020).

Fine-tuning baseline We compare against base-
lines that fine-tune all parameters of BART and T5.
We train the T5 models with AdaFactor (Shazeer
and Stern, 2018) and BART with Adam (Lewis
et al., 2020; Kingma and Ba, 2015). On TOPv2,
we use a learning rate of 10−4 and batch size of
128. On Overnight, we use a learning rate of 10−3

and a batch size of 64 across all sizes of T5. On
both datasets, we train for 5000 epochs and perform
model selection by early stopping on the validation
set.

Prompt tuning We follow the prompt tuning pro-
cedure proposed by Lester et al. for T5. We use 150
prompt tokens for all model sizes with a learning
rate of 0.3 optimized with AdaFactor. We train for
5000 epochs on most domains, although it some-
times took as many as 20000 epochs to converge on
the low-resource splits. Like the fine-tuned base-
line, we perform model selection with best exact
match accuracy on the validation set. We apply
the same method to BART and found that it did
not converge under a number of hyperparameter
configurations. We therefore exclude prompt tuned
BART models from our results1.

1Li and Liang also find that prompt tuning with BART is
unstable and parameterize the prefix with an MLP; we did not
attempt this setup.

Constrained Decoding We implement grammar-
constrained decoding by building a prefix tree con-
taining all canonical or meaning representations in
the dataset as in Shin et al. (2021). When doing
constrained decoding we perform a beam search
with 10 beams and use the prefix tree to look up
valid single token continuations of the decoded se-
quence.

B Results

For completeness, we provide all Overnight results
in Table 5.

B.1 Training Times
Prompt tuned parameter efficiency comes at a
cost: we find that prompt tuning takes significantly
longer to train with early stopping than does fine-
tuning. On the Overnight dataset, fine-tuned mod-
els typically took 250 epochs before validation per-
formance plateaued. Our prompt tuned models
frequently took more than 1000 epochs when pre-
dicting canonical representations, and up to 5,000
when predicting meaning representations. In Fig-
ure 3, we show example training curves for prompt
tuning and fine-tuning.

1k 2k 3k 4k

Epochs
0

0.1

0.2

0.3

0.4

Meaning

(prompt tuned)

Canonical

(prompt tuned)

Meaning

(fine-tuned)

Figure 3: Prompt and fine-tuned exact match validation
accuracy on the Overnight blocks domain. Fine-tuned
models can quickly reach peak validation accuracy re-
gardless of target representation. Prompt tuned models
can take thousands of epochs to converge when predict-
ing meaning representations.
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Model Representation Method Decoding Bask. Blo. Cal. Hou. Pub. Rec. Res. Soc. Avg

T5-small Meaning FT Unconstrained 0.767 0.454 0.685 0.608 0.640 0.698 0.691 0.581 0.641
Constrained 0.787 0.519 0.725 0.624 0.753 0.752 0.705 0.664 0.691

PT Unconstrained 0.621 0.312 0.470 0.352 0.478 0.506 0.608 0.352 0.463
Constrained 0.656 0.392 0.615 0.475 0.593 0.588 0.663 0.450 0.554

Canonical FT Unconstrained 0.775 0.466 0.721 0.616 0.665 0.673 0.636 0.568 0.640
Constrained 0.811 0.519 0.744 0.663 0.729 0.723 0.692 0.671 0.694

PT Unconstrained 0.764 0.440 0.680 0.601 0.648 0.699 0.697 0.578 0.638
Constrained 0.787 0.521 0.730 0.679 0.735 0.748 0.746 0.674 0.703

T5-base Meaning FT Unconstrained 0.769 0.455 0.717 0.612 0.670 0.713 0.714 0.587 0.655
Constrained 0.790 0.496 0.738 0.639 0.743 0.745 0.737 0.644 0.692

PT Unconstrained 0.717 0.429 0.677 0.510 0.596 0.639 0.705 0.492 0.596
Constrained 0.754 0.494 0.760 0.593 0.725 0.699 0.752 0.586 0.670

Canonical FT Unconstrained 0.800 0.466 0.736 0.642 0.711 0.694 0.696 0.597 0.668
Constrained 0.840 0.525 0.745 0.676 0.773 0.736 0.734 0.696 0.716

PT Unconstrained 0.786 0.452 0.682 0.636 0.675 0.705 0.733 0.614 0.660
Constrained 0.826 0.550 0.774 0.717 0.780 0.764 0.770 0.708 0.736

BART Meaning FT Unconstrained 0.734 0.370 0.514 0.540 0.514 0.477 0.417 0.424 0.499
Canonical FT Unconstrained 0.591 0.331 0.740 0.309 0.668 0.598 0.582 0.532 0.544

T5-large Meaning FT Unconstrained 0.777 0.432 0.690 0.639 0.709 0.729 0.723 0.590 0.661
Constrained 0.789 0.475 0.713 0.662 0.743 0.754 0.717 0.641 0.687

PT Unconstrained 0.792 0.469 0.739 0.676 0.696 0.734 0.778 0.600 0.685
Constrained 0.816 0.533 0.774 0.742 0.760 0.787 0.793 0.680 0.736

Canonical FT Unconstrained 0.793 0.458 0.760 0.658 0.678 0.727 0.715 0.581 0.671
Constrained 0.819 0.509 0.751 0.703 0.718 0.742 0.728 0.664 0.704

PT Unconstrained 0.819 0.525 0.768 0.712 0.744 0.789 0.769 0.655 0.723
Constrained 0.841 0.597 0.805 0.770 0.794 0.823 0.823 0.750 0.775

T5-xl Meaning FT Unconstrained 0.774 0.413 0.702 0.630 0.682 0.691 0.705 0.580 0.647
Constrained 0.799 0.453 0.731 0.658 0.749 0.724 0.728 0.647 0.686

PT Unconstrained 0.819 0.532 0.767 0.693 0.694 0.758 0.778 0.632 0.709
Constrained 0.841 0.592 0.802 0.765 0.776 0.814 0.789 0.725 0.763

Canonical FT Unconstrained 0.799 0.486 0.781 0.647 0.724 0.732 0.725 0.619 0.689
Constrained 0.818 0.555 0.783 0.705 0.763 0.770 0.752 0.703 0.731

PT Unconstrained 0.839 0.544 0.777 0.729 0.770 0.791 0.789 0.702 0.743
Constrained 0.856 0.619 0.806 0.779 0.824 0.830 0.822 0.793 0.791

BART Meaning FT Unconstrained 0.813 0.476 0.732 0.566 0.696 0.778 0.720 0.536 0.665
Constrained 0.834 0.499 0.750 0.619 0.739 0.796 0.774 0.620 0.704

Canonical FT Unconstrained 0.852 0.539 0.726 0.656 0.714 0.773 0.756 0.585 0.700
Constrained 0.864 0.554 0.780 0.672 0.758 0.801 0.801 0.666 0.737

GPT-2 Meaning FT Constrained 0.760 0.479 0.736 0.571 0.645 0.699 0.660 0.606 0.644
Canonical FT Constrained 0.836 0.540 0.766 0.666 0.715 0.764 0.768 0.623 0.710

GPT-3 Canonical Context Constrained 0.859 0.634 0.792 0.741 0.776 0.792 0.840 0.687 0.765

GPT-3* Meaning Context Unconstrained 0.560 0.390 0.500 0.420 0.460 0.660 0.580 0.480 0.506
Constrained 0.680 0.530 0.680 0.580 0.630 0.750 0.780 0.630 0.657

Canonical Context Unconstrained 0.760 0.460 0.680 0.560 0.580 0.740 0.740 0.550 0.634
Constrained 0.800 0.620 0.820 0.710 0.790 0.840 0.890 0.720 0.774

Table 5: Results across all model size, target representation, tuning method, and decoding method for Overnight
dataset. BART, GPT-2, and GPT-3 results results are included from Shin et al. (2021)
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Abstract

Pretrained language models are typically
trained on massive web-based datasets, which
are often “contaminated” with downstream test
sets. It is not clear to what extent models ex-
ploit the contaminated data for downstream
tasks. We present a principled method to study
this question. We pretrain BERT models on
joint corpora of Wikipedia and labeled down-
stream datasets, and fine-tune them on the rel-
evant task. Comparing performance between
samples seen and unseen during pretraining en-
ables us to define and quantify levels of mem-
orization and exploitation. Experiments with
two models and three downstream tasks show
that exploitation exists in some cases, but in
others the models memorize the contaminated
data, but do not exploit it. We show that these
two measures are affected by different factors
such as the number of duplications of the con-
taminated data and the model size. Our results
highlight the importance of analyzing massive
web-scale datasets to verify that progress in
NLP is obtained by better language understand-
ing and not better data exploitation.

1 Introduction

Pretrained language models are getting bigger
and so does their capacity to memorize data
from the training phase (Carlini et al., 2021). A
rising concern regarding these models is “data
contamination”—when downstream test sets find
their way into the pretrain corpus. For instance,
Dodge et al. (2021) examined five benchmarks and
found that all had some level of contamination in
the C4 corpus (Raffel et al., 2020); Brown et al.
(2020) flagged over 90% of GPT-3’s downstream
datasets as contaminated. Eliminating this phe-
nomenon is challenging, as the size of the pretrain
corpora makes studying them difficult (Kreutzer
et al., 2022; Birhane et al., 2021), and even dedupli-
cation is not straightforward (Lee et al., 2021). It

Figure 1: We pretrain BERT on Wikipedia along with
both the labeled training and test sets (denoted seen)
of a downstream task (e.g., SST). Then, we fine-tune
this model on the same training set for that task. We
compare performance between samples seen and unseen
during pretraining to quantify levels of memorization
and exploitation of labels seen in pretraining.

remains unclear to what extent data contamination
affects downstream task performance.

This paper proposes a principled methodology
to address this question in a controlled manner
(Fig. 1). We focus on classification tasks, where
instances appear in the pretrain corpus along with
their gold labels. We pretrain a masked language
modeling (MLM) model (e.g., BERT; Devlin et al.,
2019) on a general corpus (e.g., Wikipedia) com-
bined with labeled training and test samples (de-
noted seen test samples) from a downstream task.
We then fine-tune the model on the same labeled
training set, and compare performance between
seen instances and unseen ones, where the latter
are unobserved in pretraining. We denote the differ-
ence between seen and unseen as exploitation. We
also define a measure of memorization by compar-
ing the MLM model’s performance when predict-
ing the masked label for seen and unseen examples.
We study the connection between the two measures.
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We apply our methodology to BERT-base and
large, and experiment with three English text clas-
sification and NLI datasets. We show that exploita-
tion exists, and is affected by various factors, such
as the number of times the model encounters the
contamination, the model size, and the amount of
Wikipedia data. Interestingly, we show that memo-
rization does not guarantee exploitation, and that
factors such as the position of the contaminated
data in the pretrain corpus and the learning rate
affect these two measures. We conclude that labels
seen during pretraining can be exploited in down-
stream tasks and urge others to continue developing
better methods to study large-scale datasets. As far
as we know, our work is the first work to study the
level of exploitation in a controlled manner.

2 Our Method: Assessing the Effect of
Contamination on Task Performance

To study the effect of data contamination on down-
stream task performance, we take a controlled ap-
proach to identify and isolate factors that affect this
phenomenon. We assume that test instances appear
in the pretrain corpus with their gold labels,1 and
that the labeled training data is also found in the
pretrain corpus.2 We describe our approach below.

We pretrain an MLM model on a general corpus
combined with a downstream task corpus, contain-
ing labeled training and test examples. We split the
test set into two, adding one part to the pretrain cor-
pus (denoted seen), leaving the other unobserved
during pretraining (unseen). For example, we add
the following SST-2 instance (Socher et al., 2013):

I love it! 1 3

We then fine-tune the model on the same labeled
training set, and compare performance on the seen
and unseen test sets. As both test sets are drawn
randomly from the same distribution, differences
in performance indicate that the model exploits
the labeled examples observed during pretraining
(Fig. 1). This controlled manipulation allows us to
define two measures of contamination:

mem is a simple measure of explicit memoriza-
tion. We consider the MLM task of assigning the

1Our focus is on classification tasks, but our method can
similarly be applied to other tasks, e.g., question answering.

2We recognize that these assumptions might not always
hold; e.g., the data might appear unlabeled. Such cases, while
interesting, are beyond the scope of this paper.

3One could imagine other formats, e.g., the label coming
before (rather than after) the text. Preliminary experiments
with this format showed very similar results.

highest probability to the gold label (among the
candidate label set); given the instance text (e.g., I
love it! [MASK]). mem is defined as the dif-
ference in MLM accuracy by the pretrained model
(before fine-tuning) between seen and unseen.4

mem is inspired by recent work on factual prob-
ing, which uses cloze-style prompts to asses the
amount of factual information a model encodes
(Petroni et al., 2019; Zhong et al., 2021). Similarly
to these works, mem can be interpreted as lower
bound on memorization of contaminated labels.

expl is a measure of exploitation: the difference
in task performance between seen and unseen.
mem and expl are complementary measures for

the gains from data contamination; mem is mea-
sured after pretraining, and expl after fine-tuning.
As we wish to explore different factors that influ-
ence expl, it is also interesting to see how they af-
fect mem, particularly whether mem leads to expl
and whether expl requires mem. Interestingly, our
results indicate that these measures are not neces-
sarily tied.

Pretraining design choices Simulating language
model pretraining under an academic budget is not
an easy task. To enable direct comparisons between
different factors, we pretrain medium-sized models
(BERT-{base,large}) on relatively small corpora
(up to 600M tokens). We recognize that some of
the results in this paper may not generalize to larger
models, trained on more data. However, as data
contamination is a prominent problem, we believe
it is important to study its effects under lab condi-
tions. We hope to encourage other research groups
to apply our method at larger scales.

3 Which Factors Affect Exploitation?

We study the extent to which pretrained models
can memorize and exploit labels of downstream
tasks seen during pretraining, and the factors that
affect this phenomenon. We start by examining
how many times a model should see the contami-
nated data in order to be able to exploit it.

We pretrain BERT-base on MLM using a com-
bined corpus of English Wikipedia (60M tokens),
and increasing numbers of SST-5 copies (Socher
et al., 2013). To facilitate the large number of ex-
periments in this paper, we randomly downsample

4Other definitions of memorization, such as relative log-
perplexity of a sequence, have been proposed (Carlini et al.,
2019, 2021). As we are interested in comparing the model’s
ability to predict the correct label, we use this strict measure.
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Figure 2: SST-5 mem and expl rise under different
conditions. Left: increased number of data occurrences.
Right: increased proportion of masking the label token.

SST-5 to subsets of 1,000 training, seen and unseen
instances. We train for one epoch, due to the practi-
cal difference between the number of times the task
data appears in the corpus and the number of times
the model sees it. For example, if a contaminated
instance appears in the corpus once, but the model
is trained for 50 epochs, then in practice the model
encounters the contaminated instance 50 times dur-
ing training. Further exploration of the difference
between these two notions is found in App. A. See
App. D for experimental details. We describe our
results below.

Exploitation grows with contaminated data du-
plicates Both mem and expl levels increase in
proportion to the contaminated data, reaching 60%
mem and almost 40% expl when it appears 200
times (Fig. 2, left). This suggests a direct connec-
tion between both mem and expl and the number
of times the model sees these labels. This finding
is consistent with several concurrent works, which
show similar connections in GPT-based models.
These works study the impact of duplication of
training sequence on regeneration of the sequence
(Carlini et al., 2022; Kandpal et al., 2022), and the
effect on few-shot numerical reasoning (Razeghi
et al., 2022). One explanation for this phenomenon
is the increase in the expected number of times la-
bels are masked during pretraining.5 To check this,
we pretrain BERT-base with 100 copies of SST-5
and varying probabilities of masking the label. Our
results (Fig. 2, right) show that the higher this prob-
ability, the higher mem and expl values. These
results motivate works on deduplication (Lee et al.,
2021), especially considering that casual language
models (e.g., GPT; Radford et al., 2019) are trained
using next token prediction objective, and so every
word in its turn is masked.

In the following, we fix the number of con-
taminated data copies to 100 and modify other

5Following BERT, we mask each token with 15% chance.

Figure 3: mem and expl of BERT-{base,large} on dif-
ferent tasks. We increase the size of clean data while
fixing the amount of contaminated data.6 expl values
are averaged across ten random trials, shaded area corre-
sponds to one SD. Dotted lines are mem/expl baselines
of BERT-{base,large} pretrained on uncontaminated
data.

conditions—the size of the Wikipedia data and the
model size (base/large). We also experiment with
two additional downstream tasks: SST-2 and SNLI
(Bowman et al., 2015). All other experimental de-
tails remain the same. Fig. 3 shows our results.

Memorization does not guarantee exploitation
Perhaps the most interesting trend we observe is
the connection between mem and expl. Low mem
values (10% or less) lead to no expl, but higher
mem values do not guarantee expl either. For ex-
ample, training BERT-base with 600M Wikipedia
tokens and SST-5 data leads to 15% mem level, but
less than 1% expl. These results indicate the mem
alone is not a sufficient condition for expl.

Model and corpus sizes matter Across all three
datasets and almost all corpora sizes, mem levels
of BERT-large are higher then BERT-base. This
is consistent with Carlini et al. (2021)’s findings
that larger models have larger memorization ca-
pacity. Also, we observe that mem levels (though
not necessarily expl) of SST-5 are consistently
higher compared to the other datasets. This might
be due to the fact that it is a harder dataset (a 5-label
dataset, compared to 2/3 for the other two), with
lower state-of-the-art results, so the model might
have weaker ability to capture other features.

Much like memorization, exploitation is also
affected by the size of the model, as well as the
amount of additional clean data. We observe
roughly the same trends for all three datasets, but
not for the two models. For BERT-base, 2–6%
expl is found for low amounts of clean data, but

6Training of BERT-large models with 60M tokens did not
converge, therefore they are not presented.
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Figure 4: SST-5 mem and expl when contamination is
inserted in different stages of pretraining, using a linear
learning rate decay, and a constant learning rate.

gradually decreases. For BERT-large, the trend is
opposite: expl is observed starting 300M and con-
tinues to grow with the amount of external data, up
to 2–4%. This indicates that larger models benefit
more from additional data.

We next explore other factors that affect expl.
Unless stated otherwise, we use BERT-base (60M
Wikipedia tokens, 100 copies of SST-5).

Early contamination leads to high exploitation
Does the position of the contaminated data in the
pretraining corpus matter? To answer this, we pre-
train the model while inserting contaminated data
in different stages of pretraining: at the beginning
(in the first third), the middle, or the end. Our re-
sults (Fig. 4, left) show that early contamination
leads to high expl (up to 17%), which drops as
contamination is introduced later.7 In contrast, the
highest mem levels appear when contamination is
inserted in the middle of the training. We also ob-
serve that in early contamination mem levels are
lower then expl. This is rather surprising, since
the model has certain level of memorization of the
labels (as expressed by expl), but it does not fully
utilize these memories in the MLM task of mem.
This suggests that in early contamination, the lower
bound that mem yields on memorization is not tight.
The model might have an “implicit” memories of
the labels, which are not translated to gains in the
MLM task of predicting the gold label (mem). Dis-
tinguishing between implicit and explicit memory
of LMs is an important question for future work.

We note that different stages of training also
yield different learning rates (LRs). In our exper-
iments we follow BERT, using linear LR decay
with warmup. We might expect instances observed
later, with lower LR, to have a smaller affect on the
model’s weights, thus less memorized. Fig. 4 (left)
indeed shows that late contamination leads to no

7Other datasets show a similar trend, see Fig. 6, App. C.

Figure 5: SST-5 mem and expl values drop as the
pretraining batch size increases.

expl (though mem levels remain relatively high).
To separate the LR from the contamination timing,
we repeat that experiment with a constant LR of
2.77e-5 (midway of the linear decay). Fig. 4 (right)
shows that in the last stage, both measures increase
compared to the LR decay policy. As the LR is con-
stant, this indicates that both LR and contamination
timing might affect label memorization.

Large batch size during pretraining reduces ex-
ploitation Similar to learning rate, the batch size
can also mediate the influence that each instance
has on the models weights. We pretrain BERT-base
several times with increasing batch sizes.8 Our
experiments show that as we decrease the batch
size, both measures increases (Fig. 5). In the ex-
treme case of batch size=2, mem reaches 49%, and
expl reaches 14%. This phenomenon might be
explained by each training instance having a larger
impact on the gradient updates with small batches.

A good initialization matters Carlini et al.
(2019) showed that memorization highly depends
on the choice of hyperparameters. We observe a
similar trend—expl depends on the random seed
used during fine-tuning. These results are also
consistent with prior work that showed that fine-
tuning performance is sensitive to the selection of
the random seed (Dodge et al., 2020). Careful in-
vestigation reveals that some random seeds lead
to good generalization, as observed by unseen per-
formance, while others lead to high exploitation:
When considering the top three seeds (averaged
across experiments) for expl—two out of those
seeds are also in the worst three seeds for general-
ization. This indicates a tradeoff between general-
ization and exploitation. Future work will further

8We update after each batch (no gradient accumulation).
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study the connection between these concepts. To
support such research, we publicly release our ex-
perimental results.9

4 Related Work

Memorization in language models has been ex-
tensively studied, but there is far less research on
data contamination and the extent models exploit
the contamination for downstream tasks. Most re-
lated to our work is Brown et al. (2020)’s post-hoc
analysis of GPT-3’s contamination. They showed
that in some cases there was great difference in
performance between ‘clean’ and ‘contaminated’
datasets, while in others negligible. However, they
could not perform a controlled experiment due to
the high costs of training their models. As far as
we know, our work is the first work to study the
level of exploitation in a controlled manner.

Several concurrent works explored related ques-
tions on memorization or utilization of training in-
stances. These works mostly use GPT-based mod-
els. Carlini et al. (2022) showed that memorization
of language models grows with model size, training
data duplicates, and the prompt length. They fur-
ther found that masked language models memorize
an order of magnitude less data compared to causal
language model. This finding hints that exploita-
tion levels might be even higher on the latter. Kand-
pal et al. (2022) showed that success of privacy at-
tacks on large language models (as the one used in
Carlini et al., 2021) is largely due to duplication in
commonly used web-scraped training sets. Specif-
ically, they found that the rate at which language
models regenerate training sequences is superlin-
early related to a duplication of the sequence in the
corpus. Lastly, Razeghi et al. (2022) examined the
correlations between model performance on test
instances and the frequency of terms from those in-
stances in the pretraining data. They experimented
with numerical deduction tasks and showed that
models are consistently more accurate on instances
whose terms are more prevalent.

5 Discussion and Conclusion

We presented a method for studying the extent
to which data contamination affects downstream
fine-tuning performance. Our method allows to
quantify the explicit memorization of labels from

9https://github.com/schwartz-lab-NLP/
data_contamination

the pretraining phase and their exploitation in fine-
tuning. Recent years have seen improvements in
prompt-based methods for zero- and few-shot learn-
ing (Shin et al., 2020; Schick and Schütze, 2021;
Gu et al., 2021). These works argue that masked
language models have an inherent capability to per-
form classification tasks by reformulating them as
fill-in-the-blanks problems. We have shown that
given that the language model has seen the gold
label, it is able to memorize and retrieve that label
under some conditions. Prompt-tuning methods,
which learn discrete prompts (Shin et al., 2020) or
continuous ones (Zhong et al., 2021), might latch
on to the memorized labels, and further amplify
this phenomenon. This further highlights the im-
portance of quantifying and mitigating data con-
tamination.
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Swayamdipta, Kyle Lo, Iz Beltagy, Doug Downey,
and Noah A. Smith. 2020. Don’t stop pretraining:
Adapt language models to domains and tasks. In
Proceedings of the 58th Annual Meeting of the
Association for Computational Linguistics, pages
8342–8360, Online. Association for Computational
Linguistics.

Nikhil Kandpal, Eric Wallace, and Colin Raffel. 2022.
Deduplicating training data mitigates privacy risks in
language models. arXiv preprint arXiv:2202.06539.

Julia Kreutzer, Isaac Caswell, Lisa Wang, Ahsan Wahab,
Daan van Esch, Nasanbayar Ulzii-Orshikh, Allah-
sera Tapo, Nishant Subramani, Artem Sokolov, Clay-
tone Sikasote, Monang Setyawan, Supheakmungkol
Sarin, Sokhar Samb, Benoît Sagot, Clara Rivera, An-
nette Rios, Isabel Papadimitriou, Salomey Osei, Pe-
dro Ortiz Suarez, Iroro Orife, Kelechi Ogueji, An-
dre Niyongabo Rubungo, Toan Q. Nguyen, Math-
ias Müller, André Müller, Shamsuddeen Hassan
Muhammad, Nanda Muhammad, Ayanda Mnyak-
eni, Jamshidbek Mirzakhalov, Tapiwanashe Matan-
gira, Colin Leong, Nze Lawson, Sneha Kudugunta,
Yacine Jernite, Mathias Jenny, Orhan Firat, Bonaven-
ture F. P. Dossou, Sakhile Dlamini, Nisansa de Silva,
Sakine Çabuk Ballı, Stella Biderman, Alessia Bat-
tisti, Ahmed Baruwa, Ankur Bapna, Pallavi Baljekar,
Israel Abebe Azime, Ayodele Awokoya, Duygu Ata-
man, Orevaoghene Ahia, Oghenefego Ahia, Sweta
Agrawal, and Mofetoluwa Adeyemi. 2022. Quality
at a Glance: An Audit of Web-Crawled Multilingual
Datasets. Transactions of the Association for Com-
putational Linguistics, 10:50–72.

Katherine Lee, Daphne Ippolito, Andrew Nystrom,
Chiyuan Zhang, Douglas Eck, Chris Callison-
Burch, and Nicholas Carlini. 2021. Deduplicat-
ing training data makes language models better.
arXiv:2107.06499.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
RoBERTa: A robustly optimized bert pretraining ap-
proach. arXiv:1907.11692.

Ilya Loshchilov and Frank Hutter. 2019. Decoupled
weight decay regularization. In 7th International
Conference on Learning Representations, ICLR 2019,
New Orleans, LA, USA, May 6-9, 2019. OpenRe-
view.net.

Fabio Petroni, Tim Rocktäschel, Sebastian Riedel,
Patrick Lewis, Anton Bakhtin, Yuxiang Wu, and
Alexander Miller. 2019. Language models as knowl-
edge bases? In Proceedings of the 2019 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing and the 9th International Joint Conference
on Natural Language Processing (EMNLP-IJCNLP),
pages 2463–2473, Hong Kong, China. Association
for Computational Linguistics.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2019. Language
models are unsupervised multitask learners.

Colin Raffel, Noam Shazeer, Adam Roberts, Kather-
ine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J. Liu. 2020. Exploring the
limits of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research,
21(140):1–67.

Yasaman Razeghi, Robert L Logan IV, Matt Gardner,
and Sameer Singh. 2022. Impact of pretraining term
frequencies on few-shot reasoning. arXiv preprint
arXiv:2202.07206.

162



Timo Schick and Hinrich Schütze. 2021. It’s not just
size that matters: Small language models are also few-
shot learners. In Proceedings of the 2021 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, pages 2339–2352, Online. Association
for Computational Linguistics.

Taylor Shin, Yasaman Razeghi, Robert L. Logan IV, Eric
Wallace, and Sameer Singh. 2020. AutoPrompt: Elic-
iting Knowledge from Language Models with Auto-
matically Generated Prompts. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 4222–4235,
Online. Association for Computational Linguistics.

Richard Socher, Alex Perelygin, Jean Wu, Jason
Chuang, Christopher D. Manning, Andrew Ng, and
Christopher Potts. 2013. Recursive deep models for
semantic compositionality over a sentiment treebank.
In Proceedings of the 2013 Conference on Empiri-
cal Methods in Natural Language Processing, pages
1631–1642, Seattle, Washington, USA. Association
for Computational Linguistics.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Remi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander Rush. 2020. Trans-
formers: State-of-the-art natural language processing.
In Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38–45, Online. Association
for Computational Linguistics.

Tianyi Zhang and Tatsunori B. Hashimoto. 2021. On the
inductive bias of masked language modeling: From
statistical to syntactic dependencies. In Proceedings
of the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 5131–5146,
Online. Association for Computational Linguistics.

Zexuan Zhong, Dan Friedman, and Danqi Chen. 2021.
Factual probing is [MASK]: Learning vs. learning
to recall. In Proceedings of the 2021 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, pages 5017–5033, Online. Association
for Computational Linguistics.

A Two Notions of “Occurences”

As noted in Sec. 3, the number of times an instance
appears in the corpus is a different notion than the
number of times the model sees it during training.
The latter also takes into account the number of
training epochs. For example, if an instance ap-
pears in the corpus once, but the model is trained
for 50 epochs, than practically the model sees it 50

epochs appears seen expl

1 10 10 2.07%
5 10 50 6.87%

Table 1: expl results of two models which were trained
on corpus with 10 contaminated SST-5 appearances.

epochs appears seen expl

5 10 50 6.87%
1 50 50 7.73%

Table 2: expl results of two models which were saw
the contamination 50 times.

times. In the field on memorization and data con-
tamination, it is mostly common to report the num-
ber of times an instance appears in the corpus (Car-
lini et al., 2021; Brown et al., 2020). However, the
following experiments emphasizes the importance
of accounting for the number of times a sample is
seen. In the first experiment we fix the number of
times the contamination appears in the corpus (10
copies), and change the number of times it is seen.
We do so by performing second-stage-pretraining
(Gururangan et al., 2020; Zhang and Hashimoto,
2021) on a combined corpus of Wikipedia and 10
copies of SST-5. We train one model for one epoch,
and the other for 5 epochs. Results are shown in
Tab. 1. In the second experiment we fix the number
of times the model sees SST-5, and change the num-
ber of times it appears in the corpus. We do so by
performing second-stage-pretraining for one epoch
on a combined corpus of Wikipedia and changing
number of copies of SST-5. Results are shown in
Tab. 2.

We observe that expl levels of the models
which saw the contamination 50 times are rather
similar. On the contrary, expl levels of the model
which saw the data 10 times is 5% lower. These
results indicate the number of times contamina-
tion is seen during training have great influence on
expl. In the main experiments presented in this
paper we train for one epoch in order to eliminate
the difference between the two notion (appears vs.
seen).

B Same Ratio, Different expl

In Sec. 3 we have seen the expl and mem grows
with the number of contamination occurrences in
the corpus. One explanation for the results in is that
the rising ratio between the contaminated corpus
and the full corpus leads to increased mem. We
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conduct experiments in which we keep the ratio
between the two fixed while increasing their abso-
lute sizes. We keep constant ratio of 1:10 between
the number of instances (in Wikipedia set we con-
sider lines as instances) in the datasets. To do so,
we adjust both the size of Wikipedia and the du-
plications of SST-5 train and seen test sets in the
corpus. For example, to achieve total corpus sized
1M we use 9k instances from Wikipedia and 50
copies of SST-5 (which yields 1k samples). We
focus on BERT-base and SST-5 task and follow
the basic experiment setup and hyperparameters of
our main experiments (Sec. 3). Our results (Fig. 7)
show that this manipulation leads to increased mem,
indicating the importance of the total number of
occurrences of the task data.

C Position of Contamination Matters

We pretrain BERT-base model while inserting con-
taminated data in different stages of pretraining.
We discuss the experiment in Sec. 3. Results on
SST-2 and SNLI can be found in Fig. 6.

Figure 6: mem and expl when contamination is in-
serted in different stages of pretraining, using a linear
learning rate decay, and a constant learning rate.

D Experimental Details

Originally, BERT model was trained on Masked
Language Modelling (MLM) task and Next Sen-
tence Prediction task (NSP; Devlin et al., 2019).
However, Liu et al. (2019) showed that removing
the NSP loss does not impact the downstream task
performance substantially. Therefore we pretrain
both BERT models (-base and -large, both uncased)
on the MLM task only.

Figure 7: Keeping same ratio of 1:10 between contami-
nated data to total corpus by increasing both the number
of SST-5 copies and the size of Wikipedia.

Wikipedia Data We extracted and pre-
processed the April 21’ English Wikipedia dump.
We used the wikiextractor tool (Attardi, 2015). In
order to measure the effect of contamination when
contaminated data is shuffled across the pretraining
corpus, we divided clean Wikipedia text into lines
(instances which were originally separated by new
line symbol).

Experimental Details for Sec. 3 All models
were trained with the following standard proce-
dure and hyperparameters. Specific experimental
adjustments will be discussed later. We pretrained
BERT models using huggingface’s (Wolf et al.,
2020) run_mlm script for masked language model-
ing. We used heads sized 64 (calculated as: hidden
dimension divided by the number of heads) with
standard architecture as implemented in transform-
ers library. We used a combined corpus of 60M
tokens of Wikipedia along with 100 copies of the
downstream corpus. Due to computational limi-
tations, we limited the training sequences to 128
tokens. We pretrained for 1 epoch and used batch
size of 32 to fit on 1 GPU. We trained with a learn-
ing rate of 5e-5. We apply linear learning rate
warm up for the first 10% steps of pretraining and
linear learning rate decay for the rest. We fine-tune
the models on 1,000 samples of the downstream
corpora (SST-2, SST-5 and SNLI).

We fine-tune for 3 epochs using batch size of
8. We use AdamW (Loshchilov and Hutter, 2019)
optimizer with learning rate of 2e-5 and default pa-
rameters: β1 = 0.9, β2 = 0.999, ϵ = 1e-6, with bias
correction and without weight decay. We average
the results over ten random trials. As baselines we
use pretrained BERT-base and BERT-large and fine-
tune them as described above. Accuracy results on
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the unseen test sets are shown in Tab. 3.

task size 60M 150M 300M 450M 600M baseline

SST-5
base 34.07 34.18 35.57 35.76 37.05 45.35
large 33.76 32.93 34.3 37.1 48.28

SST-2
base 72.26 74.78 75.96 75.17 76.5 87.15
large 70.49 73.5 73.76 73.85 89.29

SNLI
base 46.66 48.65 54.53 57.17 58.16 68
large 47.58 49.61 55.53 59.05 67.11

Table 3: Accuracy of unseen test set for main experi-
ment in Sec. 3.

In the experiment of contamination in different
stages of training, we divided the entire corpus
(clean and contaminated) into 3 equal size sections,
making sure that all the contaminated data appears
entirely in one of those sections. We disabled the
random sampler and shuffled each section individu-
ally. We refer to the sections as ‘first’, ‘middle’ and
‘last’ according to the order they appear in train-
ing. All our experiments were conducted using the
following GPUs: RTX 2080Ti, Quadro RTX 6000,
A10 and A5000.

Experimental Details for App. A We conducted
second-stage-pretraining by continuing to update
BERT-base weights. We used batch size of 32 and
learning rate of 5e-5. Learning rate scheduling, op-
timization and fine-tuning are the same as standard
procedure described above.
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Abstract
Annotation errors that stem from various
sources are usually unavoidable when perform-
ing large-scale annotation of linguistic data. In
this paper, we evaluate the feasibility of using
the Transformer model to detect various types
of annotator errors in type-based morphologi-
cal datasets that contain inflected word forms.
We evaluate our error detection model on four
languages by injecting three different types of
artificial errors into the data: (1) typographic
errors, where single characters in the data are
inserted, replaced, or deleted; (2) linguistic con-
fusion errors where two inflected forms are sys-
tematically swapped; and (3) self-adversarial
errors where the Transformer model itself is
used to generate plausible-looking, but erro-
neous forms by retrieving high-scoring predic-
tions from a Transformer search beam. Results
show that the model can with perfect, or near-
perfect recall detect errors in all three scenarios,
even when significant amounts of the annotated
data (5%-30%) are corrupted on all languages
tested. Precision varies across the languages
and types of errors, but is high enough that the
model can reliably be used to flag suspicious
entries in large datasets for further scrutiny by
human annotators.

1 Introduction

Deep learning models have been responsible for
state-of-the-art performance in many tasks involv-
ing morphological generation and analysis (Devlin
et al., 2019; Raffel et al., 2019; Cotterell et al.,
2016; Vylomova et al., 2020). However, to reach
adequate performance, large amounts of labeled
examples are usually required for training (Cot-
terell et al., 2017; Silfverberg et al., 2017; Liu
and Hulden, 2021b). Annotation of morpholog-
ical data is particularly expensive since it requires
both domain and language expertise (McCarthy
et al., 2020). Manual correction and quality control
of annotated data adds to the cost (van Halteren,
2000). In light of this, we evaluate the feasibility of

using a deep learning model to automatically detect
annotation errors with the goal of reducing the cost
of annotation correction and quality control.

Earlier work on annotation error detection has
largely been non-neural and focused on other types
of annotation, such as part-of-speech (POS) tag-
ging (van Halteren, 2000; Kvĕtoň and Oliva, 2002;
Dickinson and Meurers, 2003; Loftsson, 2009),
syntactic parsing (Eskin, 2000; Ambati et al., 2011),
or semantic labeling (Dickinson and Lee, 2008).
A neural model error detector— an LSTM-based
tagger—has been used by Rehbein and Ruppen-
hofer (2017) to detect POS tagging errors.

In this paper, we propose a method to apply a
Transformer model (Vaswani et al., 2017) to detect
annotation errors in morphological data. In order
to evaluate the method, we simulate errors by in-
troducing artificial perturbations to our annotated
data, which are generated in three different ways
to simulate different types of annotation errors. Ex-
perimental results show that the Transformer model
can detect annotation errors in morphological data
very effectively, even when the datasets contain a
high percentage of erroneous forms.

2 Experiments

2.1 Data

We use data from four languages in the UniMorph
project (Kirov et al., 2018) for experiments. The
data has been vetted and used in multiple SIG-
MORPHON shared tasks (Cotterell et al., 2016,
2017, 2018; McCarthy et al., 2019; Vylomova et al.,
2020). Therefore, we expect very few erroneous
entries in this dataset. The data is organized into
inflection tables where each slot in an inflection
table is given as a tab-separated (lemma, inflected
form, morphosyntactic tag) triple, as shown in the
left chart in Figure 1.

Language choice The four languages—Finnish,
German, Russian and Spanish—represent differ-
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1

Paradigm size: m = 5
Number of  inflection tables: n
Number of  inflection models: m
The jth slot of  the ith inflection table: (i, j)

Figure 1: Illustration of the leave-n-out training and evaluation data split setup. We systematically leave out one slot
in each inflection table for evaluation, and use the remaining slots to train one particular inflection model. For each
inflection model, we rotate which slot is left out. The number of models we train is the same as the corresponding
paradigm size.

ent morphological complexities and challenges.
German and Russian nouns have relatively small
paradigm sizes, while Spanish and Finnish verbs
have large paradigms; the paradigm size of Finnish
nouns and German verbs is somewhere in between.
Finnish has an agglutinative inflectional system
with a large paradigm size, especially for verbs.
Though German inflection tables are not particu-
larly large, characteristic of the language are the
many cases of syncretism in each inflection table.
Spanish verbs have a large paradigm size, but the in-
flection is quite regular. Russian has a fusional mor-
phological system and is written in Cyrillic script
whereas the other three languages use Latin script.
An additional reason for our particular choice of
languages has been to provide a range of difficulty
for neural models—German has consistently been
among the most difficult languages to inflect in the
SIGMORPHON shared tasks; Finnish and Russian
have been of intermediate difficulty, and Spanish
has been consistently ‘easy’. Further, by limiting
ourselves to languages that have been used in mul-
tiple shared tasks, we assure—importantly—that
the gold data for our experiments is itself largely
error-free, something which is not obviously the
case for many other languages in UniMorph.

Language POS Paradigm Size Table Count Total Examples Accuracy
m n x

German N 8 160 1,280 0.9664
Russian N 12 240 2,880 0.9625
Finnish N 28 140 3,920 0.9959
German V 29 145 4,205 0.9919
Finnish V 141 141 19,881 0.9896
Spanish V 70 70 4,900 0.9980

Table 1: Basic data information. The last column
presents the Transformer inflection model performance
(average accuracy) when no artificial error is inserted.

2.2 Experiment setup
Inflection model The Transformer (Vaswani
et al., 2017) is the current state-of-the-art model ar-
chitecture for morphological inflection generation,
even when the amount of training data is limited
(Vylomova et al., 2020; Liu and Hulden, 2020a,b,
2021a,b; Moeller et al., 2020, 2021; Wu et al., 2021;
Liu, 2021); we therefore adopt this architecure in
all experiments.1

Applying the Transformer to detect morpholog-
ical data errors The core intuition behind our
error detection model is that we train inflection gen-
eration models on a subset of the inflected forms
in our total dataset, and then apply these models

1We implement all models in FAIRSEQ (Ott et al., 2019)
and the hyperparameter setting follow Liu and Hulden (2020a)
exactly.
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(a) Artificial Error I

(b) Artificial Error II

(c) Artificial Error III

Figure 2: Model performance on adding different types of artificial errors. In each group, the bars from left to
right show results for introducing an increasingly larger amount of artificial errors. Accuracy (acc) is the inflection
model performance. Precision (p), recall (r) and F1-score (f1) evaluate the effectiveness of error detection with the
inflection model. p, r and f1 are not applicable when no artificial error, i.e. 0%, is introduced.

to generate precisely those inflected forms that the
inflection models have not been trained on. If a
model’s prediction for these forms disagrees with

the corresponding held-out annotated form, we flag
that particular annotated form as a potential error.
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Preliminary experiment and data split
Throughout our experiments, we use complete
inflection tables for our labeled data. Moreover,
the dataset is a small subset of the UniMorph
tables, ranging from 70 tables (Spanish verbs) to
240 (Russian nouns). The reason for limiting the
data is twofold. First, we want to ensure that error
detection is feasible with datasets significantly
smaller than large projects such as UniMorph.
Secondly, before our actual error detection
experiment, we want to verify that the Transformer
model is powerful enough to reconstruct, with high
accuracy, single unseen (or potentially erroneous)
forms in the data.

We use a leave-n-out cross-validation setup
to split the data for training and evaluating the
model before attempting to perform error detec-
tion. Specifically, as illustrated in Figure 1, we
systematically leave one slot out in each inflection
table for evaluation and use the remaining slots to
train one particular inflection model. For each such
model, we rotate which slot is left out. The number
of models we train for each POS of a language
is thus the same as the corresponding paradigm
size, m. The evaluation data size for each model is
n, the same as the number inflection tables in the
data, and the training data size for each model is
m×n−n. Each model is thus trained to make pre-
dictions for slots it has not witnessed—one missing
slot per table—and the union of all models’ predic-
tions cover all the slots. Table 1 shows the accuracy
when using the m models to perform an artificial
reconstruction of “unseen forms”. For example, we
train m = 8 inflection models for German nouns,
each model is trained on 1,120 (8 × 160 − 160)
slots and evaluated on n = 160 slots.

Generating artificial errors We now simulate
noisy annotation data by injecting artificial errors
into the above dataset in three different ways before
training models. The first method generates artifi-
cial errors (Artificial Error I) to mimic typographic
errors by inserting, replacing or deleting a single
character in an inflected word form. The second
error model simulates annotator confusion by swap-
ping two randomly sampled slots with different in-
flected forms in a randomly chosen inflection table,
denoted as Artificial Error II. The third type of ar-
tificial error, Artificial Error III, is self-adversarial
to generate plausible-looking noise: we first train a
single Transformer inflection model with the com-
plete data for each POS of a language, then apply

it to predict inflected forms for slots it has been
trained on. We use beam search at decoding time
and pick out the second best (but erroneous) pre-
diction to represent a noisy inflected form. This
self-adversarial approach gives us incorrect word
forms which are however very close to the ground
truth inflected word forms. We hypothesize that
such errors are more difficult to identify than the
others.

Erroneous inflected forms of each type are intro-
duced to the original data at different error rates:
0.5%, 1%, 5%, 15%, 20%, 25% and 30% (of all
forms).

Evaluation metrics We evaluate the error detec-
tion model w.r.t. accuracy, i.e. the ratio of correctly
predicted forms vs. all predicted forms and also
precision, recall, and F1-score.

3 Results and Discussion

Figure 2 provides a summary of the experiment
results, plotting the accuracy, precision, recall, and
F1-score for each POS of each language, averaged
across the m models after adding Artificial Errors
I, II, III at different amounts, respectively. Detailed
numbers are provided in Table 2 in the appendix.

We observe that the accuracy of the model de-
creases as more word erroneous forms are added,
but is still high overall. This indicates that the leave-
n-out training strategy is robust to noise in the data.
For every type of artificial error, the recall is 1.0
or very close to 1.0 after varying amounts of noise
is injected. In other words, the model can identify
all, or nearly all the artificial errors we introduce,
even when a large amount of noise is mixed into
the gold data. The precision increases (from a low
of 0.11 to a high of 0.95) as more errors are added,
indicating that a reasonably small amount of false
positives would be produced by the model. (See
Table 3 in the appendix for detailed counts.)

As such, if an annotator were to manually cor-
rect the forms flagged by the model, all erroneous
annotations would be corrected and the annotator
should not be frustrated by vetting a large number
of already-correct annotations. To illustrate this,
consider the average precision (0.43) for all six
datasets with Artificial Error type I (typos) where
1% of the forms are corrupted—a plausible sce-
nario in an annotation project. Under such assump-
tions, our model would present flagged forms in
a dataset for vetting to an annotator, and, indeed,
nearly half of these flagged forms would be true
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errors, and no errors would be undetected (since
the recall is 1.0).

However, we observe that the worst case (e.g.
lowest F1 scores on average) where the annotation
error detection model performs is the second type
of artificial error. In this type of error, we consis-
tently switched a portion of slots. The worst error
detection model performance on this type of er-
ror points to the limitation of the annotation error
detection method we propose: it cannot detect con-
sistent errors if the errors in question are present
in a large portion of the data; for example, in the
extreme case that all the forms in the paradigm
carry the same error, it is impossible for the in-
flection model to learn the ground-truth inflection.
Another shortcoming of our proposed approach is
that it requires relatively complete inflection tables,
which are expensive to annotate as to expertise and
effort. Future work is needed to evaluate whether
the method works when there are slots missing in
most inflection tables.

4 Conclusion

In this work, we propose a method to leverage the
Transformer model architecture for annotation er-
ror detection in morphological data. We propose to
systematically leave out one slot in each morpho-
logical inflection table as the data to be detected
and use such subsets of annotated data to train in-
dividual Transformer inflection models—one for
each group of missing slots—and then apply the
inflection models to make predictions for the held-
out slots. If the predicted form disagrees with the
actual annotation (a form the predicting model has
not seen), the model flags that form as erroneous.

To check efficiency, we evaluate the model un-
der three different scenarios where we inject arti-
ficial errors into gold data, simulating noisy data
resulting from an annotation process: typographic
errors generated by inserting, replacing or deleting
a single character in an inflected word form; er-
rors resulting from annotator confusion where two
slots in an inflection table are swapped; and self-
adversarial errors where erroneous but plausible
predictions generated by the Transformer inflec-
tion model are introduced. Our experiments on
four languages with different morphological char-
acteristics and levels of irregularity indicate that
the proposed method can detect every type of error
in morphological datasets very effectively. Even
when large portions of the data (5% to 30%) have

been replaced with corrupted forms, our model re-
tains perfect, or near-perfect, recall and also shows
increasingly higher precision as more erroneous
forms are present.

The results show that the Transformer model can
detect various kinds of errors without producing
excessive false positive predictions. We believe
such a model can directly be incorporated into the
correction and quality control process of morpho-
logical data annotation projects, specifically for
low-resource language where datasets are in the
early stages of development and few annotators are
available. Further research should investigate how
well this basic method of error detection works in
other linguistic annotation domains.
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A Detailed experiment results

Artificial Artificial Error I Artificial Error II Artificial Error III
Error Rate acc p r f1 acc p r f1 acc p r f1

German N

0% 0.9664 N/A N/A N/A 0.9664 N/A N/A N/A 0.9664 N/A N/A N/A
0.5% 0.9688 0.1489 1.0 0.2592 0.9625 0.1455 1.0 0.254 0.9641 0.1321 1.0 0.2334
1% 0.9641 0.2203 1.0 0.3611 0.9586 0.2121 1.0 0.35 0.968 0.2453 1.0 0.394
5% 0.9641 0.5926 1.0 0.7442 0.9258 0.4052 1.0 0.5714 0.9422 0.4621 0.9531 0.6224
10% 0.9508 0.6882 1.0 0.8153 0.8852 0.4841 1.0 0.6421 0.9031 0.5216 0.9453 0.6723
15% 0.95 0.7837 1.0 0.8787 0.8742 0.5619 1.0 0.7113 0.8789 0.5828 0.9167 0.7126
20% 0.9344 0.7853 1.0 0.8797 0.8281 0.5574 1.0 0.6969 0.8531 0.6117 0.8984 0.7278
25% 0.9266 0.8226 1.0 0.9027 0.7742 0.562 1.0 0.6938 0.8258 0.6437 0.9031 0.7516
30% 0.9094 0.8219 0.9974 0.9012 0.732 0.5643 0.9974 0.6877 0.7883 0.6301 0.8828 0.7353

Russian N

0% 0.9625 N/A N/A N/A 0.9625 N/A N/A N/A 0.9625 N/A N/A N/A
0.5% 0.9653 0.1304 1.0 0.2307 0.958 0.1168 1.0 0.2092 0.958 0.1111 1.0 0.2
1% 0.9632 0.218 1.0 0.358 0.9549 0.1847 1.0 0.3101 0.9649 0.2205 0.9655 0.359
5% 0.9524 0.5238 0.9931 0.6859 0.9253 0.4103 0.9931 0.5819 0.9438 0.4792 0.9583 0.6389
10% 0.9483 0.6776 1.0 0.8078 0.8771 0.469 1.0 0.6378 0.9378 0.6393 0.9479 0.7636
15% 0.9358 0.7248 1.0 0.8404 0.8378 0.5162 1.0 0.6798 0.9128 0.6549 0.9444 0.7734
20% 0.9302 0.7888 0.9983 0.8813 0.8201 0.5706 0.9983 0.7257 0.9028 0.705 0.9462 0.808
25% 0.924 0.8133 0.9986 0.8965 0.7792 0.5884 0.9986 0.7366 0.8722 0.6993 0.9236 0.7959
30% 0.9194 0.8367 0.9965 0.9096 0.766 0.622 0.9965 0.759 0.8302 0.7031 0.8796 0.7815

Finnish N

0% 0.9959 N/A N/A N/A 0.9959 N/A N/A N/A 0.9959 N/A N/A N/A
0.5% 0.9913 0.3704 1.0 0.5406 0.9923 0.4 1.0 0.5714 0.9939 0.4545 1.0 0.625
1% 0.9901 0.5063 1.0 0.6722 0.9908 0.5263 1.0 0.6896 0.989 0.4815 0.975 0.6446
5% 0.9862 0.8066 1.0 0.8929 0.9702 0.6282 1.0 0.7716 0.9875 0.8058 0.9949 0.8904
10% 0.977 0.8369 0.9949 0.9091 0.9378 0.6501 0.9949 0.788 0.9788 0.8391 0.9974 0.9114
15% 0.976 0.8855 1.0 0.9393 0.9184 0.6861 1.0 0.8138 0.9681 0.8531 0.9779 0.9112
20% 0.9643 0.8737 0.9974 0.9315 0.8804 0.678 0.9974 0.8069 0.9429 0.8075 0.9579 0.8763
25% 0.9638 0.9047 0.998 0.9491 0.8852 0.7368 0.998 0.8485 0.8982 0.7557 0.9092 0.8254
30% 0.9571 0.9052 0.9991 0.9498 0.8434 0.7273 0.9991 0.8421 0.8418 0.7042 0.8605 0.7745

German V

0% 0.9919 N/A N/A N/A 0.9919 N/A N/A N/A 0.9919 N/A N/A N/A
0.5% 0.9895 0.3385 1.0 0.5058 0.9891 0.3235 1.0 0.4889 0.9895 0.3333 1.0 0.5
1% 0.9857 0.4175 1.0 0.5891 0.9883 0.4731 1.0 0.6423 0.9879 0.4574 1.0 0.6277
5% 0.9874 0.8084 1.0 0.894 0.9006 0.3471 1.0 0.5141 0.985 0.7836 0.9953 0.8769
10% 0.9843 0.875 0.9976 0.9323 0.8528 0.4293 0.9976 0.5981 0.986 0.8968 0.9905 0.9413
15% 0.9826 0.9078 0.9984 0.9509 0.8098 0.4749 0.9984 0.6379 0.9753 0.8733 0.9937 0.9296
20% 0.9793 0.9231 0.9988 0.9595 0.7477 0.4888 0.9988 0.648 0.9636 0.8797 0.9738 0.9244
25% 0.9729 0.922 1.0 0.9594 0.7244 0.5397 1.0 0.6915 0.9272 0.8154 0.9449 0.8754
30% 0.9693 0.9292 0.9984 0.9626 0.6923 0.5716 0.9984 0.7153 0.8728 0.7571 0.8867 0.8168

Spanish V

0% 0.998 N/A N/A N/A 0.998 N/A N/A N/A 0.998 N/A N/A N/A
0.5% 0.9973 0.6579 1.0 0.7937 0.9971 0.65 1.0 0.7879 0.9971 0.641 1.0 0.7812
1% 0.9951 0.6712 1.0 0.8033 0.9959 0.7143 1.0 0.8333 0.9959 0.7231 0.9592 0.8246
5% 0.9937 0.8909 1.0 0.9423 0.9794 0.7193 1.0 0.8367 0.9908 0.8769 0.9592 0.9162
10% 0.9894 0.9108 1.0 0.9533 0.9573 0.7208 1.0 0.8363 0.992 0.9383 0.9939 0.9653
15% 0.9873 0.9327 0.9986 0.9645 0.921 0.698 0.9986 0.8217 0.9884 0.9396 0.9946 0.9663
20% 0.9849 0.9441 1.0 0.9712 0.898 0.7033 1.0 0.8255 0.98 0.9353 0.9878 0.9608
25% 0.9829 0.9481 0.9992 0.973 0.8924 0.752 0.9992 0.8582 0.9688 0.917 0.9829 0.9488
30% 0.9753 0.9453 0.9986 0.9712 0.8484 0.74 0.9986 0.8496 0.93 0.8653 0.9524 0.9068

Finnish V

0% 0.9896 N/A N/A N/A 0.9896 N/A N/A N/A 0.9896 N/A N/A N/A
0.5% 0.9905 0.346 1.0 0.5141 0.9545 0.1003 1.0 0.1823 0.9961 0.5625 0.99 0.7174
1% 0.991 0.528 0.995 0.6899 0.9442 0.1542 0.995 0.2672 0.9966 0.7538 0.9849 0.854
5% 0.9818 0.7394 0.998 0.8495 0.8527 0.2631 0.998 0.4164 0.9934 0.898 0.9819 0.9381
10% 0.9818 0.8618 0.997 0.9245 0.743 0.3007 0.997 0.4622 0.9902 0.9257 0.9839 0.9539
15% 0.9765 0.8826 0.9983 0.9369 0.6335 0.3259 0.9983 0.4914 0.9855 0.9349 0.9769 0.9554
20% 0.971 0.9002 0.998 0.9466 0.5865 0.3759 0.998 0.5463 0.9805 0.9317 0.9806 0.9555
25% 0.9633 0.9006 0.997 0.9464 0.5266 0.4121 0.997 0.5832 0.9688 0.9182 0.971 0.9439
30% 0.9622 0.9178 0.9977 0.9561 0.4915 0.4559 0.9977 0.6258 0.9493 0.9003 0.9465 0.9228

Table 2: Model performance in details on adding artificial errors of different types in different amounts. This is the
information used to create Figure 2 in section 3. When no artificial errors, i.e. 0%, are introduced, precision, recall
and F1-score are not applicable.
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Artificial Artificial Error I Artificial Error II Artificial Error III
Error True Detected Artificial True Detected Artificial True Detected Artificial
Rate Positive Error Error Positive Error Error Positive Error Error

German N

0% N/A N/A N/A N/A N/A N/A N/A N/A N/A
0.5% 7 47 7 8 47 8 7 53 7
1% 13 59 13 14 59 14 13 53 13
5% 64 108 64 62 108 64 61 132 64
10% 128 186 128 122 186 128 121 232 128
15% 192 245 192 186 245 192 176 302 192
20% 256 326 256 238 326 256 230 376 256
25% 320 389 320 290 389 320 289 449 320
30% 383 466 384 338 466 384 339 538 384

Russian N

0% N/A N/A N/A N/A N/A N/A N/A N/A N/A
0.5% 15 115 15 16 115 16 15 135 15
1% 29 133 29 29 133 30 28 127 29
5% 143 273 144 144 273 144 138 288 144
10% 288 425 288 287 425 288 273 427 288
15% 432 596 432 430 596 432 408 623 432
20% 575 729 576 574 729 576 545 773 576
25% 719 884 720 709 884 720 665 951 720
30% 861 1029 864 841 1029 864 760 1081 864

Finnish N

0% N/A N/A N/A N/A N/A N/A N/A N/A N/A
0.5% 20 54 20 20 54 20 20 44 20
1% 40 79 40 40 79 40 39 81 40
5% 196 243 196 196 243 196 195 242 196
10% 390 466 392 392 466 392 391 466 392
15% 588 664 588 588 664 588 575 674 588
20% 782 895 784 781 895 784 751 930 784
25% 978 1081 980 980 1081 980 891 1179 980
30% 1175 1298 1176 1176 1298 1176 1012 1437 1176

German V

0% N/A N/A N/A N/A N/A N/A N/A N/A N/A
0.5% 22 65 22 22 65 22 22 66 22
1% 43 103 43 44 103 44 43 94 43
5% 211 261 211 210 261 212 210 268 211
10% 420 480 421 416 480 422 417 465 421
15% 630 694 631 614 694 632 627 718 631
20% 840 910 841 809 910 842 819 931 841
25% 1052 1141 1052 1012 1141 1052 994 1219 1052
30% 1260 1356 1262 1206 1356 1262 1119 1478 1262

Spanish V

0% N/A N/A N/A N/A N/A N/A N/A N/A N/A
0.5% 25 38 25 26 38 26 25 39 25
1% 49 73 49 50 73 50 47 65 49
5% 245 275 245 246 275 246 235 268 245
10% 490 538 490 488 538 490 487 519 490
15% 734 787 735 735 787 736 731 778 735
20% 980 1038 980 979 1038 980 968 1035 980
25% 1224 1291 1225 1225 1291 1226 1204 1313 1225
30% 1468 1553 1470 1466 1553 1470 1400 1618 1470

Finnish V

0% N/A N/A N/A N/A N/A N/A N/A N/A N/A
0.5% 100 289 100 100 289 100 99 176 100
1% 198 375 199 200 375 200 196 260 199
5% 993 1343 995 994 1343 996 977 1088 995
10% 1983 2301 1989 1987 2301 1990 1957 2114 1989
15% 2978 3374 2983 2980 3374 2984 2914 3117 2983
20% 3969 4409 3977 3975 4409 3978 3900 4186 3977
25% 4956 5503 4971 4957 5503 4972 4827 5257 4971
30% 5951 6484 5965 5951 6484 5966 5646 6271 5965

Table 3: Count of errors. “True Positive” column lists the count of errors which are artificial errors we introduce
to the data and identified by the model as being erroneous. “Detected Error” column lists the number of inflected
forms which the model detects as being erroneous, and the inflection model is trained with corrupted data by adding
artificial errors at different amounts. “Artificial Error” column lists the number of artificial errors for each artificial
error type we introduce to the original morphological data.
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Abstract

Shannon entropy is often a quantity of inter-
est to linguists studying the communicative ca-
pacity of human language. However, entropy
must typically be estimated from observed data
because researchers do not have access to the
underlying probability distribution that gives
rise to these data. While entropy estimation is a
well-studied problem in other fields, there is not
yet a comprehensive exploration of the efficacy
of entropy estimators for use with linguistic
data. In this work, we fill this void, studying
the empirical effectiveness of different entropy
estimators for linguistic distributions. In a repli-
cation of two recent information-theoretic lin-
guistic studies, we find evidence that the re-
ported effect size is over-estimated due to over-
reliance on poor entropy estimators. Finally, we
end our paper with concrete recommendations
for entropy estimation depending on distribu-
tion type and data availability.

1 Introduction

There is a natural connection between informa-
tion theory, the mathematical study of communica-
tion systems, and linguistics, the study of human
language—the primary vehicle that humans em-
ploy to communicate. Researchers have exploited
this connection since information theory’s incep-
tion (Shannon, 1951; Cherry et al., 1953; Harris,
1991). With the advent of modern computing, the
number of information-theoretic linguistic studies
has risen, exploring claims about language such
as the optimality of the lexicon (Piantadosi et al.,
2011; Pimentel et al., 2021), the complexity of
morphological systems (Cotterell et al., 2019; Wu
et al., 2019; Rathi et al., 2021), and the correla-
tion between surprisal and language processing
time (Smith and Levy, 2013; Bentz et al., 2017;
Goodkind and Bicknell, 2018; Cotterell et al., 2018;
Meister et al., 2021, inter alia).

In information-theoretic linguistics, a fundamen-
tal quantity of research interest is entropy. Entropy
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Figure 1: A comparison of several estimators of the
entropy of the unigram distribution across 5 languages.
Minima in all the graphs indicate sign changes in the
error of the estimate, from an under- to an over-estimate.

is both useful to linguists in its own right, and is
necessary for estimating other useful quantities,
e.g., mutual information. However, the estimation
of entropy from raw data can be quite challeng-
ing (Paninski, 2003; Nowozin, 2015), e.g., in ex-
pectation, the plug-in estimator underestimates en-
tropy (Miller, 1955). Linguistic distributions often
present additional challenges. For instance, many
linguistic distributions, such as the unigram distri-
bution, follow a power law (Zipf, 1935; Mitzen-
macher, 2004).1 Linguistics is not the only field
with such nuances, and so a large number of en-
tropy estimators have been proposed in other fields
(Chao and Shen, 2003; Archer et al., 2014, inter
alia). However, no work to date has attempted a
practical comparison of these estimators on natural
language data. This work fills this empirical void.

Our paper offers a large empirical comparison of
the performance of 6 different entropy estimators

1As Nemenman et al. (2002) highlight, when estimating
the entropy of a distribution that follows a power law, it is
often possible to get an effectively meaningless estimate that
is completely determined by the estimator’s hyperparameters.
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on both synthetic and natural language data, an ex-
ample of which is shown in Figure 1. We find that
Chao and Shen’s (2003) is the best estimator when
very few data are available, but Nemenman et al.’s
(2002) is superior as more data become available.
Both are significantly better (in terms of mean-
squared error) than the naïve plug-in estimator. Im-
portantly, we also show that two recent studies
(Williams et al., 2021; McCarthy et al., 2020) show
smaller effect sizes when a better estimator is em-
ployed; however, we are able to reproduce a signifi-
cant effect in both replications. We recommend that
future studies carefully consider their choice of en-
tropy estimators, taking into account data availabil-
ity and the nature of the underlying distribution.2

2 Entropy and Language

Shannon entropy is a quantification of the uncer-
tainty in a random variable. Given a (discrete)
random variable X with probability distribution
p over K possible outcomes X = {xk}Kk=1, the
Shannon entropy of X is defined as

H(X) = H(p)
def
= −

K∑
k=1

p(xk) log p(xk) (1)

Entropy has many uses throughout science and en-
gineering; for instance, Shannon (1948) originally
proposed entropy as a lower bound on the com-
pressibility of a stochastic source.

Yet the application of information-theoretic tech-
niques to linguistics is not so straightforward:
Information-theoretic measures are defined over
probability distributions and, in the study of nat-
ural language, we typically only have access to
samples from the distribution of interest, e.g., the
phonotactic distribution in English, which permits
word we cannot find in a corpus, like blick, rather
than the true probabilities required in the computa-
tion of Eq. (1). Indeed, it is often the case that not
all elements of X are even observed in available
data—such as words that were coined after the a
corpus was collected.

Rather, p must be approximated in order to es-
timate H(p). One solution is plug-in estimation:
Given samples from p, the maximum-likelihood es-
timate for p is “plugged” into Eq. (1). However, as
originally noted by Miller (1955), this strategy gen-
erally yields poor estimates.3 It is thus necessary

2Our code is available at https://github.com/
aryamanarora/entropy-estimation.

3A proof of this result in given in full in Proposition 1.

to derive more nuanced estimators.

3 Statistical Estimation Theory

Statistical estimation theory provides us with the
tools for estimating various quantities of interest
based on samples from a distribution.

Central to this theory is the estimator: A
statistic that approximates a property of the distri-
bution our data is drawn from. More formally, let
D = {x̃(n)}Nn=1 be samples from an unknown dis-
tribution p. Suppose we are interested in a quantity
θ that can be computed as a function of the distribu-
tion p. An estimator θ̂(D) for θ is then a function
of the data D that provides an approximation of θ.

Two properties of an estimator are often of
interest: bias—the difference between the true
value of θ and the expected value of our estimator
θ̂(D) under p—and variance—how much θ̂(D)
fluctuates from sample set to sample set:

bias(θ̂(D))
def
= Ep[θ̂(D)]− θ (2)

var(θ̂(D))
def
= Ep[(θ̂(D)− Ep[θ̂(D)])2] (3)

It is desirable to construct an estimator that has
both low bias and low variance. However, the
bias–variance trade-off tells us that we often have
to pick one, and we should focus on a balance
between the two. This trade-off is evinced through
mean-squared error (MSE), a metric oft-employed
for assessing estimator quality:

MSE(θ̂(D)) = bias(θ̂(D))2 + var(θ̂(D)) (4)

To recognize the trade-oft note that, for any fixed
MSE, a decrease in bias must be compensated with
an increase in variance and vice versa. Indeed, it
is important to recognize that there is typically no
single estimator that is seen as “best.” Different
estimators balance the bias–variance trade-off
differently, making their perceived quality specific
to one’s use-case. Importantly, the effectiveness
of an estimator also depends on the domain of in-
terest. Consequently, an empirical study of various
entropy estimators, which this paper provides, is
necessary in order to determine which entropy es-
timators are best suited for linguistic distributions.

3.1 Plug-in Estimation of Entropy

A simple, two-step approach for estimating entropy
is plug-in estimation. In the first step, we compute
the maximum-likelihood estimate for p from our
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dataset D as follows

p̂MLE(xk)
def
=

∑N
n=1 1{x̃(n) = xk}

N
(5)

In the second step, we plug Eq. (5) into Eq. (1)
directly, which results in the estimator ĤMLE(D).
So why is this a bad idea? While our probabil-
ity estimates themselves are unbiased, entropy is
a concave function. Consequently, by Jensen’s in-
equality, this estimator is, in expectation, a lower
bound on the true entropy (see App. E.1 for proof).
Moreover, when N ≪ K, which is often the case
in power-law distributed data, the estimate becomes
quite unreliable (Nemenman et al., 2002).

3.2 An Ensemble of Entropy Estimators
MM—Miller (1955) and Madow (1948). The
first innovation in entropy estimation known to the
authors is a simple fix derived from a first-order
Taylor expansion of MLE (described above). The
Miller–Madow estimator only involves a simple
additive correction, which is shown below:

ĤMM(D)
def
= ĤMLE(D) +

K − 1

2N
(6)

where K is size of the support of X . The Miller–
Madow correction should seem intuitive in that we
add K−1

2N ≥ 0 to compensate for the negative bias
of the estimator. A full derivation of the Miller–
Madow estimator is given in Proposition 2.

JACK—Zahl (1977). Next we consider the jack-
knife, which is a common strategy used to correct
for the bias of statistical estimators. In the case
of entropy estimation, we can apply the jackknife
out of the box to correct the bias inherent in the
MLE estimator. Explicitly, this is done by averag-
ing plug-in entropy estimates ĤMLE(D) albeit with
the nth sample from the data removed; we denote
this held-out plug-in estimator as Ĥ\n

MLE(D). Aver-
aging these “held-out” plug-in estimators results in
the following simple entropy estimator

ĤJACK(D)
def
= N ĤMLE(D)− N − 1

N

N∑
n=1

Ĥ
\n
MLE(D)

(7)
Note that the jackknife is applicable to any estima-
tor, not just ĤMLE(D), and, thus, can be combined
with any of the other approaches mentioned.

HT—Horvitz and Thompson (1952). Horvitz–
Thompson is a general scheme for building estima-
tors that employs importance weighting in order to

more efficiently estimate a function of a random
variable. Importantly, this estimator gives us the
ability to compensate for situations where the prob-
ability of an outcome is so low that it is often not
observed in a sample, which is often the case for
e.g., power-law distributions.

While a full exposition of HT estimators is out-
side of the scope of this work, in essence, we can
divide the expected probability of a class by each
class’s estimated inclusion probability to compen-
sate for such situations. Given the true proba-
bility of an outcome p(xk), the probability that
it occurs at least once in a sample of size N is
1 − (1 − p(xk))

N . The HT estimator for entropy
is then defined as

ĤHT(D)
def
= −

K∑
k=1

p̂MLE(xk) log p̂MLE(xk)

1− (1− p̂MLE(xk))N
(8)

using our MLE probability estimates p̂MLE(xk).

CS—Chao and Shen (2003). Chao–Shen mod-
ifies HT by multiplying the MLE probability esti-
mates by an estimate of sample coverage. Formally,
let f1 be the number of observed singletons4 in
sample; our sample coverage can be estimated as
Ĉ = 1− f1

N . The CS estimator is then computed as:

ĤCS(D)
def
= −

K∑
k=1

Ĉ · p̂MLE(xk) log Ĉ · p̂MLE(xk)

1− (1− Ĉ · p̂MLE(xk))N

(9)
In the case that f1 = N , we set f1 = N − 1 to
ensure the estimated entropy is not 0.

WW—Wolpert and Wolf (1995). One family of
entropy estimators in information theory is based
on Bayesian principles. The first of these was the
Wolpert–Wolf estimator, which uses a Dirichlet
prior (with concentration parameter α and a uni-
form base distribution). This Bayesian estimator
has a clean, closed form:

ĤWW(D | α)
def
= ψ

(
Ã+ 1

)
−

K∑
k=1

α̃k

Ã
ψ(α̃k + 1)

(10)
where α̃k = c(xk) + αk (for the histogram count
c(xk) of class k in the sample; this is analogous to
Laplace smoothing), Ã =

∑K
k=1 α̃k, and ψ is the

digamma function. A full derivation of Eq. (10) is
given in Proposition 3. Unfortunately, Eq. (10) is

4A singleton (hapax legomenon) is an outcome which is
observed only once in the sample.
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MAB MSE
102 103 104 105 102 103 104 105

English HT HT NSB NSB HT HT NSB NSB
German HT HT NSB CS HT HT NSB CS
Dutch HT HT NSB CS HT HT NSB CS

Mongolian NSB HT NSB NSB NSB HT NSB NSB
Tagalog HT HT NSB NSB HT HT NSB NSB

Table 1: The best unigram entropy estimators on the corpora studied, tested on various N averaged over 100
samples. All differences are statistically significant on the permutation test; lighter color indicates fewer statistically
significant comparisons on the Tukey test. Scale: significantly better than 6 5 4 3 2 1 0 other estimators.

very dependent on the choice of α: For large K, α
almost completely determines the final entropy esti-
mate, an observation first made by Nemenman et al.
(2002) which motivated their improved estimator
described below.

NSB—Nemenman et al. (2002). Nemenman
et al. (NSB) attempt to alleviate the Wolpert–Wolf
estimator’s dependence on α. They take α = α ·1,
enforcing that the Dirichlet prior is symmetric, and
develop a hyperprior over α that results in a near-
uniform distribution over entropy. The hyperprior
is given by

pNSB(α)
def
=
Kψ1(Kα+ 1)− ψ1(α+ 1)

logK
(11)

where ψ1 is the trigamma function. A full deriva-
tion of Eq. (11) is given in Proposition 4. This
choice of hyperprior mitigates the effect that the
chosen α has on the entropy estimate. Nemenman
et al.’s (2002) entropy estimator is then the pos-
terior mean of the Wolpert–Wolft estimator taken
under pNSB:

ĤNSB(D) =

∫ ∞

0
ĤWW(D | α · 1) pNSB(α) dα

(12)
Typically, numerical integration is used to quickly
compute the unidimensional integral.

4 Experiments

Here we provide an evaluation of the entropy
estimators presented in §3.2 on linguistic data.

4.1 Entropy of the Unigram Distribution

We start our study with a controlled experiment
where we estimate the entropy of the truncated
unigram distribution, the (finite) distribution over
the frequent word tokens in a language without
regard to context (Baayen et al., 2016; Diessel,
2017; Divjak, 2019; Nikkarinen et al., 2021). We

renormalize the frequency counts of corpora in En-
glish, German, and Dutch (taken from CELEX;
Baayen et al., 1995), as well as Mongolian and
Tagalog (from Wikipedia5). We take this renor-
malization as a gold standard distribution, since
we cannot access the underlying unigram distri-
bution. We then draw samples of varying sizes
(N ∈ {102, 103, 104, 105}) from the distribution
of renormalized frequency counts to test the estima-
tors’ ability to recover the underlying distributions’
entropy. While the renormalized frequency counts
are not necessarily representative of the true uni-
gram distribution, they nevertheless provide us with
a controlled setting to benchmark various entropy
estimators.

We evaluate the estimators on both bias and
MSE, as defined in (2) and (4), as well as mean
absolute bias (MAB). To test the statistical sig-
nificance of differences in metrics between en-
tropy estimators, we use paired permutation tests
(Good, 2000) (sampling 1, 000 permutations) be-
tween pairs of estimators, checking MAB and MSE.
We run Tukey’s test (1949) to judge the statistical
significance of differences in MAB and MSE be-
tween all pairs of estimators, which found only a
few insignificant comparisons when N was large.

Results are shown in Table 1 and Figure 1. We
find that NSB (followed closely by CS) converges
almost to the true entropy from below using with
only a few samples. HT is the best estimator for
N < 2, 000, but as N increases it tends to overes-
timate entropy to the point where its bias is greater
than that of MLE. Besides HT, all estimators at all
tested sample sizes N have lower MAB and MSE
than MLE.

4.2 Replication of Williams et al. (2021)
Next, we turn to a replication of Williams et al.’s
(2021) information-theoretic study on the associa-

5We used dumps from November 1, 2021: Mongolian and
Tagalog; the extracted counts are available in our repository.
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Language n MLE CS MM JACK WW NSB

Italian 16, 856 20.00% 15.56% 16.43% 14.09% 19.67% 11.41%
Polish 15, 525 30.52% 23.48% 25.49% 21.75% 34.68% 17.07%
Portuguese 7, 409 27.60% 20.76% 22.51% 18.81% 33.32% 14.18%
Spanish 21, 408 20.50% 15.17% 16.44% 13.80% 21.04% 10.50%

Arabic 2, 483 45.31% 38.49% 40.99% 37.93% 49.09% 34.82%
Croatian 13, 856 31.35% 26.04% 26.62% 23.08% 35.66% 19.06%
Greek 3, 305 41.58% 33.17% 36.39% 32.32% 48.80% 27.00%

Table 2: Normalized mutual information, calculated with several estimators, between adjectives and the inanimate
nouns they modify based on UD corpora. Colored-in cell means statistically significant NMI value.

tion between gendered inanimate nouns and their
modifying adjectives. They estimate mutual infor-
mation by using its familiar decomposition as the
difference of two entropies: MI(X;Y ) = H(X)−
H(X | Y ). The entropies H(X) and H(X | Y ) are
estimated independently and then their difference is
computed. We replicate Williams et al.’s (2021) ex-
periments using gold-parsed Universal Dependen-
cies corpora, filtering out animate nouns with Mul-
tilingual WordNet (Bond and Foster, 2013). We
rerun their experimental set-up using our full suite
of entropy estimators to determine whether the re-
lationship they posit remains significant, checking
3 more languages not in the original study.

We report results for normalized mutual infor-
mation (dividing MI by maximum possible MI) in
Table 2. We find that using NSB (the estimator
we found most effective in §4.1) instead of MLE,
nearly halves the measured effect in all languages.
However, the effect remains statistically significant
in 5 of 7 languages tested, including the 4 that were
also in the original study.

4.3 Replication of McCarthy et al. (2020)

Finally, we turn our attention to McCarthy et al.’s
(2020) study on the similarity between grammat-
ical gender partitions between languages. Using
information-theoretic measures, they found that
closely related languages have more similar gender
groupings of core lexical items. We replicate their
experiment on Swadesh lists (Swadesh, 1955) for
10 European languages with different estimators,
and find that hierarchical clustering over both mu-
tual (MI) and variational information (VI) produces
the same trees as the original study. In this case, us-
ing NSB, our recommended estimator, results in a
reduced estimate of MI (e.g. Croatian–Slovak: 0.54
with MLE → 0.46 with NSB), but significance test-
ing with 1,000 permutations finds the same pairs
were statistically significant for both MI and VI re-
gardless of estimator: all pairs of Slavic languages

and Romance languages, and Bulgarian–Spanish
(see Figure 2). Thus, we see a similar result here
as in the previous replication.

5 Conclusion

This work presents the first empirical study compar-
ing the performance of various entropy estimators
for use with natural language distributions. From
experiments on synthetic data (appendix) and nat-
ural data (CELEX), and two replication studies of
recent papers in information-theoretic linguistics,
we find that the oft-employed plug-in estimator of
entropy can cause misleading results, e.g., the over-
estimates of effect sizes seen in both replication
studies. The recommendation of our paper is that
researchers should carefully consider their choice
of entropy estimator based on data availability and
the nature of the underlying distribution.
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MAB MSE
101 102 103 104 101 102 103 104

2 HT WW WW WW WW WW WW JACK
5 MM WW WW JACK MM WW WW MM
10 JACK CS WW MM JACK WW WW MLE
100 CS CS JACK WW CS JACK JACK WW
1000 CS HT CS JACK CS HT CS JACK

Table 3: Estimators with least MAB (mean absolute bias) and MSE (mean squared error) for various combinations
of N and K sampling from symmetric Dirichlet. The lighter the color the fewer estimators the best estimator was
found to be statistically significantly better than.

MAB MSE
101 102 103 104 101 102 103 104

100 CS CS CS J CS CS CS J
1000 NSB HT NSB J CS HT NSB J

Table 4: Estimators with least MAB (mean absolute bias) and MSE (mean squared error) for various combinations
of N and K sampling from Zipfian distributions.

A Implementation

The code for each of the entropy estimators is implemented in Python using numpy (Harris et al., 2020),
except for NSB which was taken from an existing efficient implementation in the ndd module (Marsili,
2016). We calculated entropies with base e (in nats).

B Experiments with simulated data

In our experiments with simulated data, we explore distributions sampled from a symmetric Dirichlet
prior with varying number of classes K and known distributions of Zipfian form with various parameters.
Words in natural languages have a roughly Zipfian distribution, with probability inversely proportional to
rank (Zipf, 1935), and a symmetric Dirichlet distribution is analogous to e.g. POS tag label distributions
in natural language. Thus, studying synthetic data from such distributions as a start is useful.

B.1 Experiment 1: Symmetric Dirichlet distributions

We sample 1, 000 distributions from a symmetric Dirichlet distribution with variable number of classes K,
i.e. with paramater α = [α1, . . . , αK ] = [1, . . . , 1]. We calculate entropy estimates on different sample
sizes N . Since we know the parameters of the true distribution, we can compare estimates with the true
entropy. We do pairwise comparisons of the MAB and MSE of estimators, using paired permutation tests
to establish significance. Table 3 shows our results, including significance tests. It is clear that when
N ≫ K, all of the estimators have nearly converged to the true value and estimator choice does not matter.
However, in the low-sample regime some estimators are indeed significantly better at approximating the
true entropy. Our results are mixed as to which estimator is best in what context; the one found to be most
frequently significantly better than other estimators was Chao–Shen. What is clear is that MLE is never
the best choice.

B.2 Experiment 2: Zipfian distributions

We sample 1, 000 finite Zipfian distributions with K classes which obey Zipf’s law, that the probability of
an outcome is inverse proportional to its rank. The experimental setup is the same as in Experiment 1.
A Zipfian distribution approximates (but is not a perfect model of) the distribution of tokens in natural
language text in some languages, including English, which was the basis for the law being proposed.
Compare similar experiments on infinite Zipf distributions by Zhang (2012). Results are in Table 4.

C Replication of Williams et al. (2021)

We used the following UD treebanks:
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• Arabic: PADT (Smrž et al., 2008; Taji et al., 2017);
• Greek: GDT (Prokopidis et al., 2005; Prokopidis and Papageorgiou, 2017);
• Italian: ISDT (Bosco et al., 2013), VIT (Tonelli et al., 2008);
• Polish: PDB (Wróblewska, 2018);
• Portuguese: GSD (McDonald et al., 2013), Bosque (Rademaker et al., 2017);
• Spanish: AnCora (Taulé et al., 2008), GSD (McDonald et al., 2013).
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Figure 4: The heatmaps display the p-values calculated between pairs of estimators for mean absolute bias (MAB)
and mean squared error (MSE) for Experiment 1. More purple values mean the estimator on the y-axis (Estimator 2)
is better than the estimator on the x-axis (Estimator 1). Comparisons tend to become non-significant as N increases,
since all the estimators gradually converge to the true entropy.
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E Derivation of the Entropy Estimators

Let X = {xk}Kk=1 be a finite set. Let p be a distribution over X . The entropy of p is defined as

H(p)
def
= −

K∑
k=1

pk log pk (13)

Given a dataset of N samples D sampled i.i.d. from p, our goal is to estimate the entropy
H(p) from samples D from the true distribution p. We will denote the count of an item xk as
c(xk) =

∑N
n=1 1

{
xk = x̃(n)

}
. The maximum-likelihood estimate (MLE) of p given D is denoted∑N

n=1 1{x̃(n)=xk}
N . The plug-in estimate of H(p) is defined to be the estimate of H(p) obtained by

plugging the MLE estimate p̂MLE directly into the definition of entropy, i.e.,

ĤMLE(D) = H(p̂MLE) = −
K∑
k=1

p̂MLE(xk) log p̂MLE(xk) = −
K∑
k=1

c(xk)

N
log

c(xk)

N
(14)

This section discusses the problems with Eq. (14) as an estimator and provides detailed derivations of
improved estimators found in the literature.

E.1 The Plug-in Estimator is Negatively Biased
Proposition 1. The MLE entropy estimator in expectation underestimates true entropy, i.e.,

ĤMLE(D) = E

[
K∑
k=1

−p̂MLE(xk) log p̂MLE(xk)

]
≤ H(p) (15)

Proof. The result is a simple consequence of Jensen’s inequality and some basic manipulations:

E

[
K∑
k=1

−p̂MLE(xk) log p̂MLE(xk)

]
=

K∑
k=1

E[−p̂MLE(xk) log p̂MLE(xk)] (linearity of expectation)

≤ −
K∑
k=1

E[p̂MLE(xk)] logE[p̂MLE(xk)] (Jensen’s inequality)

= −
K∑
k=1

p(xk) log p(xk) (E[p̂MLE(xk)] = p(xk))

= H(p) (definition of entropy)

This completes the result.

E.2 Miller–Madow
Proposition 2. Let p be a categorical distribution over X = {x1, . . . , xK}, i.e., a categorical distribution
with support K. Let D be our dataset of size N sampled from p. Finally, let p̂MLE be the maximum-
likelihood estimate computed on D. Then, we have

bias
(
ĤMLE(D)

)
def
= Ep

[
ĤMLE(D)

]
−H(p) (16)

= −K − 1

2N
+ o

(
N−1

)
(17)

Proof. We start by taking a first-order Taylor expansion and take an expectation of both sides.

ĤMLE(D) = H(p̂MLE, p)︸ ︷︷ ︸
cross-entropy

−KL(p̂MLE || p) (Lemma 1) (18)
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Ep

[
ĤMLE(D)

]
= Ep [H(p̂MLE, p)]− Ep [KL(p̂MLE || p)] (expectation) (19)

= Ep

[
−

K∑
k=1

p̂MLE(xk) log p(xk)

]
− Ep [KL(p̂MLE || p)] (defn. H(p, q)) (20)

= −
K∑
k=1

Ep [p̂MLE(xk) log p(xk)]− Ep [KL(p̂MLE || p)] (linearity) (21)

= −
K∑
k=1

Ep [p̂MLE(xk)] log p(xk)− Ep [KL(p̂MLE || p)] (algebra) (22)

= −
K∑
k=1

p(xk) log p(xk)− Ep [KL(p̂MLE || p)] (unbiased) (23)

= H(p)− Ep [KL(p̂MLE || p)] (defn. of H(p)) (24)

(25)

This gives us:

Ep

[
ĤMLE(D)

]
−H(p) = −Ep [KL(p̂MLE || p)] (subtract H(p)) (26)

Thus, we may compactly write the bias as:

bias
(
ĤMLE(D)

)
= Ep [H(p̂MLE)]−H(p) (definition of bias) (27)

= −Ep [KL(p̂MLE || p)] (above computation) (28)

≤ 0 (non-negativity of KL) (29)

Now, we find a simpler expression for the remainder Ep [KL(p̂MLE || p)]. Again, we start with a second-
order Taylor expansion

KL(p || q) =
∑
x∈X

∆(x)2

2q(x)
+ o

(
∆(x)2

)
(Lemma 2) (30)

around the point ∆(x) = p(x) − q(x). Define p̂MLE(xk) =
c(xk)
N where c(xk) is the count of xk in the

training set. We now simplify the first term:

Ep

[
K∑
k=1

∆(xk)
2

2q(xk)

]
= Ep

[
K∑
k=1

(p̂MLE(xk)− p(xk))
2

2p(xk)

]
(definition of ∆(xk)) (31)

= Ep

[
K∑
k=1

( c(xk)
N − p(xk))

2

2p(xk)

]
(definition of MLE) (32)

= Ep

[
K∑
k=1

(c(xk)−Np(xk))
2

2N2p(xk)

]
(×N/N) (33)

=
1

2N
Ep

[
K∑
k=1

(c(xk)−Np(xk))
2

Np(xk)

]
(pulling out 1/2N) (34)

=
1

2N
Ep

 K∑
k=1

c(xk)
2 − 2c(xk)Np(xk)

+N2p(xk)
2

Np(xk)

 (exp. the binomial) (35)

=
1

2N

K∑
k=1

Ep

[
c(xk)

2
]
− 2Np(xk)Ep [c(xk)]

+N2p(xk)
2

Np(xk)
(lin. of expect.) (36)
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=
1

2N

K∑
k=1

Npk(1− p(xk)) +N2p(xk)
2

− 2N2p(xk)
2 +N2p(xk)

2

Np(xk)
(moments of MLE) (37)

=
1

2N

K∑
k=1

Npk(1− p(xk))

Np(xk)

+
1

2N

K∑
k=1

N2p(xk)
2 − 2N2p(xk)

2 +N2p(xk)
2

Np(xk)︸ ︷︷ ︸
=0

(38)

=
1

2N

K∑
k=1

����Np(xk)(1− p(xk))

����Np(xk)
(39)

=
1

2N

K∑
k=1

(1− p(xk)) (algebra) (40)

=
1

2N

K∑
k=1

1︸ ︷︷ ︸
=K

− 1

2N

K∑
k=1

p(xk)︸ ︷︷ ︸
=1

(algebra) (41)

=
K − 1

2N
(42)

Next, we simplify the second term, o
(
∆(x)2

)
, in the MLE case:

Ep

[
o
(
∆(x)2

)]
= Ep

[
o
(
(p̂MLE(xk)− p(xk))

2
)]

(definition of ∆) (43)

= Ep

[
o

((
c(xk)

N
− p(xk)

)2
)]

(definition of MLE) (44)

= Ep

[
o

(
(c(xk)−Np(xk))

2

N2

)]
(×N/N) (45)

= Ep

[
o

(
c(xk)

2 − 2c(xk)Np(xk) +N2p(xk)
2

N2

)]
(46)

= o

(
Ep

[
c(xk)

2 − 2c(xk)Np(xk) +N2p(xk)
2
]

N2

)
(push exp. through) (47)

= o


Npk(1− p(xk)) +N2p(xk)

2

− 2N2p(xk)
2 +N2p(xk)

2

N2

 (48)

= o

(
Np(xk)(1− p(xk))

N2

)
(cancel terms) (49)

= o

(
p(xk)(1− p(xk))

N

)
(cancel N in fraction) (50)

= o
(
N−1

)
(ignore constants) (51)

Putting it all together, we get that bias (H(p̂MLE)) = −K−1
2N + o

(
N−1

)
which is the desired result.

Interestingly, it can be seen that the negative bias of the MLE gets worse as the number of classes K
grows. Distributions with large K pop up frequently when dealing with natural language.

Corollary 1. The plug-in estimator of entropy is consistent.
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Proof. From Proposition 2, we have bias (H(p̂MLE)) = −K−1
2N + o

(
N−1

)
. Clearly, as N → 0, we have

bias (H(p̂MLE)) → 0, so the estimator is consistent. One could also prove consistency through a simple
application of the continuous mapping theorem.

Estimator 1 (Miller–Madow). Let p be a categorical over K categories. We seek to estimate the entropy
H(p). Let D be our dataset of size N sampled from p. Then, the Miller–Madow estimator of H(p) is
given by

ĤMM(D)
def
= ĤMLE(D) +

K − 1

2N
(52)

The Miller–Madow estimator is biased, however it is consistent.

Lemma 1. The the first-order Taylor approximation of ĤMLE(D) around the distribution p is given by

ĤMLE(D) = H(p̂MLE, p) +R(p, p̂MLE) (53)

where the remainder R is given by

R(p, p̂MLE) = −KL(p̂MLE || p) (54)

Proof. The result follows from direct computation. We start by taking the Taylor expansion of H(p̂MLE)
around H(p):

ĤMLE(D) = H(p) +
K∑
k=1

∂

∂p(xk)

[
H(p)

](
p̂MLE(xk)− p(xk)

)
+R(p, p̂MLE)︸ ︷︷ ︸

remainder

(55)

Our first order term can then be rewritten as follows:

K∑
k=1

∂

∂p(xk)

[
H(p)

](
p̂MLE(xk)− p(xk)

)
(56)

=

K∑
k=1

∂

∂p(xk)

[
K∑

k′=1

−p(xk′) log p(xk′)
](

p̂MLE(xk)− p(xk)
)

(57)

=

K∑
k=1

[
K∑

k′=1

− ∂

∂p(xk)
p(xk′) log p(xk′)

](
p̂MLE(xk)− p(xk)

)
(linearity) (58)

=
K∑
k=1

[
K∑

k′=1

∂

∂p(xk)
p(xk′) log p(xk′)

](
p(xk)− p̂MLE(xk)

)
(sign) (59)

=
K∑
k=1

(
1 + log p(xk)

)(
p(xk)− p̂MLE(xk)

)
(60)

=

K∑
k=1

(
p(xk)− p̂MLE(xk)

)
+ log p(xk) (p(xk)− p̂MLE(xk)) (61)

=
K∑
k=1

(
p(xk)− p̂MLE(xk)

)
+

K∑
k=1

log p(xk) (p(xk)− p̂MLE(xk)) (62)

=
K∑
k=1

p(xk)︸ ︷︷ ︸
=1

−
K∑
k=1

p̂MLE(xk)︸ ︷︷ ︸
=1

+
K∑
k=1

log p(xk) (p(xk)− p̂MLE(xk)) (distrib. sum) (63)

=
K∑
k=1

log p(xk) (p(xk)− p̂MLE(xk)) (simplify) (64)
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=
K∑
k=1

log p(xk)p(xk)︸ ︷︷ ︸
−H(p)

−
K∑
k=1

log p(xk)p̂MLE(xk)︸ ︷︷ ︸
H(p,p̂MLE)

(distrib. sum) (65)

= H(p, p̂MLE)−H(p) (66)

Plugging this back into our Taylor expansion, we get the following:

ĤMLE(D) =�
��H(p)−�

��H(p) + H(p, p̂MLE) +R(p, p̂MLE) (67)

Now, we see that this implies

R(p, p̂MLE) = ĤMLE(D)−H(p̂MLE, p) (algebra) (68)

= −
K∑
k=1

p̂MLE(xk) log p̂MLE(xk) +
K∑
k=1

p̂MLE(xk) log p(xk) (defn.) (69)

= −
K∑
k=1

(p̂MLE(xk) log p̂MLE(xk)− p̂MLE(xk) log p(xk)) (merge sums) (70)

= −
K∑
k=1

p̂MLE(xk)(log p̂MLE(xk)− log p(xk)) (factor out p̂MLE(xk)) (71)

= −
K∑
k=1

p̂MLE(xk) log
p̂MLE(xk)

p(xk)
(log algebra) (72)

= −KL(p̂MLE || p) (defn.) (73)

which is the desired result.

Lemma 2. Define ∆(x) = p(x)− q(x). The second-order Taylor expansion of KL(p || q) around ∆(x)
is given by

KL(p || q) =
∑
x∈X

∆(x)2

2q(x)
+ o

(
∆(x)2

)
(74)

Proof. Now we compute the series expansion of the KL-divergence. We first make a tricky substitution:

p(x)

q(x)
=
q(x) + p(x)− q(x)

q(x)
= 1 +

p(x)− q(x)

q(x)
= 1 +

∆(x)

q(x)
(75)

Now, we proceed with the derivation:

KL(p || q) =
∑
x∈X

p(x) log
p(x)

q(x)
(defn. of KL divergence) (76)

=
∑
x∈X

(q(x) + ∆(x)) log

(
1 +

∆(x)

q(x)

)
(Eq. (75)) (77)

=
∑
x∈X

(q(x) + ∆(x))

(
∆(x)

q(x)
− ∆(x)2

2q(x)2
+ o

(
∆(x)2

))
(Taylor expansion) (78)

=
∑
x∈X

∆(x)− ∆(x)2

2q(x)
+

∆(x)2

q(x)
− ∆(x)3

2q(x)2
+ o

(
∆(x)2

)
(distribute) (79)

=
∑
x∈X

∆(x)− ∆(x)2

2q(x)
+

∆(x)2

q(x)
+ o

(
∆(x)2

)
(defn. of o) (80)

=
∑
x∈X

∆(x) +
∆(x)2

2q(x)
+ o

(
∆(x)2

)
(algebra) (81)
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=
∑
x∈X

∆(x)︸ ︷︷ ︸
=0

+
∑
x∈X

∆(x)2

2q(x)
+ o

(
∆(x)2

)
(split sums) (82)

=
∑
x∈X

∆(x)2

2q(x)
+ o

(
∆(x)2

)
(83)

which is the desired result.

E.3 Jackknife

The jackknife resampling method is used to estimate the bias of an estimator and correct for it, by sampling
all subsamples of size N − 1 from the available sample of size N , computing their average for the statistic
being estimated.

Generally, this reduces the order of the bias of an estimator from O(N−1) to at most O(N−2) (Friedl
and Stampfer, 2002).

Estimator 2 (Jackknife). Let p be a categorical over K categories. We seek to estimate the entropy H(p).
Let D be our dataset of size N sampled from p. Let Ĥ\n(D) be an estimate of the entropy from a sample
with the nth observation held out. Then, the Jackknife estimator is given by

ĤJACK(D)
def
= N ĤMLE(D)− N − 1

N

N∑
n=1

Ĥ
\n
MLE(D) (84)

This estimator is derived from the jackknife-resampled estimate of the bias of the MLE estimator, multiplied
by N − 1.

ĤJACK(D)− ĤMLE(D) = (N − 1)

(
ĤMLE(D)− 1

N

N∑
n=1

Ĥ
\n
MLE(D)

)
(85)

E.4 Horvitz–Thompson

Horvitz and Thompson (HT; 1952) is a common estimator given a finite universe, which is our case as K
is finite. We omit a derivation a full here as it is well documented in other places (Vieira, 2017). However,
we note that, in contrast to many applications of HT, the application of HT to entropy estimation results in
a biased estimator as the function whose mean we seek to estimate is log p(xk), which is dependent on
the unknown distribution p.

Estimator 3 (Horvitz–Thompson). Let p be a categorical over K categories. We seek to estimate the
entropy H(p). Let D be our dataset of size N sampled from p. Then the Horvitz–Thompson estimator
is defined as

ĤHT(D)
def
= −

K∑
k=1

p̂MLE(xk) log p̂MLE(xk)

1− (1− p̂MLE(xk))N
(86)

where 1 − (1 − p̂MLE(xk))
N is an estimate of the inclusion probability, i.e., the probability that xk

appears in a random sample D of size N .

We do not know of a simple expression for the bias of the Horvitz–Thompson entropy estimator, but
one observation is that Ep

[
(1− p̂MLE(xk))

N
]
> Ep

[
(1− p(xk))

N
]

when N > 1 (justified by Jensen’s
inequality, since xN , N > 1 is convex over [0, 1]); this is an overestimate of the true inclusion probability.

E.5 Chao–Shen

The Chao–Shen estimator builds upon Horvitz–Thompson by noting that that estimator does not correct for
underestimation of number of classesK and resulting effect on estimates of p(xk); i.e. 1−(1−p̂MLE(xk))

N

is always 0 for a class not included in the sample even if the class is present in the true distribution. We can
reweight the sample probabilities to compensate for missing classes using the notion of sample coverage.
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Definition 1 (Sample coverage). We define the sample coverage as

C =

K∑
k=1

p(xk)1
{
xk ∈ D

}
(87)

Definitionally, (1− C) is then the probability of sampling an xk not observed in the sample X̃ .

However, exact computation of Eq. (88) is impossible as we do not know the true distribution p. Thus,
Chao and Shen (2003) fall back on a well-known estimator of C that uses a technique from Good–Turing
(1953) smoothing. Let f1 be the number of classes with only one observation in the current sample, i.e,
the number of singletons, then we can estimate the sample coverage as

Ĉ
def
= 1− f1

N
(88)

The Chao–Shen estimator, described below, simply re-scales the MLE estimate of probability p̂MLE(xk)
in the HT estimator by Ĉ. This corrects for the observed underestimation of p’s entropy by HT.

Estimator 4 (Chao–Shen). Let p be a categorical over K categories. We seek to estimate the entropy
H(p). Let D be our dataset of size N sampled from p. Let Ĉ, an estimate of sample coverage, be defined
as in Eq. (88). The Chao–Shen estimator is then defined as

ĤCS(D)
def
= −

K∑
k=1

Ĉ · p̂MLE(xk) log (Ĉ · p̂MLE(xk))

1− (1− Ĉ · p̂MLE(xk))N
(89)

E.6 Wolpert–Wolf
Fact 1 (Derivative of an exponent).

d

da
xa = xa log x (90)

Fact 2 (Normalizer of a Dirichlet). The normalizer of a Dirichlet distribution is∫
δ

(
K∑
k=1

xk − 1

)
K∏
k=1

xαk dx =

∏K
k=1 Γ(αk)

Γ
(∑K

k=1 αk

) (91)

A relatively easy proof of this fact makes use of a Laplace transform.

Estimator 5 (Wolpert–Wolf). Let p be a categorical over K categories. We seek to estimate the entropy
H(p). Let D be our dataset of size N sampled from p. Then, the Wolpert–Wolf estimator is given by

ĤWW(D | α)
def
= ψ

(
Ã+ 1

)
−

K∑
k=1

α̃k

Ã
ψ(α̃k + 1) (92)

where c(xk)
def
=
∑N

n=1 1{x̃n = xk}, and we additionally define α̃k
def
= c(xk) + αk and Ã def

=
∑K

k=1 α̃k.

Proposition 3 (Wolpert–Wolf). The expectation of entropy under a Dirichlet posterior Dirichlet(α)
where parameter α is given by

E [H(p) | α]
def
=

∫
H(p) δ

(
K∑
k=1

p(xk)− 1

)
Γ (A)∏

k=1 Γ(αk)

K∏
k=1

p(xk)
αk−1dp (93)

= ψ (A+ 1)−
K∑
k=1

αk

A
ψ(αk + 1) (94)

where A def
=
∑K

k=1 αk.

192



Proof. Let Dirichlet(α1, . . . , αK) be a Dirichlet posterior. The result follows by a series of manipulations:

E [H(p) | α] =

∫
H(p) δ

(
K∑
k=1

p(xk)− 1

)
Γ (A)∏

k=1 Γ(αk)

K∏
k=1

p(xk)
αk−1dp (defn.) (95)

=
Γ (A)∏

k=1 Γ(αk)

∫
H(p) δ

(
K∑
k=1

p(xk)− 1

)
K∏
k=1

p(xk)
αk−1dp (96)

=
Γ (A)∏

k=1 Γ(αk)

∫ (
−

K∑
k=1

p(xk) log p(xk)

)
δ

(
K∑
k=1

p(xk)− 1

)
K∏
k=1

pαk−1
k dp (defn. H) (97)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

∫
p(xk) log p(xk)δ

(
K∑
k=1

p(xk)− 1

)
K∏
k=1

p(xk)
αk−1dp (linear.) (98)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

∫
p(xk)

αk log p(xk)δ

(
K∑
k=1

p(xk)− 1

)
K∏

j=1,
j ̸=k

p(xj)
αj−1dp (algebra) (99)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

∫
d

dαk
p(xk)

αkδ

(
K∑
k=1

p(xk)− 1

)
K∏

j=1,
j ̸=k

p(xj)
αj−1dp (fact #1) (100)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

∫
d

dαk
δ

(
K∑
k=1

p(xk)− 1

)
p(xk)

αk

K∏
j=1,
j ̸=k

p(xj)
αj−1dp (algebra) (101)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

d

dαk

∫
δ

(
K∑
k=1

p(xk)− 1

)
p(xk)

αk

K∏
j=1,
j ̸=k

p(xj)
αj−1dp (102)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

d

dαk

Γ(αk + 1)
∏K

j=1,
j ̸=k

Γ(αj)

Γ
(∑K

j=1 αj + 1
) (fact #2) (103)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

K∏
j=1,
j ̸=k

Γ(αj)
d

dαk

Γ(αk + 1)

Γ
(∑K

j=1 αj + 1
) (104)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

K∏
j=1,
j ̸=k

Γ(αj)
ψ(αk + 1)Γ(αk + 1)Γ

(∑K
j=1 αj + 1

)
Γ
(∑K

j=1 αj + 1
)2 (derivative) (105)

−
ψ(
∑K

j=1 αj + 1)Γ(αk + 1)Γ(
∑K

j=1 αk + 1)

Γ
(∑K

j=1 αj + 1
)2

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

K∏
j=1,
j ̸=k

Γ(αj)

ψ(αk + 1)Γ(αk + 1)

− ψ(
∑K

j=1 αj + 1)Γ(αk + 1)

Γ
(∑K

j=1 αj + 1
) (simplify) (106)

= − Γ (A)∏
k=1 Γ(αk)

K∑
k=1

K∏
j=1,
j ̸=k

Γ(αj)

ψ(αk + 1)Γ(αk)αk

− ψ(
∑K

j=1 αj + 1)Γ(αk)αk

Γ
(∑K

j=1 αj

)
A

(defn. Γ) (107)
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= − Γ (A)∏
k=1 Γ(αk)

∏K
k=1 Γ(αk)

Γ (A)

K∑
k=1

(
αk

A
ψ(αk + 1)− αk

A
ψ

(
K∑
k=1

αk + 1

))
(distrib.) (108)

= −
K∑
k=1

(
αk

A
ψ(αk + 1)− αk

A
ψ

(
K∑
k=1

αk + 1

))
(cancel) (109)

= −
K∑
k=1

(αk

A
ψ(αk + 1)− αk

A
ψ (A+ 1)

)
(defn. A) (110)

= −
K∑
k=1

αk

A
ψ(αk + 1) +

K∑
k=1

αk

A
ψ (A+ 1) (distrib.) (111)

= −
K∑
k=1

αk

A
ψ(αk + 1) + ψ (A+ 1) (

∑
ak=A) (112)

= ψ (A+ 1)−
K∑
k=1

αk

A
ψ(αk + 1) (rearr.) (113)

which proves the result.

E.7 Nemenman–Shafee–Bialek

Estimator 6 (Nemenman–Shafee–Bialek). Let p be a categorical over K categories. We seek to estimate
the entropy H(p). Let D be our dataset of size N sampled from p. Define the NSB density as

pNSB(α)
def
=
Kψ1 (Kα+ 1)− ψ1(α+ 1)

logK
(114)

where ψ1 is the trigramma function. Then, the NSB estimator is given by

ĤNSB(D)
def
=

∫ ∞

0
ĤWW(D | α · 1) pNSB(α) dα (115)

The integral in Eq. (115) is typically computed by numerical integration.

To derive the Nemenman–Shafee–Bialek (NSB) estimator, we start with the idea that we would like a
prior over distributions such that the distribution over expected entropy is uniform. In other words, we
are looking for a pNSB such that for α ∼ pNSB, the values of Ep [H(p) | α] are uniformly distributed over
[0, logK]. This is a good idea since, a-priori, we do not know entropy of p and, in the absence of any
insight, we should assume the entropy could be anywhere in the range [0, logK]. We make the above
intuition formal with the following proposition.

Proposition 4. Let pNSB be the NSB density given in Eq. (114). Then the following conditional expectation

Ep [H(p) | α] def
=

∫
H(p) δ

(
K∑
k=1

p(xk)− 1

)
Γ (Kα)

Γ(α)K

K∏
k=1

p(xk)
α−1 dp (116)

= ψ (Kα+ 1)− ψ(α+ 1) (Proposition 3) (117)

is uniformly distributed over [0, logK] when α ∼ pNSB(·), defined in Eq. (114).

Proof. First, we note that Ep [H(p) | α] is a continuous, increasing function in α. We will not prove this
formally, but it should make intuitive sense: α is a smoothing parameter and the more the distribution is
smoothed, the more entropic it should be. From basic analysis, we know that a strictly continuous, increas-
ing function has an inverse. The above means that we can view Ep [H(p) | α] as a bijection from R≥0 to the
interval [0, logK]. Our goal is to reparameterize the Uniform distribution in terms of α. To that end, we

194



define the function g−1(α)
def
= Ep [H(p) | α] : R≥0 → [0, logK] and perform a change-of-variables trans-

form on Eq. (118) using g−1. We start with the continuous uniform over [0, logK], which is show below

p(H)
def
=

1

logK
1

{
H ∈ [0, logK]

}
︸ ︷︷ ︸

uniform over [0, logK]

(defn. of uniform dist) (118)

Note H is a random variable and unrelated to the functional H(·); the choice of letter intentionally
reminds one that the variable represents the expected entropy of under a random distribution. Now we
apply the change-of-variables formula at H = g−1(α) and manipulate:

p(H) = p(g−1(α))

∣∣∣∣dg−1

dα
(α)

∣∣∣∣ (change of variable) (119)

=
1

logK
1

{
g−1(α) ∈ [0, logK]

} ∣∣∣∣dg−1

dα
(α)

∣∣∣∣ (definition of p) (120)

=
1

logK

∣∣∣∣dg−1

dα
(α)

∣∣∣∣ (redundant indicator) (121)

=
1

logK

dg−1

dα
(α) (derivative is positive) (122)

=
Kψ1 (Kα+ 1)− ψ1(α+ 1)

logK
(Lemma 3) (123)

def
= pNSB(α) (definition) (124)

By construction, the prior pNSB(α) has the property that the expected entropy Ep [H(p) | α] where
α ∼ pNSB(·) is uniformly distributed over [0, logK], which we can see by reversing the above derivation.
This proves the result.

Nemenman et al. (2002) interpreted Proposition 4 in the following manner: As the variance of
Ep [H(p) | α], which is treated as a random variable since α is random, approaches 0, then the the
NSB estimator implies a uniform prior over the entropy.

Lemma 3 (NSB Derivative).

d

dα
[ψ(Kα+ 1)− ψ(α+ 1)] = Kψ1(Kα+ 1)− ψ1(α+ 1) (125)

Proof. The proof follows by a straightforward computation:

d

dα
[ψ(Kα+ 1)− ψ(α+ 1)] =

d

dα
[ψ(Kα+ 1)]− d

dα
[ψ(α+ 1)] (linearity) (126)

= Kψ1(Kα+ 1)− ψ1(α+ 1) (definition) (127)

where ψ1(x)
def
= d

dxψ(x).
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Abstract
In recent years, a flurry of morphological
datasets had emerged, most notably UniMorph,
a multi-lingual repository of inflection tables.
However, the flat structure of the current mor-
phological annotation schema makes the treat-
ment of some languages quirky, if not impossi-
ble, specifically in cases of polypersonal agree-
ment, where verbs agree with multiple argu-
ments using true affixes. In this paper we pro-
pose to address this phenomenon, by expanding
the UniMorph annotation schema to hierarchi-
cal feature structure that naturally accommo-
dates complex argument marking. We apply
this extended schema to one such language,
Georgian, and provide a human-verified, ac-
curate and balanced morphological dataset for
Georgian verbs. The dataset has 4 times more
tables and 6 times more verb forms compared
to the existing UniMorph dataset, covering all
possible variants of argument marking, demon-
strating the adequacy of our proposed scheme.
Experiments with a standard reinflection model
show that generalization is easy when the data
is split at the form level, but extremely hard
when splitting along lemma lines. Expanding
the other languages in UniMorph to this schema
is expected to improve both the coverage, con-
sistency and interpretability of this benchmark.

1 Introduction

In recent years, morphological (re)inflection tasks
have gained a lot of attention in NLP.1 Sub-
sequently, several multi-lingual morphological
datasets have emerged to allow for the supervised
training of morphological models, most notably
UniMorph (McCarthy et al., 2020), that organizes
words into inflectional tables, annotating each in-
flected word-form with its respective feature-set.

While western languages are widely represented
in UniMorph, many morphologically rich lan-
guages (Tsarfaty et al., 2010, 2020) exhibit rich

1Cf. the series of SIGMORPHON shared tasks: https:
//sigmorphon.github.io/sharedtasks/

and diverse inflection patterns that make them less
compatible with the flat feature-sets in the Uni-
Morph schema. Concretely, in some cases it is
completely impossible to annotate parts of the in-
flectional paradigm with a flat bundle, as is the
case with case stacking, and in other cases, such as
polypersonal agreement, the annotation solutions
provided are unnatural, non-transparent, and are
barely used in practice. As a result, languages ex-
hibiting such phenomena are under-represented in
UniMorph, and when they are, the inflection tables
for these languages are often incomplete.

In this paper we propose a general solution
for annotating such structures, thus extending the
UniMorph annotation schema to fully cover a
wider range of morphologically-complex argument-
marking phenomena. Following Anderson (1992),
we propose a so-called layered annotation of fea-
tures, where the inflectional features take the form
of a hierarchical structure, in the spirit of formal
linguistic frameworks as that of Johnson (1988);
Pollard and Sag (1994); Shieber (2003); Bresnan
et al. (2015). We organize the features of multiple
arguments in a hierarchical structure, rather than
the current flat structure that accommodates only
subject concords. This schema shift allows for an
adequate annotation of polypersonal agreement and
of possessed nominals, where a word has multiple
number and gender features, as well as forms with
case stacking, where a word has multiple cases.

We apply the suggested solution to Georgian,
an agglutinative language with a convoluted ver-
bal system, that indicates both subjects and objects
with true affixes (rather than clitics that are omit-
table from the inflection tables). We create a new
human-verified dataset for Georgian, that covers
most of the grammatical phenomena in Georgian
verbs, and includes 118 lemmas, adding up to about
21k verb forms, compared with the 47 lemmas and
3.3k verb forms, some of which are erroneous, cur-
rently available in the Georgian UniMorph.
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gagi˝vebt (gagišvebt)
ga- g- i- ˝v -eb -t
ga- g- i- šv -eb t
FUT O2SG TRANS LET GO THEME S1PL
We will let you(sg.) go

Table 1: A typical Georgian verb. Note the 2 argument
markers, one object (tagged with O) and one subject (S).

We use the new dataset to train a standard
morphological reinflection model (Silfverberg and
Hulden, 2018) and show that training on the Geor-
gian inflections currently available in UniMorph
is not sufficient for generalizing to the more in-
clusive set of inflections that are allowed by the
new scheme. We conclude that our annotation ap-
proach provides a more complete representation of
linguistic behaviors, and that our proposed Geor-
gian dataset provides a much better depiction of
the morphological phenomena that exist in the data
and the computational challenge reflected therein.

We therefore call to apply layered annotation to
all currently existing morphological data in Uni-
Morph, to more consistently and transparently cap-
ture the linguistic reality and morphological com-
plexity reflected in the worlds languages.

2 The Problem: Multiple Arguments

Models of morphological reinfection are trained to
generate forms within a lemma L, given another
form and the features of sourcei and targetj forms:(

⟨featLi , formL
i ⟩, ⟨featLj , ___⟩

)
7→ formL

j

For example, for the Russian lemma ЛЕТЕТЬ:
reinflecting from (PRS;1;SG,лечу) to
(IMP;2;SG,лети) will be represented as:(

⟨PRS;1;SG, лечу⟩, ⟨IMP;2;SG, ___⟩
)
7→ лети

Standardly, the data for training morphologi-
cal models (e.g., Wu et al., 2020; Makarov and
Clematide, 2018) is taken from UniMorph (Mc-
Carthy et al., 2020), a multilingual morphological
dataset in which words are grouped by lemma into
inflection tables, each word is tagged with an un-
ordered set of morphological features. The features
list is shared across languages. The inflection ta-
bles are meant to be exhaustive, i.e., covering all
possible forms of a lemma, regardless of usability.

Although the features were designed to apply
cross-lingually, some blind-spots exist. Most rele-
vant to our work is the assumption that every fea-
ture set includes at most one pronominal feature
bundle (i.e., person-gender-number).

However, this assumption does not apply to
verbs with object concords, as exhibited in Geor-
gian (see Table 1), Inuit and many Bantu languages
inter alia, nor does it apply to possessed nouns that
mark the features of both the possessor and the
possessee. Examples (1a)–(1d) illustrate this:

(1) a. Georgian: gagišvebt ‘We will let you go’
(SUBJ-1PL, OBJ-2SG)

b. Turkish: kedisisin ‘you are his cat’
(NOUN-SG, SUBJ-2SG, POSS-3SG)

c. Swahili: ninakupenda ‘I love you’
(SUBJ-1SG, OBJ-2SG)

d. Hebrew: emdata ‘her position’
(NOUN-SG, POSS-3SG-FEM)

The solution proposed in UniMorph to annotat-
ing these phenomena is via concatenating several
properties into a single string, lacking any internal
structure; e.g., ARGAC2S indicates a form with a
2nd person singular accusative argument (Sylak-
Glassman, 2016). However, there are at least two
shortcomings to this solution. First, it is not suffi-
ciently transparent. ARGAC2S is an opaque string,
that does not decompose into the known features
licensed by the UniMorph features list (i.e., ACC,
2, SG). Secondly, and possibly due to this lack of
transparency, this annotation hack is hardly ever
used in practice. Hence, from all examples in (1),
only the Hebrew form is included in UniMorph,
and tagged as N;SG;FEM;PSS3S with multiple pos-
sessor features merged into the flat string PSS3S.

The crux of the matter is that in the current
annotation schema, complex features assigned to
additional arguments are treated as a single non-
decomposable feature, that lack any internal struc-
ture, unlike the features of the main (so-called ‘in-
ternal’) argument, that are individually spelled out.
We argue that the lack of transparency and usability
are due to the misrepresentation of the inherently
hierarchical and compositional structure of the fea-
tures in such forms. We suggest to explicitly anno-
tate these forms with features that are all explicitly
composed of the same primitive features.

All in all, the lack of a sufficiently expressive an-
notation standard leads to a data distribution that is
skewed, unrealistically simple, and, when language-
specific annotation solutions are painfully needed,
they suffer from inconsistencies and ad-hoc deci-
sions. For these reasons, we set out to extend the
UniMorph annotation schema to accommodate all
such cases and to enable a proper coverage of lan-
guages, such as Georgian and many others.
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3 The Proposed Schema

We propose to extend the UniMorph annotation
schema to cover multiple pronominal feature-
bundles in the same word-form, via a layering ap-
proach, originally proposed for morphological sys-
tems by Anderson (1992). Anderson suggests to
arrange the morphosyntactic representation (MSR)
of words in a hierarchy (dubbed layers) of features,
in the sense that every element of the unordered set
of features can be composed of another unordered
set of features. That is, a general feature annotation
looks as in (2a). A specific transitive verb annota-
tion could be as depicted in (2b):

(2) a. [f1, f2, ..., [Fi : fi1 , fi2 , ...[Fj : fj1 ..]]]
b. [V, Tense,

[nom : Per,Num,Gen],
[acc : Per,Num,Gen]]

This hierarchical feature structure is reminiscent of
unification grammars or attribute-value grammars
(Shieber, 2003; Johnson, 1988) that are extensively
used in syntactic theories such as GPSG, HPSG,
and resemble the f-structures in LFG (Gazdar et al.,
1989; Pollard and Sag, 1994; Bresnan et al., 2015).

Here we employ these structures to organize the
features of morphologically-marked arguments hi-
erarchically, so an argument is characterized by
a feature composite of all features pertaining to
that argument. That is, each argument’s feature-
bundle os specifically marked with the argument
it belongs to, and is decomposed into the primi-
tive features licensed by the UniMorph scheme. It
also homogeneously annotates the different kinds
of arguments, in contrast with the current schema
where the subject features are assigned to the
verb directly. Thus, the English form thinks previ-
ously annotated as V;PRS;3;SG will be annotated as
V;PRS;NOM(3;SG). In languages that mark multi-
ple arguments, different kinds of arguments can be
marked with their feature-bundles without conflicts.
The proposed schema thus facilitates the annota-
tion of the poorly-treated or untreated phenomena
as illustrated in (1). These are, respectively:

(3) a. Georgian: gagišvebt ‘We will let you go’
V;FUT;NOM(1;PL);ACC(2;SG)

b. Turkish: kedisisin ‘you are his cat’
N;SG;NOM(2;SG);POSS(3;SG)

c. Swahili: ninakupenda ‘I love you’
V;PRS;NOM(1;SG);ACC(2;SG)

d. Hebrew: emdata ‘her position’
N;SG;POSS(3;SG;FEM)

Table 2 compares the annotation of these exam-
ples in the current UniMorph schema compared
with our proposed annotation schema.2 The hierar-
chical structures, beyond being more transparent,
opens the door further for future study on composi-
tional generalization in morphology.

The resemblance of our proposed schema to
ideas in other fields of theoretical linguistics, most
prominently to the f-structure in LFG (Bresnan
et al., 2015) and to the nested Attribute-Value ma-
trices in HPSG (Pollard and Sag, 1994), points to a
natural interface with further syntactic and seman-
tic annotations downstream.

4 A Case Study from Georgian

Linguistic Background Georgian is an aggluti-
native language with a verbal system that makes
a vast use of affixes to convey a wide array of
meanings, both inflectional and derivational (see
Table 1). The Georgian verbal paradigm is di-
vided into 5 classes known as: transitive, intran-
sitive, medial, indirect and stative (Hewitt, 1995).
The verbs are inflected to reflect 12 Tense-Aspect-
Mood (TAM) combinations (traditionally known
as screeves) sorted into 4 series: present and future,
aorist, perfective, and the imperative. Each series
has its own morpho-syntactic characteristics, most
notably split-ergativity is manifested in the aorist.

The characteristic most essential to this work is
that Georgian verbs always agree on person and
number with the direct and indirect objects, on top
of the subject-verb agreement. The Georgian data
in UniMorph follows the convention of including
objects only in third person singular — thus failing
to provide a comprehensive coverage of the word-
forms that can be attested in the language.

Additional issues with the current morphological
data in UniMorph for Georgian verbs are: sparsity,
as it includes only 47 inflection tables; lack of di-
versity, as all table are from the transitive class; and
lack of accuracy, as the data was produced automat-
ically without verification by native speakers.

Data Annotation A key contribution of this work
is the creation of a new dataset for Georgian that
follows the layered annotation schema and ad-
dresses the other shortcomings just described. We
selected a list of 118 verb lemmata from all differ-

2Although not explicitly shown here, annotation of case
stacking is also possible with our approach, while non-
hierarchical annotations do not account for such cases. For ex-
ample, Korean교사에게이 can be tagged as N;SG;NOM(DAT).
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Flat structure Hierarchical Structure
Georgian: gagišvebt

V

FUT ARGNO1P ARGAC2S

V

FUT NOM

1 PL

ACC

2 SG

Trans: ‘We will let you go’
Args: SUBJ-1PL, OBJ-2SG

Turkish: kedisisin
N

SG ARGNO2S PSS3S

N

SG NOM

2 SG

POSS

3 SG

Trans: ‘you are his cat’
Args: NOUN-SG, SUBJ-2SG, POSS-3SG

Swahili: ninakupenda
V

PRS ARGNO1S ARGAC2S

V

PRS NOM

1 SG

ACC

2 SG

Trans: ‘I love you’
Args: SUBJ-1SG, OBJ-2SG

Hebrew: emdata
N

SG PSS3S FEM

N

SG POSS

3 SG FEM

Trans: ‘her position’
Args: NOUN-SG, POSS-3SG-FEM

Table 2: Examples for word-forms with multiple argument agreements. On the left we present the flat structure
currently employed in UniMorph. All examples save Hebrew are not included in the UniMorph inflection tables,
presumably due to their lack of transparency. On the right we present our proposed hierarchical structure, which is
more transparent, and also ammenable for compositional generalization.

ent classes.3 Every verb was manually annotated
with its stem, its thematic affix and principal parts,
to automatically generate the full inflection tables.

This automatic generation of Georgian verbs is
prone to some errors, for instance, in accounting
for idiosyncratic phonologically-conditioned stem
changes. Hence, we ran our data through 3 native
Georgian speakers to assert its correctness, or fix
when needed. In cases where speakers were un-
sure we used a Georgian morphological analyzer
(Doborjginidze and Lobzhanidze, 2012) for consul-
tation. In cases of disagreement, we used a majority
vote among the speakers. On average, at least one
speaker was uncertain in about 5% of the forms,
but a disagreement that necessitated a majority vote
occurred only on about 0.7% of the cases.

Table 3 summarizes the statistics over our anno-
tated data. In total, we produced 21,054 verb forms,
of 118 lemmata. The data is quite evenly balanced
across the classes, with more verbs drawn from the
more frequent transitive class. For comparison, the
current UniMorph data has fewer lemmas, 3,300
forms, and includes only verbs that are transitive.4

3We based the list of verbs on those whose inflection tables
appear on Hewitt (1995) and added some commonly-used
verbs suggested by native speakers.

4All our data is publicly available at https://github.
com/Onlp/GeorgianMorphology.

Trans. Intrans. Med. Indi. Stat.
#Infl. Tables 40 21 29 16 12
#Verb Forms 12506 2560 3132 2626 230

Table 3: Distribution of the Georgian verbs over classes.

5 Experiments

To assess the usability of our dataset, we trained
a standard reinflection model, the character-level
LSTM of Silfverberg and Hulden (2018), on our
data.5 We sampled from our data 2 datasets for
training morphological reinflection models, con-
taining train, validation and test sets in sizes 8k, 1k
and 1k examples, respectively. Following Goldman
et al. (2021), one dataset employed an easier form-
split, i.e., no forms appear in both train and test,6

and the other with the more challenging lemma-
split, where lemmas from train, dev and test are
disjoint. To assess the generalization capacity we
varied the sources of both the train and test sets.7

We report 2 evaluation metrics: accuracy over exact
matches, and average edit distance from gold.

5For hyper-parameters tuning see Appendix C.
6This is the splitting method used in SIGMORPHON’s

shared tasks on reinflection (e.g., Cotterell et al., 2018).
7We harmonized the train and test features vocabulary, so

that the old data bears the new scheme. So the only difference
between Original and New is in which forms are included.
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Train Set Test set Form Split Lemma Split
Acc Avg ED Acc Avg ED

New New 94.9% 0.15 1.3% 4.66
New Original 84.7% 0.3 0.3% 4.39
Original New 35.2% 1.36 0.0% 6.22
Original Original 99.3% 0.01 0.0% 6.13

Table 4: Accuracy (Acc, higher is better) and Average
Edit Distance (Avg ED, lower is better) for morphologi-
cal reinflection on different train-test combinations.

Results and Analysis Table 4 presents the
model’s performance for all train-test combina-
tions. It shows that the model’s performance on
the new data (top line combination) is largely on
par comparing to its performance over training and
testing on UniMorph’s original data (bottom com-
bination). However, the model generalizes poorly
from the original partial data to the forms in our
test set which reflect the entire Georgian inflec-
tional system. Generalization from our data to Uni-
Morph’s set is a lot better. The results also show
that the splitting method is crucial for success of
the model, as it inflects easily to unseen forms,
but much harder when inflecting forms in a pre-
viously unseen lemma.8 These results corroborate
the results of Goldman et al. (2021) regarding the
difficulty of lemma-split data. Although the accu-
racy over the lemma split data is negligible, the
average edit distance in that case points again to
the conclusion that generalization from UniMorph
to our data is harder that the other way around.

Error Analysis To provide insights into the chal-
lenge of reinflecting morphologically complex
forms, we manually sampled the erroneous output
of the model trained and tested over our lemma-
split data, to draw insights on the points of failure.
In many cases the model succeeded in copying and
modifying the verb stem, but failed to output the
other morphemes correctly. Sometimes the errors
were due to inflection to an incorrect TAM com-
bination of the same lexeme, and sometimes the
inflection was done to the correct TAM but to a dif-
ferent derivationally-related lemma (e.g. change of
voice in addition to the change of TAM). We con-
clude that the fact that our datasets include lemmas
from diverse classes that may have derivational rela-
tions makes the inflection task significantly harder.
Interestingly, the model managed to predict the
correct subject and object affixes most of the time.

8For learning curves on the splits see Appendix A.

6 Conclusion

This paper proposes a transition of the UniMorph
annotation standard to a layered hierarchical anno-
tation of features. This revised schema caters for
complex marking phenomena including multiple
pronominal agreement. We apply it to Georgian,
and construct a corresponding new dataset that is
large, balanced, complete with respect to grammat-
ical phenomena in the Georgian verb system and
verified by native-speakers. Our experiments with
a standard reinflection model on the old and new
Georgian datasets shows that the old UniMorph
dataset does not generalize well to the new test-
set, due to its partial coverage. This work is in-
tended to encourage the community to extend the
annotation of different languages to include phe-
nomena such as polypersonal agreement and others
that can be dealt with using a hierarchical anno-
tation, ultimately leading to more complete and
consistent benchmarks for studying non-trivial and
less-explored areas of computational morphology.
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A Learning Curves

Fig. 1 exemplifies the sufficiency of our dataset
for training an inflection model on form-split data
as doubling the data amount from 4,000 to 8,000
yields relatively minor improvement. It also shows
that for the lemma-split data, the model completely
fails. It starts improve marginally with more than
2,000 examples, although its performance remains
far from satisfactory. This leaves room for explo-
ration of bootstrapping and augmentation methods
or more sophisticated modeling to improve results.

Figure 1: Inflection accuracy over form-split and lemma-
split test sets as a function of train set size.

B Tech-Spec

All algorithms described in the paper were executed
on a single machine equipped with one NVIDIA TI-
TAN Xp GPU, 16 Intel i7-6900K(3.20GHz) CPUs
and 126GB RAM. Since the LSTM algorithm was
implemented on DyNet, there was no need of the
GPU, and all the calculations were done using only
the CPU.

C Hyper Parameters

1. Embedding size = 100
2. Hidden state size = 100
3. Attention size = 100
4. Number of LSTM layers = 1

During training, we experimented with several val-
ues for the hyper-parameters detailed above. How-
ever, for all the combinations we tried, the results
barely changed both at the form-split setting and
the lemma-split setting.
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Abstract

Large-scale pre-trained sequence-to-sequence
models like BART and T5 achieve state-of-
the-art performance on many generative NLP
tasks. However, such models pose a great
challenge in resource-constrained scenarios ow-
ing to their large memory requirements and
high latency. To alleviate this issue, we pro-
pose to jointly distill and quantize the model,
where knowledge is transferred from the full-
precision teacher model to the quantized and
distilled low-precision student model. Empir-
ical analyses show that, despite the challeng-
ing nature of generative tasks, we were able
to achieve a 16.5x model footprint compres-
sion ratio with little performance drop relative
to the full-precision counterparts on multiple
summarization and QA datasets. We further
pushed the limit of compression ratio to 27.7x
and presented the performance-efficiency trade-
off for generative tasks using pre-trained mod-
els. To the best of our knowledge, this is the
first work aiming to effectively distill and quan-
tize sequence-to-sequence pre-trained models
for language generation tasks.

1 Introduction

Pretrained sequence-to-sequence (seq2seq) mod-
els such as BART (Lewis et al., 2020; Liu et al.,
2020) and T5 (Raffel et al., 2020; Xue et al., 2021)
have shown great success in various natural lan-
guage processing (NLP) tasks, such as text sum-
marization (Nallapati et al., 2016; See et al., 2017;
Narayan et al., 2018), machine translation, ques-
tion answering (Fan et al., 2019) and information
extraction (Zhou et al., 2021). However, such
large-scale pre-trained language models come with
hundreds of millions of parameters: Lewis et al.

†Work done during an internship at AWS AI Labs.
§Equal contribution.

(2020) trained a BART model with 400M parame-
ters, while Raffel et al. (2020) pushed the limit to
11 billion parameters in T5.

The continual growth in model sizes leads to sig-
nificant demand in both computation and memory
resources during inference, and poses a huge chal-
lenge on deployment, especially in real-time and/or
resource-constrained scenarios. This motivates re-
searchers to compress large pre-trained models to
be smaller and faster while retaining strong perfor-
mance. Among existing compression approaches
such as weight-sharing (Dehghani et al., 2019; Lan
et al., 2020), low-rank approximation (Ma et al.,
2019; Lan et al., 2020), and pruning (Michel et al.,
2019), quantization approaches have received at-
tention recently since they reduce model footprints
using lower bits for the weight values without
changing the carefully-designed model architec-
ture. Most prior work on transformer quantization
focused on BERT-based transformers (Zhang et al.,
2020; Zafrir et al., 2019; Bai et al., 2021). How-
ever, efficient quantization on the encoder-decoder
transformers is insufficiently studied. Prato et al.
(2020) achieve 8-bit quantization for a seq2seq
transformer without significant loss of performance
but low-bit quantization proved to be difficult for
this model (4-bit performance in Table 2 in their
work) due to the accumulation of quantization er-
rors in seq2seq models. Moreover, their work did
not target quantizing large-scale pre-trained lan-
guage models, nor could it be applied to other
NLP tasks besides machine translation. Meanwhile,
model distillation which transfers knowledge from
a large teacher model to a smaller student model
has been widely investigated for BERT compres-
sion (Sanh et al., 2019; Jiao et al., 2020).

Recently, Shleifer and Rush (2020) applied
“shrink and fine-tune” distillation method on BART
for text summarization, yet their work focuses more
on the methodology for distilling text summariza-
tion only. Besides, their work did not yield a sig-
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nificant model footprint reduction, one of the most
challenging issues in the deployment of large mod-
els in resource-constrained scenarios.

In this work, we try to address the challenge
of building a more efficient seq2seq model by an-
swering two research questions: first, how well
does the quantized seq2seq model perform on var-
ious tasks? Second, how do we combine quan-
tization and distillation to push the limit of com-
pressing the seq2seq model without significant per-
formance losses in challenging tasks like summa-
rization and question answering? To this end, we
proposed a joint distillation and quantization frame-
work, which efficiently transfers the knowledge
from a full-precision teacher seq2seq model to its
student with fewer layers and ultra-low bits for
encoding its parameters. Experimental results on
BART show that the proposed models reduce the
model footprint by 16.5x while preserving competi-
tive performances on multiple language generation
benchmarks, and further illustrate the performance-
efficiency trade-off of compressing seq2seq models
up to 27.7x smaller. To the best of our knowledge,
this is the first work aiming to effectively distill and
quantize seq2seq pre-trained models for language
generation tasks.

2 Distilling and Quantizing BART

In this section, we consider two directions for re-
ducing the size of our generative language model:
quantization (§2.1) and distillation (§2.2). We ap-
ply distillation-aware training (§2.3) to train a quan-
tized and distilled low-precision model as a student
model to emulate the full-precision teacher model.

2.1 Quantization
Quantization refers to the operation of mapping a
real (high-precision) number to its low-precision
counterpart in order to achieve model footprint re-
duction. There has been extensive study on ap-
plying quantization to training neural networks.
Different quantization schemes include, e.g., lin-
ear quantization (e.g., Hubara et al., 2016, 2017;
Jacob et al., 2018), non-linear quantization (Li
and Sa, 2019), approximation-based quantization
method (Lin et al., 2016), and loss-aware quanti-
zation (Hou and Kwok, 2018). In our work, we
used the approximation-based method with linear
quantization following Zhang et al. (2020).

Quantizing BART We applied quantization to
the weights of all the hidden layers and most of

the embeddings. Following previous work (Zhang
et al., 2020), we did not quantize positional embed-
dings and quantized activations only to 8 bits.

Weight Quantization We dive into the mathe-
matical details of how to quantize the weights in
BART models. Let us denote wt ∈ Rnt as the
vector obtained by stacking all the columns of the
full-precision weight matrix Wt that we wish to
quantize at iteration t. By quantizing wt, we are
looking for a scaling factor (also known as quanti-
zation step) αt and a low-precision number bt, to
replace full precision weight wt with αtbt. When
quantizing with more than 2 bits, we are applying
the commonly used symmetric linear quantization,
with

αt = max
i

|wt
i | / th

bt ∈ {−th, · · · ,−1, 0, 1, · · · , th}nt

where th = 2nb−1 − 1 and nb is the number of
bits we use for quantization. Then bt can be ob-
tained by bt = round(wt/αt). When quantizing
with 2 bits, we use the approximation based TWN
method (Li et al., 2016). The mathematical details
are provided in Appendix A.

2.2 Distillation
The second task we consider is knowledge dis-
tillation, where we train a smaller student model
to mimic the behavior of a larger teacher model;
specifically, we want to reproduce the output logits,
attentions, and hidden states of the teacher model.
Following Shleifer and Rush (2020), we initialize
the student model by copying the weights from
maximally spaced layers of the teacher model, e.g.,
when initializing a 3-layer student encoder (de-
coder) from a 6-layer teacher encoder (decoder),
we copy the 0th, 3th and 5th layers from the teacher
to the student. When copying only 1 layer, we
choose the last instead of the first, which has been
shown empirically to yield better performance. Dif-
ferent than Shleifer and Rush (2020) who only dis-
till the decoder, we distill both the encoder and
the decoder. After initialization, we fine-tune the
student model with the combined objective of task
loss and distillation loss, i.e. Ldata + Ldist, with

Ldist = Llogits + Latt + Lhid

where the RHS are MSE losses measuring the dif-
ference between the student and teacher with re-
gard to output logits, attention scores (including
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Model
W-E-A (#bits) E-D (#layers)

Size (MB)
Summarization Long-form QA

CNN/DailyMail XSUM ELI5
R1 R2 RL R1 R2 RL R1 R2 RL

32-32-32 6-6 531 (1x) 44.90 22.25 42.09 43.84 20.79 35.71 26.02 5.11 15.36
8-8-8 6-6 (direct quant.) 137 (3.9x) 11.36 1.01 11.01 22.74 5.69 17.81 6.72 0.43 4.89

Distillation-Aware Quantization

8-8-8 6-6 137 (3.9x) 44.66 21.92 41.86 42.51 19.61 34.61 27.10 5.15 16.23
2-2-8 6-6 39 (13.6x) 42.94 20.07 40.13 40.06 17.34 32.46 26.33 4.97 16.15

Distillation-Aware Quantization + Distillation

8-8-8 6-3 110 (4.8x) 43.99 21.25 41.24 41.94 19.21 34.21 26.38 5.13 16.27
8-8-8 6-1 92 (5.8x) 42.52 20.04 40.05 39.42 17.70 32.69 24.27 4.74 15.71
8-8-8 3-1 72 (7.4x) 41.18 18.75 38.58 36.39 15.29 29.91 23.69 453 15.51
2-2-8 6-3 32 (16.5x) 42.49 19.71 39.70 39.66 17.26 32.33 25.41 4.83 15.94
2-2-8 6-1 27 (19.2x) 41.14 18.72 38.66 36.61 15.33 30.22 23.34 4.31 15.20
2-2-8 3-1 22 (23.5x) 40.14 17.75 37.60 33.56 13.05 27.48 22.60 3.99 14.95
2-2-8 1-1 19 (27.7x) 39.00 16.73 36.42 29.04 9.56 23.47 21.51 3.44 14.30

Table 1: Distillation and quantization results on BART for text summarization on CNN/DailyMail and XSUM
benchmarks and long-form question answering on the ELI5 benchmark. We abbreviate the number of bits for
weights, word embedding and activations as “W-E-A (#bits)”, followed by the number of encoder and decoder layers
as “E-D (#layers)”. We use the rouge-{1,2,L} as evaluation metrics (Lin, 2004). We found that distillation-aware
quantized models achieves comparable or even better performance compared with the full precision models, and
combining quantization and distillation, e.g., from “2-2-8 6-6” to “2-2-8 6-3”, gives us a further boost in model
footprint compression ratio without significant sacrifice in performance. See §3.2 for details.

encoder attention, decoder attention and cross at-
tention), and hidden states (including all encoder
and decoder layers).1 We include the details of the
loss in Appendix B for completeness.

2.3 Distillation-aware quantization

To fine-tune our quantized and distilled model, we
use the technique of distillation-aware quantization
with a teacher-student architecture from (Zhang
et al., 2020)2. We treat the quantized and distilled
low-precision model as a student model trained to
emulate the full precision model, which in this case
is the teacher model. Meanwhile, we also keep the
full-precision distilled counterpart of the student
model for parameter update. At each iteration, we
first quantize the full precision student model to
get its quantized version, then do the forward pass
with the low-precision student model and get the
task loss as well as the distillation losses discussed
in §2.2. Finally, we use these losses to update the
parameters in the full-precision student model.

1Based on an initial small-scale study, we didn’t find a sig-
nificant difference between weighted and unweighted losses
in our setting. For simplicity, we use unweighted loss here
and leave the tuning of weights for future work.

2Note that in this work we jointly distill and quantize
encoder-decoder models, while Zhang et al. (2020) used a
similar technique but 1) for quantizing encoder-only models
and 2) without the actual model distillation.

3 Experiments and Discussions

In this section, we evaluate the efficacy of jointly
Distilling and Quantizing BART (hereinafter, DQ-
BART) on text summarization and long-form ques-
tion answering using three benchmarks: CNN/Dai-
lyMail (See et al., 2017), XSUM (Narayan et al.,
2018), and ELI5 (Fan et al., 2019). We additionally
study machine translation with mBART on WMT
English-Romanian (En-Ro) (Bojar et al., 2016).

3.1 Experimental Setup
We followed the standard splits of these datasets.
The statistics could be found in Appendix C. For
ELI5, we reproduced the author’s implementation
to train a dense retriever that retrieves 10 support-
ing documents from Wikipedia for each question.
Additional details could be found in Appendix D.

As our target is achieving efficient seq2seq gener-
ative models, we used base-sized BART for summa-
rization and question answering tasks. For machine
translation, we used mBART-large due to the lack
of pretrained base-sized multilingual BART mod-
els. We reused existing models3, and finetuned our
own models on end tasks when no open-sourced
model is available. We trained our quantized-only
models for 10 epochs and distilled-and-quantized

3
https://huggingface.co/ainize/bart-base-cnn;

https://huggingface.co/facebook/mbart-large-en-ro
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models for 20 epochs. We used a batch size of
128, a learning rate of 3 × 10−5 with 5% linear
warmup, and selected the best model based on
rouge-L scores on the development set. We set gen-
erative hyperparameters following previous work
(Lewis et al., 2020). All experiments were per-
formed on A100 GPUs.

3.2 DQ-BART Results and Discussions
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Summarization: CNN/DM

original BART
8-8-8 direct
8-8-8 6-6
2-2-8 6-6
8-8-8 6-3
8-8-8 6-1
8-8-8 3-1
2-2-8 6-3
2-2-8 6-1
2-2-8 3-1
2-2-8 1-1

Figure 1: Visualization of performance v.s. model foot-
print compression ratio on CNN/DailyMail based on
Table 1. Green dots are for quantization only, and pur-
ple dots are for distillation + quantization. We found
that the performance degradation is minimal as the com-
pression ratio grows, especially before 20x.

We summarized the main results in Table 1 and
visualized the performance on text summarization
on the CNN/DailyMail dataset in Figure 1. Addi-
tional visualizations are in Appendix E. We found
that:

1. Direct quantization performs poorly in genera-
tion tasks. The rouge-L score drops ∼50-75%
relatively compared with the baseline.

2. The performance of 8-bit distillation-aware
quantized models (“8-8-8 6-6”) achieves com-
parable or even better performance compared
with the full precision models across all tasks,
signaling that 8-bit is not too challenging for
generative models like BART, similar to the
findings for BERT (Zhang et al., 2020).

3. We were able to achieve a 13.6x model size
compression ratio when using 2-bit quantiza-
tion with the trade-off of slight performance
drop for summarization tasks and even no per-
formance drop for the long-form QA task.

4. Combining quantization and distillation gives
us a further boost in model compression ratio
without significant further sacrifice in perfor-
mance. For example, when using 2-bit quan-
tization, by cutting the layers of the decoder

in half (from “2-2-8 6-6” to “2-2-8 6-3”), we
only saw < 0.5 rouge-L performance drop
across all tasks while getting another 2.9x
compression.

5. When pushing the compression rate to the
limit (“2-2-8 1-1”), we were able to achieve
a 27.7x compression ratio while still preserv-
ing reasonable performance. We observed
a rouge-L drop of 5.67 for CNN/DailyMail
(42.09 → 36.42), 12.24 for XSUM (35.71 →
23.47), and 1.06 for ELI5 (15.36 → 14.30).
Thus, for certain tasks a large model com-
pression ratio would not lead to a significant
performance drop while for others the drop
could be huge, suggesting that the specific
compression ratio to use should be decided
on a task-by-task basis with the trade-off of
performance and efficiency in mind.

3.3 DQ-mBART for Translation
We further extend our study to see how distilla-
tion and quantization work for mBART (Liu et al.,
2020), a deeper multilingual model. We experi-
mented mBART-large on WMT English-Romanian
translation task (Bojar et al., 2016). The results are
in Table 2.

Model Size BLEU

32-32-32 12-12 1x 26.82
8-8-8 12-12 (direct quant.) 4.0x 0.01

Distillation-Aware Quantization

8-8-8 12-12 4.0x 25.91
2-2-8 12-12 15.2x 23.48

Distillation-Aware Quantization + Distillation

8-8-8 12-6 4.7x 25.61
8-8-8 12-3 5.2x 24.22
8-8-8 12-1 5.6x 20.61
2-2-8 12-6 18.0x 17.66
2-2-8 12-3 19.9x 16.99
2-2-8 12-1 21.3x 12.81
2-2-8 1-1 30.6x 10.36

Table 2: Distillation and quantization results for transla-
tion on WMT16 En-Ro with mBART-large.

We found that distillation-aware quantization
yields reasonably good performance, similar to the
findings in DQ-BART (Table 1). However, the
performance drops substantially when performing
2-bit quantization with distillation, possibly due to
the accumulation of the distillation/quantization er-
ror becoming more significant with deeper models
and the challenging nature of machine translation.
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Future work may explore how to improve the per-
formance of joint distillation and quantization for
deep models under a low-bit setting.

3.4 Distillation and Quantization v.s.
Distillation Only

Model Size R1 R2 RL

CNN/DM
Distill + Quant 8-8-8 6-3 4.8x 43.99 21.25 41.24
Distill only 16-16-16 3-1 3.8x 41.17 18.72 38.62

XSUM
Distill + Quant 8-8-8 6-3 4.8x 41.94 19.21 34.21
Distill only 16-16-16 3-1 3.8x 36.60 15.46 30.07

ELI5
Distill + Quant 8-8-8 6-3 4.8x 26.38 5.13 16.27
Distill only 16-16-16 3-1 3.8x 23.80 4.54 15.40

Table 3: Comparisons between distillation-only and
joint distillation and quantization.

We want to understand how much gain there is
when doing joint distillation and quantization com-
pared with distillation-only method (Shleifer and
Rush, 2020). To do so, we trained distillation-only
models and compared them with DQ-BART with
a similar size. From Table 3, we found that joint
distillation and quantization performs much better
across all tasks, signaling the huge gain with joint
distillation and quantization. Additional ablation
study on “Shrink and Finetune” could be found in
Appendix F.

4 Conclusion

Transformer-based pre-trained seq2seq language
models like BART have greatly advanced the state
of the art in a range of NLP tasks. Yet, these
extremely large-scale models pose a challenge in
resource-constrained scenarios. To alleviate this is-
sue, we proposed DQ-BART, a jointly distilled and
quantized BART model. Empirical results show
that, despite the difficult nature of language gen-
eration tasks, we achieve a 16.5x model footprint
compression ratio with little performance drop on
three generative benchmarks, and further present
the performance-efficiency trade-off for seq2seq
models up to a 27.7x compression ratio. Addition-
ally, we studied distillation and quantization for
mBART on a machine translation task, and high-
lighted the challenge of joint low-bit quantization
with distillation for deeper models on cross-lingual
tasks. To the best of our knowledge, our method
is the first to apply joint quantization and distilla-
tion on pretrained language models, and this is the
first work aiming to effectively distill and quantize
seq2seq pretrained models for language generation

tasks. We hope this work could open doors for de-
veloping and applying efficient seq2seq language
models. We leave additional compression methods
like attention head pruning (Michel et al., 2019)
and sequence-level distillation (Kim and Rush,
2016), and the measurement of latency improve-
ments in various settings for future work. Our code
is available at https://www.github.com/
amazon-research/dq-bart/.
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A Details of TWN Quantization

When quantizing using 2 bits (which is also know
as ternarization), following Zhang et al. (2020),
we apply the TWN method (Li et al., 2016). To
quantize w, we are looking for scaling factor α > 0
and b ∈ {−1, 0, 1}n such that w ∼ αb where n is
the dimension of w. To minimize the quantization
error, we have the following optimization problem:

α∗,b∗ = argmax
α,b

||w − αb||2

where α > 0,b ∈ {−1, 0, 1}dim(w)

Denote ∆ as a threshold and I∆(x) be a function
such that

I∆(x) =


1, if x > ∆

0, if −∆ ≤ x ≤ ∆

−1, if x < −∆

and denote set J∆ = {i | I∆(wi) ̸= 0}, then ac-
cording to Hou and Kwok (2018), the solution to
the previous optimization problem can be reached
at

b∗ = I∆∗(w), α∗ =
||w ⊙ b∗||1

||b∗||1
,

with ∆∗ = argmax
∆

1

|J∆|

∑
i∈J∆

|wi|


where ⊙ is element-wise multiplication and || · ||1
is the l1-norm. To approximate this result, we set
∆∗ = 0.7||w||1/dim(w) then compute α∗ and b∗

accordingly.

B Details of Distillation Losses

The distillation losses is defined as the following:

Ldist = Llogits + Latt + Lhid

In this section we’ll go through each part of the
losses. We denote ϕenc(·), ϕdec(·) as the functions
that map the index of an encoder/decoder layer of
the student model to the index of the teacher model
layer that it is trained to emulate, the details of
which is discussed in §2.2, and we use lSenc, l

S
dec to

denote the number of encoder layers and decoder
layers of the student model. To illustrate, if lSenc =
3, lSdec = 2, we would have:

ϕenc(0, 1, 2) = 0, 3, 5, ϕdec(0, 1) = 0, 5

For simplicity, we use superscript ·S , ·T to dis-
tinguish counterparts from the student model and
teacher model respectively.

Next, we will explain the definition of each part
of the distillation losses.

Firstly, Llogits is the Mean Squared Error (MSE)
between the output logits of the student model and
that of the teacher model, i.e.

Llogits = MSE(logitsS , logitsT )

Secondly, Latt is the attention distillation loss,
which is the sum of distillation losses of encoder
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attentions (EA), decoder attentions (DA), and cross
attention (CA), i.e.

Latt = LEA + LDA + LCA

where

LEA =

lSenc∑
i=1

MSE(EAS
i , EAT

ϕenc(i)
)

LDA =

lSdec∑
i=1

MSE(DAS
i , DAT

ϕdec(i)
)

LCA =

lSdec∑
i=1

MSE(CAS
i , CAT

ϕdec(i)
)

with the subscripts i, ϕ(i) specifying the indices of
the layers.

Finally, Lhid is the distillation loss between
all the hidden states between student layers and
teacher layers, which include encoder hidden states
(EHS) and decoder hidden states (DHS):

Lhid = LEHS + LDHS

where

LEHS =

lSenc∑
i=1

MSE(EHSS
i , EHST

ϕenc(i)
)

LDHS =

lSdec∑
i=1

MSE(DHSS
i , DHST

ϕdec(i)
)

C Dataset Statistics

Dataset Dataset Split Count Mean Token Length
Train Valid. Test Source Target

CNN/DM 87,113 13,368 11,490 691 52
XSUM 204,045 11,332 11,334 374 21

ELI5 272,634 9,812 24,512 Q: 38 D: 1,672 111
WMT16 En-Ro 610,320 1,999 1,999 21 21

Table 4: Dataset Statistics.

D ELI5 Additional Details

In this section, we present additional details for the
ELI5 dataset.

D.1 Dense Retriever
We were not able to find a public version of sup-
porting documents for ELI5, and thus followed the
author’s implementation4 to train a dense retriever

4
https://yjernite.github.io/lfqa.html

that retrieves support documents from Wikipedia.
Our trained retriever achieves a similar perfor-
mance compared with the one reported in the au-
thor’s implementation (recall: ours 0.3273, re-
ported 0.3247).

D.2 Evaluating ELI5 Results
We use the ROUGE-SCORE package5 to calculate
rouge scores through the paper. However, as the
author of ELI5 pointed out4, the original rouge
implementation used in ELI5 and BART papers
performs additional normalization. For consistency,
we also reported results for ELI5 using the same
ROUGE-SCORE package, which differs from the
one used in ELI5/BART. Here we compared the
performance of our trained ELI5 baseline model
with the public one using the rouge implementation
used in ELI5/BART papers.

Model Rouge Setting R1 R2 RL

BART-base (ours)
rouge-score 26.02 5.11 15.36
BART/ELI5 29.19 5.59 25.88

BART-large reported (Lewis et al., 2020) BART/ELI5 30.60 6.20 24.30

Table 5: Comparison when using different rouge imple-
mentation.

Results in Table 5 shows that the performance of
our base-size model is close to the one with large-
size reported in Lewis et al. (2020). This signals
that our baseline model for ELI5 is well-trained.

E Visualizations of Experimental Results
on XSUM and ELI5 datasets
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Figure 2: Visualization of performance v.s. model foot-
print compression ratio on XSUM based on Table 1.

5
https://pypi.org/project/rouge-score/
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Figure 3: Visualization of performance v.s. model foot-
print compression ratio on ELI5 based on Table 1.

F Comparisons on “Shrink and
Finetune”

We benchmarked the performance of three ran-
domly picked models with the “Shrink and Fine-
tune” schema proposed in Shleifer and Rush (2020).
We ran the models using the same hyperparame-
ter settings we used in this paper. The results are
shown in Table 6.

We found that when using distillation losses be-
tween the teacher and the student, the performance
are slightly better than the “Shrink and Finetune”
method under our setting. This signals that having
guidance in weighting is important for a quantized
and distilled model to learn well.

Model Loss R1 R2 RL
CNN/DM
8-8-8 6-1

Ours 42.52 20.04 40.05
S&F 42.29 19.92 39.83

XSUM
2-2-8 6-6

Ours 40.06 17.34 32.46
S&F 39.69 17.27 32.27

ELI5
8-8-8 6-6

Ours 27.10 5.15 16.23
S&F 26.95 5.10 16.16

Table 6: Performance comparison between the loss used
in this paper and the “shrink and finetune” loss from
(Shleifer and Rush, 2020).
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Abstract

Comprehending a dialogue requires a model to
capture diverse kinds of key information in the
utterances, which are either scattered around or
implicitly implied in different turns of conver-
sations. Therefore, dialogue comprehension re-
quires diverse capabilities such as paraphrasing,
summarizing, and commonsense reasoning. To-
wards the objective of pre-training a zero-shot
dialogue comprehension model, we develop
a novel narrative-guided pre-training strategy
that learns by narrating the key information
from a dialogue input. However, the dialogue-
narrative parallel corpus for such a pre-training
strategy is currently unavailable. For this rea-
son, we first construct a dialogue-narrative par-
allel corpus by automatically aligning movie
subtitles and their synopses. We then pre-train a
BART model on the data and evaluate its perfor-
mance on four dialogue-based tasks that require
comprehension. Experimental results show that
our model not only achieves superior zero-shot
performance but also exhibits stronger fine-
grained dialogue comprehension capabilities.
The data and code are available at https:
//github.com/zhaochaocs/Diana.

1 Introduction

Dialogue comprehension (Sun et al., 2019; Cui
et al., 2020) aims to capture diverse kinds of key in-
formation in utterances, which are either scattered
around or implicitly implied in different turns of
conversations. Therefore, it requires different ca-
pabilities such as paraphrasing (Falke et al., 2020),
summarizing (Gliwa et al., 2019), and common-
sense reasoning (Arabshahi et al., 2021). Recent ad-
vances in pre-trained language models (PLMs) (De-
vlin et al., 2019; Radford et al., 2019) have been
applied to the problem (Jin et al., 2020; Liu et al.,
2021). However, these PLMs are generally pre-
trained on formal-written texts, which are different

∗ Work was done during the internship at Tencent AI lab.

from dialogue data in nature. Specifically, dia-
logues are composed of colloquial languages from
multi-speakers, and utterances usually have com-
plex discourse structures (Afantenos et al., 2015).
Therefore, applying these models directly to dia-
logue comprehension, especially in low-resource
settings, is sub-optimal.

To learn better dialogue representations, recent
studies have designed several dialogue-specific pre-
training objectives such as speaker prediction (Qiu
et al., 2021), utterance prediction (Chapuis et al.,
2020), response selection (Wu et al., 2020), and
turn order restoration (Zhang and Zhao, 2021).
These methods, albeit improve over the vanilla
PLMs, usually rely on surface-level dialogue in-
formation. In particular, they still fail to train the
models to explicitly learn the aforementioned capa-
bilities which are critical for dialogue comprehen-
sion (e.g., linguistic knowledge, world knowledge,
and commonsense knowledge). Furthermore, it
was not able to incorporate knowledge beyond di-
alogue (e.g., non-verbal communications between
speakers, as well as time and location information),
which are also crucial for dialogue comprehension.

To pre-train a zero-shot dialogue comprehension
model with the aforementioned features, we de-
velop a novel generative pre-training strategy that
learns by narrating the key information from a
dialogue input (see Figure 1 for an example). In
particular, the generated narrative text is supposed
to not only (i) paraphrase the gists of the dialogue
but also (ii) carry certain inferred information (e.g.,
the time and location of a scene and relations be-
tween speakers) that are not explicitly mentioned in
the dialogues. Learning to narrate such information
helps the model to learn varied lexical, syntactic,
and semantic knowledge of dialogue. It also en-
hances the model’s ability to infer extra information
beyond the literal meaning within dialogues, which
will benefit the model’s capability of dialogue com-
prehension.
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Movies & TVs

S: One hundred two point two. It's like you're not trying to get better.
A:  Sheldon, you don't get over the flu in half an hour.
S: I just want you to get better as soon as possible.
S: let me ask you a question. Do you believe in the placebo effect?
A: Of course I do. There have been many studies proving its validity.
S:  Great. Now, this may look like a Tic Tac... but it is really powerful
A: Sheldon, this isn't helping. Why don't you just let me get some rest

Sheldon is checking Amy‘s temperature of 102.2 °F and it is the same 
as half an hour before. He asks if she believes in placebo and then 
gives her a Tic Tac. Amy doesn’t like this and tries to get to sleep…

Dialogue

Narrative

s1

s2
s3

…

sm

d1 d2 d3 … dn

…

d4

Alignment

d4 s3

d2 d3 s2

d1 s1

…

Dialogue Narrative

Pre-training

Encoder Decoder

Predict

DREAM, PCMD, VLEP, SAMSUM, …

Figure 1: Overview of the learning-by-narrating strategy for pre-training a zero-shot dialogue comprehension
model (with an encoder-decoder architecture).

However, the learning-by-narrating strategy
would require a dialogue-narrative parallel cor-
pus, which, to our best knowledge, is not pub-
licly available. For this reason, we first create
DIANA, a large-scale dataset with (DIAlogue,
NArrative) pairs automatically collected from sub-
titles of movies and their corresponding plot syn-
opses. We consider dialogues from movie subtitles
as they are close to daily human-to-human conver-
sations (Zhang and Zhou, 2019). In addition, the
movie synopses include rich narrative information,
which is helpful for dialogue comprehension. After
data collection and strict quality control, we ob-
tain a dataset with 243K (dialogue, narrative) pairs
written in English. As the automatic data construc-
tion procedure is language-independent, it can be
applied to low-resource languages as well.

We then pre-train a BART model (Lewis et al.,
2020) on the constructed corpus with the proposed
learning-by-narrating strategy, and evaluate it on
four dialogue-based tasks that require comprehen-
sion. In zero-shot settings, our pre-trained model
outperforms the BART baseline on all tasks by a
large margin (e.g., +8.3% on DREAM (Sun et al.,
2019)), demonstrating the success of our approach.

The contributions of this paper are three-fold:

• We propose a novel learning-by-narrating pre-
training strategy for dialogue comprehension;

• We release DIANA, a new large-scale
dialogue-narrative parallel corpus;

• Experiments show that our pre-trained dia-
logue comprehension model achieves superior
zero-shot performance on a variety of down-
stream tasks.

2 DIANA: A Dialogue-Narrative Corpus

In this section, we describe the procedure to create
the dialogue-narrative parallel dataset.

2.1 Data Collection and Segmentation
We collect 47,050 English subtitles of movies and
TV episodes released from Opensubtitle (Lison
et al., 2018) and their corresponding synopses from
online resources such as Wikipedia and TMDB. To
link the subtitle and synopsis of the same movie or
TV episode, we require a subtitle and a synopsis to
have the same title and the release year, as well as
a high overlap rate (> 50%) on role names.

The subtitle and synopsis of a movie are too long
for a PLM. To facilitate pre-training, we split both
the subtitle and synopsis into smaller segments and
align the related segments from each part to shorter
(dialogue, narrative) pairs. We split subtitles using
the time interval δT between utterances and split a
synopsis into sentences. We set δT = 5s.

2.2 Data Alignment
We aim to align the dialogue sessions {d1, . . . , dn}
and narrative segments {s1, . . . , sm} with maxi-
mum global similarity to form (dialogue, narrative)
pairs. For each dialogue session dj , the goal is to
find its corresponding narrative segment si.

Inspired by (Tapaswi et al., 2015) in which the
narrative in a synopsis follows the timeline of a
movie or a TV episode, we develop a dynamic
time warping method to find the globally optimal
alignment score. During aligning, some narrative
segments contain information beyond the dialogue,
so they cannot be aligned to any dialogue session.
We therefore allow our algorithm to skip at most k
narrative segments during alignment searching:

A(i, j) = max
0≤k≤K+1

A(i− k, j − 1) + S (si, dj) , (1)

where A(i, j) denotes the optimal alignment score
of the first i narrative segments and the first j di-
alogue sessions. S (si, dj) is the text similarity
between si and dj .

We compare the performance of three text simi-
larity measures: Jaccard similarity, Rouge-1F, and
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Similarity Function Accuracy

Jaccard 57.98
Rouge-1F 60.01
TF-IDF 67.20
TF-IDF normalized 71.95

Table 1: Alignment accuracy of different similarity mea-
sures on MovieNet.

TF-IDF. In consideration of time efficiency, we
don’t apply more advanced neural methods. We
compare these similarity measures on MovieNet
dataset (Huang et al., 2020), which provides a man-
ual alignment between the segments of subtitles
and synopses of 371 movies. 1 We evaluate the per-
formance of each similarity measure by alignment
accuracy, a.k.a, the percentage of dialogue sessions
that are correctly aligned to the corresponding nar-
rative segment. As shown in Table 1, TF-IDF per-
forms best among all similarity measures. We also
find that a narrative-wise L2 normalization of the
TF-IDF can further improve the alignment accu-
racy. It helps to penalize the similarity of (dj , si)
when si has high similarity with many dialogues
(e.g., when si contains common words or protag-
onists’ names.) We therefore choose the normal-
ized TF-IDF as our similarity function. We further
analyze the errors during alignment and find that
85.94% of errors happen because the dialogue ses-
sion is aligned to the previous or next segment of
the gold narrative segment. It indicates that most of
the errors happen locally. Figure 2 shows an exam-
ple from MovieNet, where the red line and the blue
line indicate the gold alignment and the predicted
alignment via normalized TF-IDF, respectively. It
shows that the two lines are generally well over-
lapped except for some local discrepancies.

2.3 Quality Control
After data alignment, each narrative segment si can
be aligned to multiple dialogues. To consider the
local alignment errors, we also merge the aligned
dialogues of si−1 and si+1 to the dialogues of si.
Some of these dialogues may not be relevant to si.
To select the relevant dialogues, we use a greedy
method to incrementally select dialogues until the
rouge-F score between the narrative and the se-
lected dialogues doesn’t increase. After selection,
we concatenate the selected dialogues and preserve
their relative position. We finally obtain around 1.5
Million (dialogue, narrative) pairs.

1We use MovieNet for test purposes only.

Figure 2: The Alignment of dialogues and narrative
segments of a movie. X-axis and Y -axis are the ID of
dialogue sessions and narrative segments, respectively.
The variety of colors depicts the different similarity val-
ues between a dialogue session and a narrative segment.
The blue line is the predicted alignment via normalized
TF-IDF while the red line is the gold alignment.

To further improve the quality of data, we fil-
ter out pairs where the dialogue and the narra-
tive are irrelevant. To evaluate the relevance, we
use two automatic measures: Coverage and Den-
sity (Grusky et al., 2018). Low Coverage and Den-
sity indicate that the narrative text is either too
abstractive or irrelevant to the dialogue. We thus
only select the pairs with Coverage > 0.5 and
Density > 1. After this strict quality control, we
obtain 243K (dialogue, narrative) pairs as the final
DIANA dataset, which is a high-quality subset of
the original dataset. The average length of the dia-
logue and the narrative are 58 tokens and 18 tokens,
respectively.

2.4 Analysis of Knowledge Type
To analyze what types of knowledge are included
in DIANA, we randomly sample 100 instances and
manually categorize the relation between dialogue
and the corresponding narrative text into seven
knowledge types. We show the percentage of each
knowledge type in parentheses and in Figure 3 as
well. The knowledge types are:

• Summarizing (39%): The narrative text sum-
marizes multiple utterances as a concise state-
ment to reflect the salient event or information
of the dialogue.

• Visual/Audial (17%): The narrative text pro-
vides extra visual or audial information of the
dialogue, such as the location of the dialogue,
the speakers’ actions, and ambient sounds.

• Paraphrasing (14%): The narrative text re-
states speakers’ utterances using other words.

• Text Matching (9%): The narrative text is di-
rectly copied from the utterances of speakers.
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Figure 3: The knowledge type distribution in DIANA.

• Implicit (10%): The narrative text provides
extra information that is not explicitly men-
tioned in the dialogue.

• Causal (6%): The narrative text describes the
cause and effect relationship between events.

• Interpersonal (5%): The narrative text re-
veals the relationships between speakers.

Among these knowledge types, Summarizing
and Visual/Audial are the two most frequent ones.
They are followed by Paraphrasing and Text Match-
ing, which contribute to 23% in total. It also
shows that narratives use paraphrasing more of-
ten than copying. Additionally, DIANA contains
three higher-level knowledge types that require the
awareness of real-world commonsense and more
complicated inference such as implicit knowledge,
causal relationships, and interpersonal relation-
ships. The diverse knowledge types in DIANA
indicate the benefit of this dataset for dialogue com-
prehension and other downstream tasks as well.

3 Pre-training: Learning-by-Narrating

During pre-training, we aim to inject the knowl-
edge contained in DIANA into pre-trained models.
One option is to ask the model to distinguish be-
tween a correct narrative and an incorrect narrative
via a classification objective. However, it requires
carefully designing additional non-trivial negative
(dialogue, narrative) pairs. Therefore, we propose
to directly generate a narrative text from the given
dialogue by maximizing the generative probability:

p(y | x;θ) =
|y|∏
t=1

p (yt | y1:t−1,x;θ) , (2)

where x are dialogue texts and y are narrative texts.
There are two main advantages of using the gen-

erative objective. First, it can fully leverage the nar-
rative information from each token of the narrative

text with no need to construct negative pairs. Sec-
ond, the pre-trained model can be directly applied
to both generative and discriminative downstream
tasks without further fine-tuning. For discrimina-
tive tasks, we calculate the probability of each can-
didate according to Equation 2 and choose the most
probable candidate as the predicted answer.

4 Experiments

In this section, we evaluate the performance of the
pre-trained model on four downstream tasks that
require dialogue comprehension.

4.1 Setting

We use BART, a state-of-the-art sequence-to-
sequence model, as our baseline model.2 We use
its released checkpoint and further pre-train the
model on DIANA. During pre-training, we con-
catenate the utterances as the input and update the
parameters to maximize the probability of the corre-
sponding narrative. We use Adam as the optimizer,
and we set the learning rate and weight decay to
3×10−5 and 0.01, respectively. Following previous
studies that suggest that a larger batch size helps
pre-training, we set the batch size to 1024 and pre-
train the model for 1,000 steps.

4.2 Tasks

We evaluate our model’s ability of dialogue com-
prehension on four downstream tasks. DREAM
(Sun et al., 2019) aims to read a dialogue and se-
lect the correct answer from options of a dialogue-
related question. To make the task similar to our
pre-training task, we follow previous work (Chen
et al., 2021) to train a T5 model to convert each
(question, answer) pair to a statement. PCMD (Ma
et al., 2018) is a passage completion task. Given a
dialogue and a passage that describes the dialogue,
a query is created by replacing a character mention
with a variable x, and the model needs to recover
the character mention. VLEP (Lei et al., 2020)
aims to select the most probable future event given
the dialogue of the current event and two candi-
dates of future events. SAMSum (Gliwa et al.,
2019) is a dialogue summarization task to create a
concise abstractive summary for a dialogue. The
first three are discriminative tasks, and SAMSum
is a generative task. None of the source dialogues
in these tasks are included in DIANA.

2We also tried T5 and Pegasus in our early experiments
but did not observe better performance compared with BART.
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Data Task DREAM PCMD VLEP SAMSum
ACC ACC ACC R1 R2 RL

BART-FT - - 62.56 75.89 65.07 49.18 24.47 47.12
GPT-2 - - 41.99 45.02 54.58 10.83 0.74 11.68
RoBERTa - - 45.22 46.25 52.28 - - -

BART

- - 45.07 46.07 54.26 29.92 9.58 28.54
DIAL DE 46.69 47.34 55.98 30.08 9.52 29.36
CNN CLS 50.46 49.27 55.53 - - -
CNN GEN 52.72 45.34 58.13 31.33 9.08 28.03
CRD3 GEN 52.96 45.71 57.12 27.07 9.09 27.64

Narrator DIANA GEN 53.41 54.88 58.90 37.27 13.23 36.12

Table 2: Results on four dialogue-based tasks. For
models that require further pre-training, we list the cor-
responding pre-training dataset and task.

We evaluate the model performance on these
tasks under the zero-shot setting. For discrimina-
tive tasks, we convert each test instance with K
answer candidates as K (dialogue, narrative) pairs.
Given the dialogue as input, we evaluate the con-
ditional probability of each narrative according to
Equation 2 and choose the most probable narrative
as the predicted answer. We use accuracy (ACC) as
the evaluation metric for discriminative tasks and
ROUGE for the summarization task.

We compare our pre-trained model (Narrator)
with strong pre-trained baselines such as GPT-2,
RoBERTa, and BART. To investigate the impact
of the pre-training objective, we compare with 1)
BART-DIAL-DE: the original BART de-noising
objectives, which is trained on the dialogue part
of DIANA; and 2) BART-CNN-CLS: a classifica-
tion objective, which is trained using the CNNDM
dataset (See et al., 2017) to distinguish between
positive and negative summaries based on the doc-
uments. Negative summaries are obtained from
DocNLI (Yin et al., 2021) by replacing the words,
entities, and sentences of positive summaries. We
also investigate the quality of DIANA by compar-
ing it with two large summarization datasets: CN-
NDM and CRD3 (Rameshkumar and Bailey, 2020).
We pre-train BART to generate the summaries of
these datasets from the corresponding documents
and refer to the models as BART-CNN-GEN and
BART-CRD3-GEN. Besides the zero-shot models,
we list the supervised results finetuned on BART
(BART-FT) as a reference for the upper bound.

4.3 Results

Results are shown in Table 2. Our observations
are as follows. (i) When compared with vanilla
PLMs, Narrator outperforms GPT-2, RoBERTa,
and BART, demonstrating that the learning-by-
narrating pre-training objective can improve the

Question Type BART Narrator

Paraphrase+Matching 58.4 66.1 (+7.7)
Reasoning 42.2 46.2 (+4.0)

Summary 51.1 53.4 (+2.3)
Logic 43.8 48.2 (+4.4)
Commonsense 37.8 41.9 (+4.1)
Arithmetic 23.8 23.8 (+0.0)

Table 3: Accuracy by question types on DREAM.

model’s ability of dialogue comprehension. (ii)
When compared with different pre-training tasks,
Narrator outperforms BART-DIAL-DE, and BART-
CNN-GEN outperforms BART-CNN-CLS. This
indicates that the narrative-guided generative ob-
jective is more effective than the de-noising objec-
tive and the discriminative objective. (iii) When
compared with different pre-training data, Narra-
tor achieves better performance on all tasks com-
pared with BART-CNN-GEN and BART-CRD3-
GEN, demonstrating that DIANA is a more helpful
resource for dialogue comprehension.

We further analyze what types of knowledge are
enhanced during pre-training. To this end, we test
Narrator on a subset of the DREAM test set, which
includes annotated knowledge types released along
with the DREAM dataset. As shown in Table 3,
compared with the vanilla BART, Narrator achieves
better performance on all knowledge types except
Arithmetic, which is not covered in DIANA. The
performance gain indicates that the narrative pre-
training contributes the most to the knowledge re-
lated to paraphrasing and matching. It also benefits
from other knowledge types that require various
reasoning abilities such as commonsense reasoning
and logic reasoning.

5 Conclusion

We propose a learning-by-narrating strategy to pre-
train a zero-shot dialogue comprehension model.
We first construct a dialogue-narrative dataset
named DIANA, which contains 243K (dialogue,
narrative) pairs obtained by automatically aligning
movie subtitles with their corresponding synopses.
We then pre-train a dialogue comprehension model
based on DIANA and evaluate its performance on
four downstream tasks that require dialogue com-
prehension abilities. Experiments show that our
model outperforms strong pre-trained baselines,
demonstrating that the learning-by-narrating strat-
egy is a promising direction for dialogue compre-
hension. We also hope that DIANA will promote
future research in related areas.
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Abstract

GPT is an auto-regressive Transformer-based
pre-trained language model which has attracted
a lot of attention in the natural language pro-
cessing (NLP) domain. The success of GPT
is mostly attributed to its pre-training on huge
amount of data and its large number of parame-
ters. Despite the superior performance of GPT,
this overparameterized nature of GPT can be
very prohibitive for deploying this model on
devices with limited computational power or
memory. This problem can be mitigated using
model compression techniques; however, com-
pressing GPT models has not been investigated
much in the literature. In this work, we use Kro-
necker decomposition to compress the linear
mappings of the GPT-2 model. Our Kronecker
GPT-2 model (KnGPT2) is initialized based on
the Kronecker decomposed version of the GPT-
2 model and then is undergone a very light pre-
training on only a small portion of the training
data with intermediate layer knowledge distilla-
tion (ILKD). Finally, our KnGPT2 is fine-tuned
on downstream tasks using ILKD as well. We
evaluate our model on both language modeling
and General Language Understanding Evalua-
tion benchmark tasks and show that with more
efficient pre-training and similar number of pa-
rameters, our KnGPT2 outperforms the exist-
ing DistilGPT2 model significantly.

1 Introduction

Recently, development and deployment of pre-
trained language models (PLMs) has improved the
performance of NLP models significantly (Devlin
et al., 2018; Radford et al., 2019; Yang et al., 2019;
Shoeybi et al., 2019; Radford et al., 2019). PLMs
are mostly Transformer-based models, which are
pre-trained on enormous unlabeled data. Although
Transformer-based PLMs are powerful in perfor-
mance, their huge size is a barrier for efficient train-
ing or inference of these models on lower capac-
ity devices with memory, computation and energy
constraints. Therefore, there has been a growing

volume of literature focused on developing frame-
works for compressing these large PLMs.

Like other deep learning models, the main di-
rections of model compression for PLMs are us-
ing following methods in isolation or combination:
low-bit quantization (Gong et al., 2014; Prato et al.,
2019), pruning (Han et al., 2015), knowledge dis-
tillation (KD) (Hinton et al., 2015) and matrix de-
composition (Yu et al., 2017; Lioutas et al., 2020).

PLMs can be divided into encoder-based and
auto-regressive models such as the BERT (Devlin
et al., 2018; Liu et al., 2019) and GPT (Brown
et al., 2020) family respectively. Although the size
of BERT family models is usually smaller than
the GPT family, compressing the BERT family has
been investigated much more in the literature (e.g.
DistilBERT (Sanh et al., 2019), TinyBERT (Jiao
et al., 2019), MobileBERT (Sun et al., 2020), ALP-
KD (Passban et al., 2021), MATE-KD (Rashid
et al., 2021), Annealing-KD (Jafari et al., 2021)
and BERTQuant (Zhang et al., 2020)). On the
other hand, to the best of our knowledge, the GPT
family has barely a handful of compressed mod-
els (Li et al., 2021), among them the DistilGPT21

model has attracted wide attention in the literature.
The DistilGPT2 model is heavily pre-trained for 3
epochs on the large OpenWebText dataset2. More-
over, it is evident in the literature that the GPT
model cannot compete with BERT on natural lan-
guage understanding (NLU) tasks (Liu et al., 2021).
Therefore, developing an efficient compressed GPT
model with comparable NLU performance is still
an open problem.

In this paper, we use Kronecker decomposition,
which has been recently used for BERT compres-
sion (Tahaei et al., 2021), for compression of the
GPT-2 model (we refer to our model as KnGPT2
in this paper). We use Kronecker decomposition to
represent the weight matrices of linear layers in

1https://transformer.huggingface.co/model/distil-gpt2
2https://huggingface.co/datasets/openwebtext
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GPT-2 by smaller matrices which can reduce the
size and computation overhead. We use Kronecker
decomposition to compress the embedding and
Transformer layers of GPT-2. For Transformer
layers, the linear layers of multi-head attention
(MHA) and the feed-forward network (FFN)
blocks of Transformer layers are replaced with
their Kronecker decomposition.

Kronecker decomposition leads to reduction in
expressiveness of the model. We use a very light
pre-training with intermediate layer knowledge dis-
tillation (ILKD) to address this issue, which im-
proves the performance of the compressed model
significantly. It is worth mentioning that for our
pre-training, we use 1/10th of the DistilGPT2’s pre-
training data (i.e. OpenWebText) only for 1 epoch
(instead of 3 epochs in DistilGPT2). Furthermore,
in this paper, our framework is applied to GPT-2
but it can be easily exploited to compress other
models as well. To summarize contributions of this
paper, we mention the following points:

• To the best of our knowledge, we are the first
work which uses Kronecker decomposition
for compression of the GPT model.

• Our KnGPT2 model, which is evaluated on
both language modeling and GLUE bench-
mark tasks, improves training efficiency and
outperforms DistilGPT2 significantly.

2 Related Works

(Zhou and Wu, 2015) is the first work that used
summation of multiple Kronecker products to com-
press the weight matrices in fully-connected net-
works and small convolutional neural networks.
(Thakker et al., 2019) proposed a hybrid method
which separates the weight matrices into an upper
and a lower part, upper part remains untouched but
the lower part decomposes to Kronecker products.
They used this approach for small language models
to be utilized on internet of things (IoT) applica-
tions. Recently, (Thakker et al., 2020) extended
the mentioned hybrid method to non-IoT applica-
tions by adding a sparse matrix to the Kronecker
products. (Tahaei et al., 2021) has deployed a sim-
ilar approach to ours to compress BERT which
achieved promising results but to the best of our
knowledge, this work is the first attempt for GPT
compression using Kronecker decomposition.

DistilGPT2 3 is one of the most successful and
well-known compressed versions of GPT-2 which
is considered as a baseline in this paper. Distil-
GPT2 has 82M parameters compared to 124M pa-
rameters for GPT-2Small and is trained using KD
on OpenWebTextCorpus which is a reproduction
of OpenAI’s WebText dataset.

3 Methodology

3.1 Kronecker Product

The Kronecker product is a matrix operation (de-
noted by ⊗) which takes two matrices as input
and generates a block matrix as output. Assume
that A is a matrix ∈ Rm1×n1 and B is a matrix
∈ Rm2×n2 , A ⊗ B is equal to a block matrix
∈ Rm×n, where m = m1m2, n = n1n2 and each
block (i, j) is obtained by multiplying element aij
by matrix .

A⊗B =

a11B · · · a1nB
...

. . .
...

am1B · · · amnB,

 (1)

3.2 GPT-2 Compression using Kronecker
Factorization

We can represent a weight matrix, W ∈ Rm×n,
by two smaller matrices, A ∈ Rm1×n1 and B ∈
Rm2×n2 such that W = A⊗B and m = m1m2,
n = n1n2. This leads to reduction in the number
of parameters from mn for the original matrix to
m1n1 + m2n2 for the Kronecker factorized ver-
sion. In large language models, embedding layer
usually takes a large portion of the memory. Let
WE ∈ Rv×d be the lookup table for the input em-
bedding where v is the vocabulary size and d is the
embedding dimension. To compress the embed-
ding layer using Kronecker decomposition we use
the same method as in (Tahaei et al., 2021). We de-
fine AE ∈ Rv×d/f and BE ∈ R1×f , where f is a
factor of d. There are two reasons for this decision:
first, similar to WE , in the AE matrix every row
will indicate embedding of a single word. Second,
the embedding of each word, Ei, can be obtained
by AE

i ⊗B, therefore the computation complexity
of this operation is O(d) which is very efficient.

The transformer architecture is composed of N
identical layers each having MHA followed by
FFN. In the MHA module, there are linear lay-
ers which calculate the Query, Key and Value by

3For further details, see https://huggingface.co/distilgpt2
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multiplying the input vector by WQ,K ,V , respec-
tively. Also, in the FFN module, there are two fully
connected layers that can be represented as Wcfc

and Wcproj . In this work, all of the mentioned
weight matrices at different heads and layers of
the transformer are decomposed into Kronecker
factors.

For initialization, similar to (Tahaei et al., 2021),
the Kronecker factors Â and B̂ are estimated from
the corresponding weight matrix W in the original
uncompressed pre-trained model using the solution
to the nearest Kronecker problem

(Â, B̂) = arg min
(A,B)

∥W −A⊗B∥2

The solution to this optimization can be found by
rank-1 singular value decomposition (SVD) ap-
proximation of the reshaped , see (Van Loan, 2000)
for details.

3.3 Knowledge Distillation

In this section, the KD method used for both pre-
training and fine-tuning the KnGPT2 is explained.

Let T and S represent the teacher model, GPT-
2, and the student model, KnGPT2, respectively.
For a batch of data (x,y), AttSlast and AttTlast are
the attention distributions of the last transformer
layer, obtained by applying softmax on the scaled
dot product between query and key (For more de-
tails, see (Wang et al., 2020). HS

l and HT
l are

the normalized hidden state outputs of the layer l.
In our experiments, the output of the embedding
layer is considered as a hidden state. Therefore, l
represents both transformer layers and embedding
layer. Note that by using the Kronecker factoriza-
tion, like other decomposition methods, the number
of layers and dimensions of the output matrices in
the student model remain intact so we can directly
obtain the difference of output of a specific layer
in student an teacher model without the need for
projection.

For the MHA modules, similar to (Wang et al.,
2020), we use Kullback–Leibler divergence (KL)
between the attention distributions of the last trans-
former layers of the student and the teacher.

LAttention(x) = KL{AttSlast(x), AttTlast(x)} (2)

For the FFN modules and embedding layer, we
simply use the MSE between the output hidden
states of embedding and transformer layers in the

student and teacher:

LHidden States(x) =
1

L

∑
l

MSE{HS
l (x), H

T
l (x)}

(3)
Where L is number of hidden states (number of
transformer layers plus one for embedding).

The final loss is calculated by a linear combina-
tion of the above losses as well as the cross entropy
loss.

Loss(x, y) =
∑
(x,y)

α1LAttention(x)

+α2LHidden States(x) + α3LCross Entropy(x, y)
(4)

After decomposing the teacher model, GPT-2,
into KnGPT2, the performance of the model drops
significantly. This drop is mainly because of the
approximation of linear weight matrices using the
corresponding Kronecker factors. Therefore, pre-
training of the compressed model on a small cor-
pus for a few epochs is necessary to retrieve the
information which are lost during decomposition.
Inspired by (Jiao et al., 2019), we pre-trained the
model on a small portion, 10%, of the OpenWeb-
Text dataset (Gokaslan and Cohen, 2019) for one
epoch and we used the KD method which is dis-
cussed in Section 3.3 to improve the performance
of the compressed model.

4 Experiments

We evaluated our proposed algorithm, KnGPT2, on
language modeling and text classification. For lan-
guage modeling we use the Wikitext-103 (Merity
et al.) dataset.For classification we use seven of the
classification tasks of the General Language Un-
derstanding Evaluation (GLUE) benchmark (Wang
et al., 2019). These datasets can be broadly divided
into 3 families of problems. Single set tasks which
include linguistic acceptability (CoLA) and senti-
ment analysis (SST-2), similarity and paraphrasing
tasks (MRPC and QQP), and inference tasks which
include Natural Language Inference (MNLI and
RTE) and Question Answering (QNLI).

4.1 Experimental Setup

The KnGPT2 model is compressed from
the GPT-2Small (Radford et al., 2019) model.
GPT-2Small has 124 million parameters. Our
baseline is DistilGPT2 which has about 82 million
parameters so our KnGPT2 model is compressed
to the same size (83 million parameters) for a fair
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GPT-2Small DistilGPT2 KnGPT2

Parameters∗ 124 82 83
Training time (hrs) - >904 6.5
Dataset size (GB) 40 38 3.2

Table 1: Training details for GPT-2 compression. Note that number of parameters of the models are reported
excluding the output embedding layer in language modelling which is not compressed, is equal to row Parameters∗

Model CoLA RTE MRPC SST-2 MNLI QNLI QQP Average

GPT-2Small 44.0 63.2 84.5 92.8 81.75 88.7 88.0 77.56

DistilGPT2 32.4 61.9 84.3 90.8 79.55 85.4 87.3 74.52
DistilGPT2 + KD 33 61.5 84.4 90.7 79.85 85.7 87.6 74.67
KnGPT2 36.7 64.4 84.5 89.0 78.45 85.6 86.5 75.02
KnGPT2 + ILKD 41.8 63.7 86.5 91.5 81.6 88.4 88.5 77.42

Table 2: This table shows performance of the models on test set of GLUE tasks. Note that GPT-2Small is used as
teacher for KD.

comparison. To achieve this, we compress half the
layers of transformer block (odd numbered ones)
in addition to the embedding layer by a factor of 2.

4.2 Pre-training
After the base model is compressed, performance
of the compressed model drops significantly since
the weight matrices with the Kronecker factors are
approximate. Pre-training on a relatively small
dataset for one epoch helps in retrieving the accu-
racy. Therefore, KnGPT2 is pre-trained (using the
ILKD method discussed in Section 3.3) on 10%
of OpenWebText which is 10 times less the Dis-
tiGPT2 model. As shown on Table 1 the training
time for KnGPT2 is much faster as well.

GPT-2Small DistilGPT2 KnGPT2

PPL 18.8 23.7 20.5

Table 3: Test Perplexity on WikiText-103.

4.3 Results
First we evaluate the models on language modeling
using the Wikitext-103 dataset. The results are
shown on Table 3. Although the DistilGPT2 is pre-
trained longer and on a larger dataset the KnGPT2
achieves a lower perplexity.

4This number is presented in (Sanh et al., 2019) for training
DistilBERT by the same authors. That uses the same KD
algorithm and dataset for pre-training but is applied to BERT
rather than GPT. Using a similar hardware we expect this
number to be larger for DistilGPT

Next, performance of the models is evaluated
on the test (Table 2) sets of seven datasets of the
GLUE benchmark. Similar to the pre-training, we
used the ILKD method discussed in Section 3.3
to fine-tune KnGPT2. For DistilGPT, we apply
the basic KD algorithm also referred to in the lit-
erature as Vanilla KD (Jafari et al., 2021). For
DistilGPT since the number of layers between the
teacher and the student are different, it is not clear
which teacher layer should be distilled to which
student layer. Although there has been work on
intermediate distillation for mismatched layers for
BERT (Passban et al., 2021), extensive experimen-
tation is required to conclude the best practice for
GPT.

On the test set results (Table 2), we observe that
KnGPT2 outperforms DistilGPT2 for all datasets.
Applying ILKD, even improves performance of
KnGPT2. Another interesting result is that Vanilla
KD does not improve DistilGPT2 fine-tuning. In-
terestingly KnGPT2 with KD reaches close to the
GPT-2Small performance on average.

5 Conclusion

In this paper, we compressed GPT-2 by compress-
ing linear layers of a GPT model using Kronecker
decomposition. Our model is pre-trained on a rela-
tively small (10 times smaller than the dataset used
for baseline) dataset which makes the pre-training
much faster. Our proposed model significantly out-
performed the baseline on the GLUE benchmark.
Using KD can help to further reduce the perfor-
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mance drop of the compressed model. Using Kro-
necker decomposition on larger GPT models and
for higher compression factors are two interesting
future directions.
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A Configurations

Table 4 shows sizes of matrices in GPT-2Small, Dis-
tilGPT2 and KnGPT2.

B Kronecker product further explanation

Kronecker product has attractive abstract algebraic
properties such as

A⊗ (B+C) = A⊗B+A⊗C

(A⊗B)−1 = A−1 ⊗B−1

(A⊗B)⊤ = A⊤ ⊗B⊤

for more details see (Henderson et al., 1983). The
interesting properties of the Kronecker product
makes it an attractive tool for decomposition of
large matrices. The Kronecker product is also a
flexible method to simplify the notation of large
block matrices, both in linear mixed effect models
and multilevel models (Goldstein, 2011). It is also
a well-known technique to represent large repeti-
tive structured graphs using the Kronecker product
(Leskovec et al., 2010). One of the most important
characteristics of a matrix is its determinant and it
is well-known that for two square matrices A and
B of size n, and m, |A ⊗ B| = |A|n|B|m. This
property explains the superiority of Kronecker com-
pared to the other decomposition methods for large
matrices. By choosing the right n and m, a large
matrix W = A⊗B can be decomposed to much
smaller matrices such that the above determinant
equation holds.

C Hyperparameters

Table 5 shows tuned hyperparameters for pre-
training on OpenWebText and fine-tuning on
GLUE. Also, to fine-tune models on Wikitext-103,
we used the same hyperparamters as pre-training.

D GLUE dev results

Table 6 show performance of the models on dev set
of GLUE.

E Ablation Study

(Tahaei et al., 2021) uses MSE as the distance met-
ric between output of attention layers from all of
the transformer layers of teacher and student. One
of differences of our work from (Tahaei et al., 2021)
is that inspired from (Wang et al., 2020), we used
Kullback–Leibler (KL) divergence of the output
of last attention layer. Using KL divergence over
MSE improved average performance of the model,
for 0.92% on the following GLUE tasks: COLA,
MNLI, MRPC, QNLI, QQP, RTE and SST2 (Table
7).

(Tahaei et al., 2021) only minimizes the KD at
the pre-training stage. we performed two experi-
ments to study the effect of KD on the pre-training
of KnGPT2 to improve performance of our model.
In the first experiment, KnGPT2 is pre-trained by
KD loss, with and without cross entropy (CE) loss
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Model Embedding Q,K,V FFN∗

GPT-2Small 50527× 768 768× 768 3072× 768
DistilGPT2 50527× 768 768× 768 3072× 768
KnGPT2 A : 50527× 384, B : 1× 2 A : 384× 768, B:2× 1 A : 1536× 768, B : 2× 1

Table 4: This table shows configuration of the models. Note that FFN block has two projections that shape of one is
the transpose of the other one and here, only shape of one of them is mentioned. Also, for KnGPT2, mentioned
shapes for transformer layer belong to half of the layers that are decomposed -layers with odd numbers- and shape
of the other half are the same with the GPT-2 model.

Phase Epoch Sequence Length Seed Batch size Learning rate α1 α2 α3

Pre-training 1 1024 42 1 0.00025 0.5 0.5 0.1
Fine-tuning 20 128 42 16 2e-5 0.5 0.5 0.02

Table 5: hyper-parameters that are used for pre-training and fine-tuning.

Model CoLA RTE MRPC SST-2 MNLI QNLI QQP Average

GPT-2Small 47.6 69.31 87.47 92.08 83.12 88.87 90.25 79.81

DistilGPT2 38.7 65.0 87.7 91.3 79.9 85.7 89.3 76.8
DistilGPT2 + KD 38.64 64.98 87.31 89.80 80.42 86.36 89.61 76.73
KnGPT2 37.51 70.4 88.55 88.64 78.93 86.10 88.87 77
KnGPT2 + ILKD 45.36 69.67 87.41 91.28 82.15 88.58 90.34 79.25

Table 6: This table shows performance of the models on dev set of GLUE tasks. Note that GPT-2Small is used as
teacher for KD.

Model CoLA RTE MRPC SST-2 MNLI QNLI QQP Average

KnGPT2 + ILKDMSE 41.65 68.95 88.89 90.48 80.69 87.66 90.00 78.33
KnGPT2 + ILKDKL 45.36 69.67 87.41 91.28 82.15 88.58 90.34 79.25

Table 7: This table shows performance of the Kronecker models (on dev set of GLUE tasks) that are fine-tuned
using MSE and KL divergence as the distance metric in Equation 2.

Model α3 CoLA RTE MRPC SST-2 MNLI QNLI QQP Average

KnGPT2 + ILKD 0 40.80 70.04 88.25 90.71 80.12 87.64 89.64 78.17
KnGPT2 + ILKD 0.1 45.36 69.67 87.41 91.28 82.15 88.58 90.34 79.25

Table 8: This table shows performance of the Kronecker models (on dev set of GLUE tasks) that are pre-trianed
with and without CE loss. α3 indicates coefficient of CE loss during pre-training.

Model Wikitext-103(PPL) MNLI (f1)

KnGPT2 28608 69.33
KnGPT2 + LM 21.94 77.87
KnGPT2 + KD 144.1 77.50
KnGPT2 + LM + KD 23.04 77.97

Table 9: Ablation on the effect of pre-training with KD on language model and MNLI classification

then fine-tuned on GLUE with mentioned ILKD
method discussed in Section 3.3. Empirical results
(Table 8) show that adding cross entropy loss im-

proves performance of Kronecker model on down-
stream tasks so we used KD + CE loss for both pre-
training and fine-tuning. In the second experiment
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we used Wikitext-103 as our pre-training dataset.
We compare four models and evaluate on LM as
well as on classification using the MNLI dataset
from GLUE. As shown on Table 9 we compare
KnGPT2 without pre-training, with language mod-
eling pre-training only, with KD pre-training only
and both language modeling and KD pre-training.
Note that we apply ILKD, discussed before for
fine-tuning, as our KD algorithm. We observe that
pre-training is important for good performance on
the downstream task but lower perplexity on LM is
not always a good indicator of better downstream
performance.
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Abstract

A key challenge in attribute value extraction
(AVE) from e-commerce sites is how to handle
a large number of attributes for diverse prod-
ucts. Although this challenge is partially ad-
dressed by a question answering (QA) approach
which finds a value in product data for a given
query (attribute), it does not work effectively
for rare and ambiguous queries. We thus pro-
pose simple knowledge-driven query expansion
based on possible answers (values) of a query
(attribute) for QA-based AVE. We retrieve val-
ues of a query (attribute) from the training data
to expand the query. We train a model with
two tricks, knowledge dropout and knowledge
token mixing, which mimic the imperfection of
the value knowledge in testing. Experimental
results on our cleaned version of AliExpress
dataset show that our method improves the per-
formance of AVE (+6.08 macro F1), especially
for rare and ambiguous attributes (+7.82 and
+6.86 macro F1, respectively).

1 Introduction

One of the most challenging problems in attribute
value extraction (AVE) from e-commerce sites is a
data sparseness problem caused by the diversity of
attributes.1 To alleviate the data sparseness prob-
lem, recent researches (Xu et al., 2019; Wang et al.,
2020) formalize the task as question answering
(QA) to exploit the similarity of attributes via repre-
sentation learning. Specifically, the QA-based AVE

takes an attribute name as query and product data
as context, and attempts to extract the value from
the context. Although this approach mitigates the
data sparseness problem, performance depends on
the quality of query representations (Li et al., 2020).

1AliExpress.com classifies products in the Sports & En-
tertainment category using 77,699 attributes (Xu et al., 2019).

2

BERT-QA model
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(Product title)

Value(s)

…

Query

Training 
data

Pb Pe Beginning and ending positions of a value

QA model

… Hidden state
… Token in value(s)

Attribute

… Token in attribute

… Token in title
… SEP token
… CLS token

…

Knowledge dropout

… Knowledge token

BERT

Example of input:
CLS CATL 3.2V 100Ah battery LiFePo4 SEP SEEN nominal capacity SEP 14ah SEP 40ah SEP

Figure 1: Our knowledge-based BERT-QA model for
attribute value extraction.

Because attribute names are short and ambiguous
as queries, the extraction performance drops signif-
icantly for rare attributes with ambiguous names
(e.g., sort) which do not represent their values well.

Aiming to perform more accurate QA-based AVE

for rare and ambiguous attributes, we propose sim-
ple query expansion that exploits values for the
attribute as knowledge to learn better query repre-
sentations (Figure 1, § 3). We first retrieve possible
values of each attribute from the training data, and
then use the obtained values to augment the query
(attribute). Since unseen values and attributes will
appear in evaluation, we apply dropout to the seen
values to mimic the incompleteness of the knowl-
edge (§ 3.2), and perform multi-domain learning to
capture the absence of the knowledge (§ 3.3).

We demonstrate the effectiveness of the query
expansion for BERT-based AVE model (Wang et al.,
2020) using the AliExpress dataset2 released by Xu
et al. (2019) (§ 4). In the evaluation process, we
found near-duplicated data in this dataset. We thus
construct, from this dataset, a more reliable dataset
called cleaned AE-pub to evaluate our method.

2https://github.com/lanmanok/ACL19_
Scaling_Up_Open_Tagging

227



Our contribution is threefold:

• We proposed knowledge-driven query expan-
sion for QA-based AVE (§ 3); the knowledge
taken from the training data is valuable (§ 4.3).

• We revealed that rare, ambiguous attributes
deteriorate the performance of QA-based AVE

in the e-commerce domain (§ 4.3).

• We will release our cleaned version of AliEx-
press dataset for research purposes.

2 Related Work

Attribute value extraction has been modeled as a
sequence labeling problem (Putthividhya and Hu,
2011; Shinzato and Sekine, 2013; More, 2016;
Zheng et al., 2018; Rezk et al., 2019; Kara-
manolakis et al., 2020; Dong et al., 2020; Zhu et al.,
2020; Mehta et al., 2021; Jain et al., 2021; Yan et al.,
2021). However, since the number of attributes can
exceed ten thousand in e-commerce sites, the mod-
els perform poorly for the majority of attributes that
rarely appear in the labeled data (Xu et al., 2019).

To alleviate the data sparseness problem, Xu
et al. (2019) introduced a QA-based approach for
the AVE task. It separately encodes product titles
and attributes using BERT (Devlin et al., 2019) and
bi-directional long-short term memory (Hochreiter
and Schmidhuber, 1997), and then combines the re-
sulting vectors via an attention layer to learn spans
of values for the attributes from the titles. Wang
et al. (2020) proposed a purely BERT-based model,
which feeds a string concatenating the given title
and attribute to BERT. These QA-based AVE models,
however, do not fully enjoy the advantage of the
QA model, since attribute queries are much shorter
than sentential questions in the original QA task.

To build better queries in solving named entity
recognition via QA, Li et al. (2020) exploited an-
notation guideline notes for named entity classes
as queries. Although this approach will be also
effective for QA-based AVE, it requires substantial
labors to prepare manual annotations for more than
ten thousand attributes in e-commerce site.

3 Proposed Method

This section proposes a simple but effective query
expansion method for QA-based AVE (Wang et al.,
2020) by utilizing attribute values. Given a product
data (title) x = {x1, ..., xn} and an attribute a =
{a1, ..., am}, where n and m denote the number of

tokens, the model returns the beginning position,
Pb, and ending position, Pe, of a value.

Figure 1 depicts the model architecture with our
approach. Although our query expansion is essen-
tially applicable to any QA-based AVE models, we
here employ the state-of-the-art model using BERT

proposed by Wang et al. (2020). In addition to
the QA component for AVE, their model has other
two components; the no-answer classifier and the
distilled masked language model. Since those com-
ponents slightly decrease the overall micro F1, we
employ the QA component from their model (hear-
after, referred to as BERT-QA).

3.1 Knowledge-Driven Query Expansion for
QA-Based AVE

It is inherently difficult for QA-based AVE models
to induce effective query representations for rare
attributes with ambiguous names. It is also hard
to develop expensive resources such as annotation
guideline notes (Li et al., 2020) for more than ten
thousand of attributes in e-commerce domain.

Then, is there any low-cost resource (knowledge)
we can leverage to understand attributes? Our an-
swer to this question is values (answers) for the
attributes; we can guess what attributes means from
their values. In this study, we exploit attribute val-
ues retrieved from the training data3 of the target
AVE model as run-time knowledge to induce better
query representations.

Our query expansion allows the QA-based AVE

model, MQA, to utilize the seen values for attribute
a in the whole training data to find beginning and
ending positions of a value, ⟨Pb, Pe⟩ in title x:

⟨Pb, Pe⟩ = MQA([CLS;x; SEP;a; SEP;va]) (1)

Here, CLS and SEP are special tokens to represent
a classifier token and a separator, respectively, and
va is a string concatenating the seen values of the
attribute a with SEP in descending order of fre-
quency in the training data.

3.2 Knowledge Dropout

By taking all the seen values in the training data to
augment input queries, the model may just learn to
match the seen values with one in the given title. To
avoid this, inspired from word dropout employed
in language modeling (Gal and Ghahramani, 2016),

3We can utilize, if any, external resources for our method.
For example, e-commerce sites may develop attribute-value
databases to organize products in the marketplace.

228



we perform knowledge dropout over va in training
before concatenating it with title x and attribute a.

va = [drop(va,1); SEP; drop(va,2); SEP; . . .] (2)

Here, drop is a function that replaces a value va,i
in va with padding tokens according to a dropout
rate; we replace each token in va,i with PAD.

To decide if the dropout applies to a value, we
take account of the number of examples labeled
with the value. Given the dropout rate r and the
number of training examples nv, the dropout per-
forms over the value v according to the probability
of rnv . This implementation captures the fact that
infrequent values are more likely to be unseen.

3.3 Knowledge Token Mixing
Since values are literally valuable to interpret at-
tributes, the QA-based AVE model may rely more
on values than an attribute name. This will hurt
the performance on unseen attributes whose val-
ues are not available. To avoid this, we assume
the availability of value knowledge to be domain,
and perform multi-domain learning for QA-based
model with and without our value-based query ex-
pansion. This will allow the model to handle not
only seen attributes but also unseen attributes.

Inspired from domain token mixing (Britz et al.,
2017), we introduce two special domain tokens
(knowledge tokens), and prepend either of the to-
kens to the attribute to express the knowledge sta-
tus: SEEN and UNSEEN (with and without values).4

In training, from an example with title x and at-
tribute a, we build [CLS;x;SEP;SEEN;a;SEP;va]
and [CLS;x;SEP;UNSEEN;a;SEP], and then put
these examples to the same mini-batch. In testing,
we use SEEN and UNSEEN tokens for seen attributes
(with values) and unseen attributes, respectively.

4 Experiments

We evaluate our query expansion method for QA-
based AVE on a public dataset,2 which is built from
product data under the Sports & Entertainment cat-
egory in AliExpress, following (Wang et al., 2020).

4.1 Settings
Dataset The public AliExpress dataset consists
of 110,484 tuples of ⟨product title, attribute, value⟩.
When a value of the attribute is absent from the title,

4The original domain token mixing learns to induce do-
main tokens prior to generating outputs, whereas we prepend
domain tokens to inputs since the knowledge status is known.

Train Dev. Test

# of tuples 76,823 10,975 21,950
# of tuples with “NULL” 15,097 2,201 4,259
# of unique attribute-value pairs 11,819 2,680 4,431
# of unique attributes 1,801 635 872
# of unique values 9,317 2,258 3,671

# of tuples (Wang et al., 2020) 88,479 N/A 22,005

Table 1: Statistics of the cleaned AE-pub dataset.

the value in the tuple is set as “NULL.” We manu-
ally inspected the tuples in the dataset, and found
quality issues; some tuples contained HTML enti-
ties, and extra white spaces in titles, attributes, and
values, and the same attributes sometimes have dif-
ferent letter cases. We thus decoded HTML entities,
converted trailing spaces into a single space, and
removed white spaces at the beginning and ending.
We also normalized the attributes by putting a space
between alphabets and numbers and by removing
‘:’ at the endings (from ‘feature1:’ to ‘feature 1’).
As a result, we found 736 duplicated tuples. By re-
moving these duplicated tuples, we finally obtained
the cleaned AE-pub dataset of 109,748 tuples with
2,162 unique attributes and 11,955 unique values.
We split this dataset into training, development, and
test sets with the ratio of 7:1:2 (Table 1).

Evaluation Metrics We use precision (P), recall
(R) and F1 score as metrics. We adopt exact match
criteria (Xu et al., 2019) in which the full sequence
of extracted value needs to be correct.

4.2 Models

We apply our knowledge-driven query expansion
method (§ 3) to BERT-QA (Wang et al., 2020), a
QA-based AVE model on BERT. To perform the
query expansion, we simply collect values other
than “NULL” from tuples in the training data for
each attribute (Table 1).

For comparison, we use SUOpenTag (Xu et al.,
2019), AVEQA and vanilla BERT-QA (Wang et al.,
2020), which achieved the state-of-the-art micro F1

score on the AliExpress dataset. We also perform
a simple dictionary matching; it returns the most
frequent seen value for a given attribute among
those included in the given title.

To convert tuples in the training set to begin-
ning and ending positions, we tokenize both title
and value, and then use matching positions if the
token sequence of the value exactly matches a sub-
sequence of the title. If the value matches multiple
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Models Macro Micro
P (%) R (%) F1 P (%) R (%) F1

Dictionary 33.20 (±0.00) 30.37 (±0.00) 31.72 (±0.00) 73.39 (±0.00) 73.77 (±0.00) 73.58 (±0.00)
SUOpenTag (Xu et al., 2019) 30.92 (±1.44) 28.04 (±1.48) 29.41 (±1.44) 86.53 (±0.78) 79.11 (±0.35) 82.65 (±0.20)
AVEQA (Wang et al., 2020) 41.93 (±1.05) 39.65 (±0.96) 40.76 (±0.98) 86.95 (±0.27) 81.99 (±0.13) 84.40 (±0.09)
BERT-QA (Wang et al., 2020) 42.77 (±0.36) 40.85 (±0.22) 41.79 (±0.28) 87.14 (±0.54) 82.16 (±0.21) 84.58 (±0.24)

BERT-QA +vals 39.48 (±0.37) 35.60 (±0.44) 37.44 (±0.38) 88.82 (±0.22) 81.77 (±0.14) 85.15 (±0.14)
BERT-QA +vals +drop 41.61 (±0.83) 38.22 (±0.80) 39.84 (±0.81) 88.46 (±0.26) 82.02 (±0.37) 85.12 (±0.14)
BERT-QA +vals +mixing 46.67 (±0.33) 43.32 (±0.50) 44.93 (±0.39) 88.30 (±0.69) 82.46 (±0.30) 85.28 (±0.26)
BERT-QA +vals +drop +mixing 47.74 (±0.54) 44.82 (±0.75) 46.23 (±0.64) 87.84 (±0.39) 82.61 (±0.07) 85.14 (±0.19)

Table 2: Performance on the cleaned AE-pub dataset in Table 1; reported numbers are mean (std. dev.) of five trials.

Macro Micro
Models cos Number of training examples (median: 8) Number of training examples (median: 8)

[1, 8) [8,∞) all [1, 8) [8,∞) all

BERT-QA
lo 42.41 (+0.80) 57.58 (+5.84) 49.96 (+3.31) 55.65 (+8.34) 78.51 (+1.33) 77.59 (+1.77)

+vals hi 41.05 (−1.75) 69.02 (+1.00) 56.58 (−0.23) 57.72 (+6.04) 88.54 (−0.06) 88.21 (+0.05)
all 41.77 (−0.40) 63.63 (+3.29) 53.28 (+1.55) 56.65 (+7.25) 86.39 (+0.25) 85.89 (+0.46)

BERT-QA lo 45.34 (+3.73) 57.89 (+6.15) 51.58 (+4.93) 58.61 (+11.30) 78.70 (+1.52) 77.87 (+2.05)
+vals hi 45.21 (+2.41) 70.11 (+2.09) 59.04 (+2.23) 60.71 (+9.03) 88.45 (−0.15) 88.16 (±0.00)
+drop all 45.28 (+3.11) 64.35 (+4.01) 55.32 (+3.59) 59.62 (+10.22) 86.37 (+0.23) 85.91 (+0.48)

BERT-QA lo 47.64 (+6.03) 57.91 (+6.17) 52.75 (+6.10) 58.13 (+10.82) 78.78 (+1.60) 77.90 (+2.08)
+vals hi 48.38 (+5.58) 70.48 (+2.46) 60.67 (+3.86) 62.10 (+10.42) 88.74 (+0.14) 88.45 (+0.29)
+mixing all 47.99 (+5.82) 64.55 (+4.21) 56.71 (+4.98) 60.03 (+10.63) 86.61 (+0.47) 86.13 (+0.70)

BERT-QA lo 49.15 (+7.54) 57.89 (+6.15) 53.51 (+6.86) 60.18 (+12.87) 78.55 (+1.37) 77.74 (+1.92)
+vals hi 50.94 (+8.14) 71.04 (+3.02) 62.10 (+5.29) 63.06 (+11.38) 88.56 (−0.04) 88.27 (+0.11)
+drop +mixing all 49.99 (+7.82) 64.84 (+4.50) 57.81 (+6.08) 61.56 (+12.16) 86.42 (+0.28) 85.96 (+0.53)

Table 3: Macro and micro F1 gains over BERT-QA for 544 attributes (21,374 test examples) that took our value-based
query expansion. ‘lo’ and ‘hi’ are similarity intervals, [0.411, 0.929) and [0.929, 1.0], respectively.

portions of the title, we use the match close to the
beginning of the title. As beginning and ending
positions of tuples whose value is “NULL,” we use
0 which is a position of a CLS token in the title. The
conversion procedure is detailed in Appendix A.1.

We implemented the above models using Py-
Torch (Paszke et al., 2019) (ver. 1.7.1), and used
“bert-base-uncased” in Transformers (Wolf et al.,
2020) as the pre-trained BERT (BERTBASE). The im-
plementation details and the training time are given
in Appendix A.2 and Appendix A.3, respectively.

4.3 Results

Table 2 shows macro5 and micro performance of
each model that are averaged over five trials. The
low recall of the model BERT-QA +vals suggests
that this model learns to find strings that are similar
to ones retrieved from the training data (overfitting).
On the other hand, knowledge dropout and knowl-
edge token mixing mitigates the overfitting, and
improves both macro and micro F1 performance.

5We ignored 70 attributes with only NULL since we cannot
compute recall and F1 for these attributes.

Impact on rare and ambiguous attributes To
see if the query expansion improves the perfor-
mance for rare attributes with ambiguous names,
we categorized the attributes that took the query ex-
pansion according to the number of training exam-
ples and the appropriateness of the attribute names
for their values. To measure the name appropriate-
ness, we exploit embeddings of the CLS token using
the BERTBASE for each attribute and its seen values;
when the cosine similarity between the attribute
embedding and averaged value embeddings is low,
we regard the attribute name as ambiguous. We
divide the attributes into four according to median
frequency and similarity to values.

Table 3 lists macro and micro F1 of each model
and the improvements over the BERT-QA for each
category. We can see that our query expansion
tends to be more effective for attributes with low
similarity. This means that the query expansion can
generate more informative queries than ambiguous
attributes alone. Moreover, by using knowledge
dropout and knowledge token mixing, we can im-
prove macro and micro F1 for rare attributes. These
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Models Seen Attr. (Seen Values) Seen Attr. (Unseen Values) Unseen Attr.
Micro F1 Macro F1 Micro F1 Macro F1 Micro F1 Macro F1

Dictionary 87.19 (±0.00) 83.89 (±0.00) n/a n/a n/a n/a
BERT-QA (Wang et al., 2020) 92.26 (±0.15) 73.30 (±2.30) 46.11 (±0.86) 25.43 (±1.24) 25.86 (±2.53) 20.92 (±1.92)
BERT-QA +vals 92.85 (±0.13) 86.93 (±0.61) 42.11 (±0.70) 10.98 (±1.01) 6.90 (±1.19) 4.03 (±0.76)
BERT-QA +vals +drop 92.74 (±0.20) 86.21 (±0.58) 44.14 (±0.19) 16.40 (±0.80) 11.17 (±2.89) 7.21 (±2.16)
BERT-QA +vals +mixing 92.82 (±0.15) 86.40 (±0.79) 45.59 (±0.48) 19.87 (±1.81) 25.39 (±2.63) 20.14 (±2.13)
BERT-QA +vals +drop +mixing 92.67 (±0.11) 86.34 (±0.72) 46.14 (±0.34) 22.52 (±0.93) 27.54 (±1.35) 21.95 (±1.25)

Table 4: Performance on the cleaned AE-pub dataset in terms of the types of the attribute values; reported numbers
are mean (std. dev.) of five trials. The best score is in bold face and the second best score is underlined.

results are remarkable since the knowledge used
to enhance the model comes from its training data;
the model could use more parameters to solve the
task itself by taking the internal knowledge induced
from the training data as runtime input.

Impact on seen and unseen attribute values To
see for what types of attribute values the query
expansion is effective, we categorize the test exam-
ples according to the types of the training data used
to solve the examples. We first categorize the test
examples into seen or unseen attributes. Next, we
further classify the examples for the seen attributes
into either seen or unseen attribute values.

Table 4 shows the performance in terms of the at-
tribute value types. The query expansion improved
macro F1 by 13 points on the seen values for the
seen attributes; these improvements were yielded
by the large performance gains for rare attributes in
Table 3. Although BERT-QA +vals performed the
best on the seen values, it performed the worst on
the unseen values for the seen attributes and unseen
attributes; the model is trained to match seen values
in a query with a given title. Meanwhile, the two
tricks enable the model to maintain the micro F1

performance of BERT on the unseen values for the
seen attributes. The lower macro F1 against BERT

suggests that there is still room for improvements in
query representation for rare seen attributes. Lastly,
the knowledge token mixing successfully recovered
the performance of BERT for the unseen attributes,
and even improved the performance when it is used
together with the knowledge dropout. This is possi-
bly because the knowledge token mixing allows the
model to switch its behavior for seen and unseen
attributes, and the knowledge dropout strengthens
the ability to induce better query representations.

Example outputs Table 5 shows examples of the
actual model outputs for a given context and query
(attribute (seen values)). In the first two examples,
function 1 and nominal capacity are ambiguous

C: aeronova [bicycle [carbon mtb handlebar]ours]BERT-QA

mountain bikes flat handlebar mtb integrated handlebars
with stem bike accessories

Q: function 1 (skiing goggles, carbon road bicycle handlebar,
cycling glasses, bicycle mask, gas mask, . . .)

C: lfp [3.2v [100ah]ours]BERT-QA lifepo4 prismatic cell deep
cycle diy lithium ion battery 72v 60v 48v 24v 100ah 200ah
ev solar storage battery

Q: nominal capacity (14ah, 40ah, 17.4ah)

C: camel outdoor softshell [men]BERT-QA’s hiking jacket wind-
proof thermal jacket for [camping]ours ski thick warm coats

Q: suitable (men, camping, kids, saltwater/freshwater, women,
4-15y, mtb cycling shoes, . . .)

Table 5: Example outputs of BERT-QA with and without
query expansion for given C(ontext) and Q(uery).

and rare attributes, respectively, and are thereby
hard for the BERT-QA to extract correct values
without the help of our query expansion. As shown
in the last example, when there are more than one
candidates as values of a given attribute, our query
expansion is still unstable.

5 Conclusions

We have proposed simple query expansion based on
possible values of a given query (attribute) for QA-
based attribute extraction. With the two tricks to
mimic the imperfection of the value knowledge, we
retrieve values of given attributes from the training
data, and then use the obtained values as knowl-
edge to induce better query representations. Exper-
imental results on our cleaned version of the public
AliExpress dataset demonstrate that our method im-
proves the performance of product attribute extrac-
tion, especially for rare and ambiguous attributes.

We will leverage external resources to handle un-
seen attributes (preliminary experiments are shown
in Appendix A.4). We will release the script to
build our cleaned AE-pub dataset.6

6http://www.tkl.iis.u-tokyo.ac.jp/
~ynaga/acl2022/
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A Appendix

A.1 How to Convert Tuples to Labeled Data

Let’s say, we have a tuple of ⟨product title, attribute,
value⟩ = ⟨golf clubs putter pu neutral golf grip,
material, pu⟩, and try to obtain beginning and end-
ing positions of the value in the title. First, we
tokenize both title and value using BertTokenizer,
and then find a partial token sequence of the title
that exactly matches with the token sequence of the
value. By performing the match over the tokeniza-
tion results, we can avoid matching a part of tokens
in the title to the value. In case of this example, we
can prevent the value pu from matching to the first
two characters of putter. As a result, the value pu
matches to the token pu in the title, and we properly
obtain the beginning and ending positions of pu in
the title.

A.2 Implementation Details

We implemented all the models used in our ex-
periments using PyTorch (Paszke et al., 2019)
(ver. 1.7.1),7 and used “bert-base-uncased” in
Transformers (Wolf et al., 2020)8 as the pre-trained
BERT (BERTBASE). The dimension of the hidden
states (D) is 768, and the maximum token length
of the product title is 64. We set the maximum
token length of the query to 32 for all models with
the exception of models with the query expansion.
To make as many attribute values as possible, we
set 192 to the maximum token length of the query
for the models using the query expansion, and trun-
cate the concatenated string if the length exceeds
192. We set a rate of dropout over values to 0.2.
The total number of parameters in BERT-QA with
our query expansion is 109M. We train the models
five times with varying random seeds, and average
the results.

Regarding to AVEQA, the loss of the distilled
masked language model got NaN if we followed
the algorithm in the paper. We instead used
BERTMLMHead class implemented in Transform-
ers.8

We use Adam (Kingma and Ba, 2015) with a
learning rate of 10−5 as the optimizer. We trained
the models up to 20 epochs with a batch size of 32
and chose the models that perform the best micro F1

on the development set for the test set evaluation.

A.3 Training Time

We used an NVIDIA Quadro M6000 GPU on a
server with an Intel® Xeon® E5-2643 v4 3.40GHz
CPU with 512GB main memory for training. It
took around two hours per epoch for training BERT-
QA with our query expansion, while it took around
25 minutes per epoch for training the BERT-QA.

A.4 Preliminary experiments using external
resource to obtain the value knowledge

As we have discussed in § 3.1, we can utilize ex-
ternal resource other than the training data of the
model to perform the query expansion. We here
evaluate the BERT-QA models that have been al-
ready trained with our query expansion, using the
development data as external (additional) resource
to obtain the value knowledge in testing. If new
values are retrieved from the development data, the
models will build longer queries for attributes. We

7https://github.com/pytorch/pytorch/
8https://huggingface.co/models
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Models Macro Micro
P (%) R (%) F1 P (%) R (%) F1

Seen attributes (seen values)

BERT-QA (Wang et al., 2020) 73.10 (±3.99) 66.86 (±2.97) 69.83 (±3.42) 95.50 (±0.13) 92.14 (±0.21) 93.79 (±0.10)
w/ values in the training data

BERT-QA +vals 87.66 (±1.21) 82.60 (±1.13) 85.06 (±1.15) 95.76 (±0.21) 92.54 (±0.12) 94.13 (±0.15)
BERT-QA +vals +drop 87.28 (±0.65) 81.83 (±0.90) 84.47 (±0.70) 95.84 (±0.19) 92.81 (±0.36) 94.30 (±0.17)
BERT-QA +vals +mixing 86.98 (±0.91) 81.36 (±1.13) 84.07 (±0.88) 95.84 (±0.16) 92.80 (±0.25) 94.29 (±0.10)
BERT-QA +vals +drop +mixing 86.43 (±0.98) 81.48 (±0.70) 83.88 (±0.78) 95.79 (±0.20) 93.12 (±0.11) 94.44 (±0.15)

w/ values in the training and development data
BERT-QA +vals 86.71 (±1.14) 81.50 (±0.83) 84.02 (±0.96) 95.44 (±0.23) 92.00 (±0.13) 93.69 (±0.18)
BERT-QA +vals +drop 85.29 (±1.04) 80.29 (±0.94) 82.71 (±0.93) 95.44 (±0.20) 92.44 (±0.31) 93.92 (±0.12)
BERT-QA +vals +mixing 85.89 (±1.50) 80.51 (±2.26) 83.11 (±1.85) 95.77 (±0.16) 92.77 (±0.22) 94.25 (±0.08)
BERT-QA +vals +drop +mixing 85.65 (±0.57) 80.72 (±0.69) 83.11 (±0.56) 95.75 (±0.16) 93.06 (±0.12) 94.39 (±0.12)

Seen attributes (unseen values)

BERT-QA (Wang et al., 2020) 29.72 (±2.20) 24.72 (±1.58) 26.99 (±1.83) 34.44 (±3.47) 21.28 (±1.80) 26.28 (±2.26)
w/ values in the training data

BERT-QA +vals 16.89 (±1.49) 12.94 (±1.46) 14.65 (±1.48) 31.56 (±2.40) 12.42 (±1.15) 17.83 (±1.55)
BERT-QA +vals +drop 22.32 (±1.48) 18.77 (±1.06) 20.39 (±1.24) 37.06 (±1.09) 16.99 (±0.70) 23.30 (±0.81)
BERT-QA +vals +mixing 24.10 (±1.45) 18.98 (±0.90) 21.23 (±1.09) 35.07 (±1.51) 16.77 (±1.02) 22.68 (±1.22)
BERT-QA +vals +drop +mixing 27.19 (±1.20) 22.31 (±1.00) 24.51 (±1.06) 36.60 (±0.50) 18.33 (±0.73) 24.42 (±0.64)

w/ values in the training and development data
BERT-QA +vals 24.03 (±1.81) 17.94 (±1.56) 20.54 (±1.68) 36.54 (±2.25) 15.71 (±1.31) 21.97 (±1.67)
BERT-QA +vals +drop 27.27 (±1.09) 22.30 (±1.24) 24.53 (±1.17) 39.49 (±2.31) 19.16 (±0.59) 25.79 (±0.91)
BERT-QA +vals +mixing 27.52 (±1.02) 21.56 (±1.02) 24.17 (±0.97) 37.35 (±1.02) 18.77 (±0.97) 24.98 (±1.02)
BERT-QA +vals +drop +mixing 28.57 (±1.11) 23.44 (±1.13) 25.75 (±1.12) 37.64 (±0.96) 19.67 (±0.60) 25.83 (±0.67)

Unseen attributes

BERT-QA (Wang et al., 2020) 42.22 (±6.67) 42.22 (±6.67) 42.22 (±6.67) 59.23 (±8.78) 45.26 (±6.32) 51.22 (±7.14)
w/ values in the training data

BERT-QA +vals 15.56 (±2.22) 15.56 (±2.22) 15.56 (±2.22) 64.00 (±9.70) 14.74 (±2.11) 23.91 (±3.30)
BERT-QA +vals +drop 19.44 (±2.48) 18.33 (±1.36) 18.85 (±1.85) 56.67 (±9.33) 18.95 (±2.58) 28.37 (±3.98)
BERT-QA +vals +mixing 42.22 (±4.44) 42.22 (±4.44) 42.22 (±4.44) 61.69 (±3.15) 45.26 (±4.21) 52.03 (±2.92)
BERT-QA +vals +drop +mixing 42.22 (±2.72) 42.22 (±2.72) 42.22 (±2.72) 54.42 (±2.48) 45.26 (±2.58) 49.41 (±2.51)

w/ values in the training and development data
BERT-QA +vals 37.78 (±2.22) 37.78 (±2.22) 37.78 (±2.22) 69.33 (±1.33) 35.79 (±2.11) 47.19 (±2.17)
BERT-QA +vals +drop 43.33 (±2.22) 43.33 (±2.22) 43.33 (±2.22) 72.18 (±1.09) 41.05 (±2.11) 52.32 (±2.02)
BERT-QA +vals +mixing 50.00 (±3.51) 50.00 (±3.51) 50.00 (±3.51) 74.67 (±2.88) 52.63 (±3.33) 61.69 (±2.86)
BERT-QA +vals +drop +mixing 52.22 (±2.72) 52.22 (±2.72) 52.22 (±2.72) 73.38 (±4.20) 54.74 (±2.58) 62.66 (±2.80)

Table 6: Performance on seen and unseen attributes in Table 4 whose new values are retrieved from the development
data and are used for the query expansion; reported numbers are mean (std. dev.) of five trials.

here evaluate such attributes with longer queries
among the seen and unseen attributes in Table 4.

Table 6 shows the performance of the BERT-QA

models with our query expansion on 288 seen val-
ues for 107 seen attributes, 339 unseen values for
131 seen attributes, and 19 values for 18 unseen
attributes, for which new values are retrieved from
the development data. We can observe that the new
values retrieved from the development data boosted
the performance of the BERT-QA models with our
query expansion on the unseen values for the seen
attributes and the unseen attributes, whereas they
did not increase the performance on the seen values
for the seen attributes. In the future, we will ex-
plore a better way to leverage the value knowledge
in the external resources other than the training data
of the QA-based models.
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Abstract

To understand a story with multiple events,
it is important to capture the proper relations
across these events. However, existing event
relation extraction (ERE) frameworks regard
it as a multi-class classification task, and do
not guarantee any coherence between differ-
ent relation types. For instance, if a phone
line died after storm, then it is evident that
the storm happened before the died. Current
frameworks of event relation extraction do not
guarantee this anti-symmetry and thus enforce
it via a constraint loss function (Wang et al.,
2020). In this work, we propose to modify
the underlying ERE model to guarantee coher-
ence by representing each event as a box rep-
resentation (BERE) without applying explicit
constraints. Our experiments show that BERE
has stronger conjunctive constraint satisfaction
while performing on par or better in terms
of F1 compared to previous models with con-
straint injection.1

1 Introduction

A piece of text can contain several events. In order
to truly understand this text, it is vital to understand
the subevent and temporal relationships between
these events.(Mani et al., 2006a; Chambers and Ju-
rafsky, 2008; Yang and Mitchell, 2016; Araki et al.,
2014). Both temporal as well as subevent relation-
ships between events satisfy transitivity constraints.
For instance, in the paragraph, “There was a storm
in Atlanta in the night. All the phone lines were
dead the next morning. I was not able to call for
help.”, the event marked by dead occurs after storm
and the event call occurs after dead. Hence, by tran-
sitivity, a sensible model should predict that storm
occurs before call. In general, predicting the re-
lationships between different events in the same
document, such that these predictions are coherent,
is a challenging task (Xiang and Wang, 2019).

1The code is available at https://github.com/
iesl/CE2ERE

While previous works utilizing neural methods
provide competitive performances, these works em-
ploy multi-class classification per event-pair inde-
pendently and are not capable of preserving logical
constraints among relations, such as asymmetry
and transitivity, during training time (Ning et al.,
2019; Han et al., 2019a). To address this problem
Wang et al. (2020) introduced a constrained learn-
ing framework, wherein they enforce logical co-
herence amongst the predicted event types through
extra loss terms. However, since the coherence is
enforced in a soft manner using extra loss terms,
there is still room for incoherent predictions. In
this work, we show that it is possible to induce co-
herence in a much stronger manner by representing
each event using a box (Dasgupta et al., 2020).

We propose a Box Event Relation Extraction
(BERE) model that represents each event as a prob-
abilistic box. Box embeddings (Vilnis et al., 2018)
were first introduced to embed nodes of hierar-
chical graphs into Euclidean space using hyper-
rectangles, which were later extended to jointly
embed multi-relational graphs and perform logical
queries (Patel et al., 2020; Abboud et al., 2020). In
this paper, we represent an event complex using
boxes–one box for each event. Such a model en-
forces logical constraints by design (see Section
3.2). Consider the example in Figure 1. Event dead
(e2) follows event storm (e1), indicating e2 is child
of e1. Boxes can represent these two events as sep-
arate representations and by making e1 to contain
the box e2, which not only preserve their seman-
tics, but also can infer its antisymmetric relation
that event e1 is a parent of event e2. However, the
previous models based on pairwise-event vector
representations have no real relation between repre-
sentations (e1, e2) and (e2, e1) that can guarantee
the logical coherence.

Experimental results over three datasets, HiEve,
MATRES, and Event StoryLine (ESL), show that
our method improves the baseline (Wang et al.,
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2020) by 6.8 and 4.2 F1 points on single task and
by 0.95 and 3.29 F1 points on joint task over sym-
metrical dataset. Furthermore, our BERE model
decreases conjunctive constraint violation rate by
85∼88% on a single-task models compared to plain
vector model, and by 38% on joint-task model com-
pared to constraint-injected vector model. We show
that handling antisymmetric constraints, that ex-
ist among different relations, can satisfy the inter-
wined conjunctive constraints and encourage the
model towards a coherent output across temporal
and subevent tasks.

2 Background

Task description Given a document consist-
ing of multiple events e1, e2, . . . , en, we wish
to predict the relationship between each event
pair (ei, ej). We denote by r(ei, ej) the relation
between event pair (ei, ej). Its values are de-
fined in the label space {PARENT-CHILD, CHILD-
PARENT, COREF, NOREL} for subevent relation-
ship (HiEve) and {BEFORE, AFTER, EQUAL,
VAGUE} for temporal relationship (MATRES).2

Both subevent and temporal relationships have four
similar-category relationship labels where the first
two labels, (PARENT-CHILD,CHILD-PARENT) and
(BEFORE, AFTER) hold reciprocal relationship, the
third label (COREF and EQUAL) occurs when it is
hard to tell which of the first two labels that event
pair should be classified to. Lastly, the last label
(NOREL and VAGUE) represents a case when an
event pair is not related at all.

Box embeddings A box b =
∏d

i=1 [bm,i, bM,i]
such that b ⊆ Rd is characterized by its min and
max endpoints bm, bM ∈ Rd, with bm,i < bM,i ∀i.
In the probabilistic gumbel box, these min and max
points are taken to be independent gumbel-max
and gumbel-min random variables, respectively.
As shown in Dasgupta et al. (2020), if b and c
are two such gumbel boxes then their volume and
intersection is given as:

Vol(b) =
d∏
i=1

log
(
1 + exp (

bM,i − bm,i
β

− 2γ)
)

b ∩ c =
d∏
i=1

[
l(bm,i, cm,i;β), l(bM,i, cM,i;−β)

]
,

where l(x, y;β) = β log(e
x
β + e

y
β ), β is the tem-

perature, which is a hyperparameter, and γ is the
2See Experimental Setup 4.1 for the detailed information

of HiEve and Matres.

Euler-Mascheroni constant.3

Logical constraints We define symmetry and
conjunction constraints of relations. Symmetry
constraints indicate the event pair with flipping or-
ders will have the reversed relation. For example,
if r(ei, ej) = PARENT-CHILD (BEFORE), then
r̃(ej , ei) = CHILD-PARENT (AFTER). Given any
two events, ei and ej , the symmetry consistency is
defined as follows:

∧

ei,ej∈E,r∈RS

r(ei, ej)↔ r̃(ej , ei) (1)

where r is the relation between events, the E is the
set of all possible events and the RS is the set of
relations, in which symmetry constraints hold.

Conjunctive constraints refer to the constraints
that exist in the relations among any event triplet.
The conjunctive constraint rules indicate that given
any three event pairs, (ei, ej), (ej , ek), and (ei, ek),
then the relation of (ei, ek) has to fall into the con-
junction set specified based on (ei, ej) and (ej , ek)
pairs (see Appendix Table 6). The conjunctive con-
sistency can be defined as:∧

ei,ej ,ek∈E
r1,r2∈R,r3∈D(r1,r2)

r1(ei, ej) ∧ r2(ej , ek) → r3(ei, ek)

∧
ei,ej ,ek∈E

r1,r2∈R,r′3 /∈D(r1,r2)

r1(ei, ej) ∧ r2(ej , ek) → ¬r
′
3(ei, ek)

where the E is the set of all possible events, r1 and
r2 are any possible relations exist in the set of all
relationsR, r3 is the relation, which is specified by
r1 and r2 based on conjunctive induction table, and
D is the set of all possible relations, in which r1
and r2 have no conflicts in between. The full expla-
nation on symmetry and conjunction consistency
can be found in Wang et al. (2020).

3 BERE model

In this section, we present the proposed box model
BERE for event-event relation extraction. As de-
picted in Figure 1, the proposed model encodes
each event ei as a box bi in Rd based on ei’s
contextualized vector representation hi. As de-
scribed in §3.1, the relation between (ei, ej) is
then predicted using conditional probability scores
P (bi|bj) = Vol(bi ∩ bj)/Vol(bj), P (bj |bi) =
Vol(bi ∩ bj)/Vol(bi) defined on box space. Lastly,
§3.2 describes loss function used to learn the pa-
rameters of the model.

3https://en.wikipedia.org/wiki/Euler%
27s_constant
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There was a storm . . .
e1

All the phone lines were dead . . .
e2

. . . not able to call for help
e3

b1: storm

b2: dead b3: call

(B)

(A) 



e1 and e3 are PC
∥∥ e1 is Before e3

e1 and e2 are PC
∥∥ e1 is Before e2

e2 and e3 are PC
∥∥ e2 is Before e3

(C)

Vector(e2 , e3) Vector(e3 , e2)

6⇔

⇔

e2 e3

HierRel 0.1 0.2 0.0 0.7 0.4 0.3 0.0 0.3

Parent-Child (e2, e3) Child-Parent (e3, e2)

BERE(e2 , e3) BERE(e3 , e2)

Parent-Child (e2, e3) Child-Parent (e3, e2)

b3

b2
b2∩b3

bi

bj

bi

bj

bj

bi

bi

bj

Parent-Child10(
P (bi|bj)≥δ &P (bj |bi)<δ

) Child-Parent01 CoRef11 NoRel00(
P (bi|bj)<δ &P (bj |bi)≥δ

) (
P (bi|bj)≥δ &P (bj |bi)≥δ

) (
P (bi|bj)<δ &P (bj |bi)<δ

)

Softmax Softmax

Figure 1: (A) BOX model architecture. (B) Mapping from box positions to event relations with classification rule below. (C) An
example shows the fundamental difference between VECTOR and BOX model: BOX model will map events into consistent box
representations regardless of the order; VECTOR model treats both cases separately and may not persist logical consistency.

3.1 Inference rule on conditional probability
Notice that given two boxes bi and bj , a higher
value of P (bi|bj) (resp. P (bj |bi)) implies that box
bj is contained in bi (resp. bi contained in bj).
Moreover, other than complete containment in ei-
ther direction, there are other two prominent con-
figurations possible, i.e. one where bi, bj overlap
but none contains the other, and the one where
bi, bj do not overlap. It is possible to capture
all four configurations by comparing the values
of P (bi|bj) and P (bj |bi) with a threshold δ. Fig-
ure 1(B) states our classification rule formulated
based on this observation. With this formula-
tion we have the desired symmetry constraint, i.e.,
r(ei, ej) = PARENT-CHILD ⇐⇒ r(ej , ei) =
CHILD-PARENT, satisfied by design.

3.2 Loss functions for training
BCE loss As we require two dimensions of scalar
P (bi|bj) and P (bj |bi) to classify r(ei, ej), and for
ease of notation, we define our label space with
2-dimensional binary variable y(i,j) as shown in
Figure1(b). Where y(i,j)0 = I(P (bi|bj) ≥ δ) and
y
(i,j)
1 = I(P (bj |bi) ≥ δ) where I(·) stands for

indicator function. Now given batch B, BCE loss
(L1) is defined as:

−
∑

(i,j)∈B

y
(i,j)
0 lnP (bi|bj) + (1− y(i,j)0 ) ln (1− P (bi|bj))

+ y
(i,j)
1 lnP (bj |bi) + (1− y(i,j)1 ) ln (1− P (bj |bi)).

Pairwise loss Motivated from previous papers
using pairwise features to characterize relations,
we also incorporate a pairwise box into our learn-
ing objective, and only in learning time, to en-
courage relevant boxes to be concentrated together.

For the event-pair representation, two contextu-
alized event embeddings (hi, hj) are combined
as [hi, hj , hi � hj ] where � represents element-
wise multiplication. Then, a multi-layer perceptron
(MLP) is used to transform pairwise vectors to
box representations bij . The pairwise features we
use here are similar to (Zhou et al., 2020) except
that we do not use subtraction in order to preserve
symmetry between pairwise features of (ei, ej) and
(ej , ei), i.e. bij = bji. For two related events, we
enforce the intersection of corresponding boxes
bi ∩ bj to be inside the pairwise box. For irrelevant
event pairs such as having NOREL or VAGUE, their
intersection and pairwise boxes are forced to be
disjoint. The pairwise loss L2 is defined as:

−
∑

i,j∈R+

logP (bi ∩ bj |bij)−
∑

i,j∈R−
log
(
1− P (bi ∩ bj |bij)

)

where R− is a set of irrelevant relations, such as
NOREL and VAGUE, and R+ stands for comple-
ment set of R−, i.e. all the set of relations that
indicates two events have some relation.

In the remainder of the paper, BERE refers to a
model trained with loss L1 and BERE-p refers to
a model trained with two losses L1,L2 combined.

4 Experiments

In this section, we describe datasets, baseline meth-
ods, and evaluation metrics. Lastly, we provide
experimental results and a detailed analysis of logi-
cal consistency.

4.1 Experimental Setup
Datasets Experiments are conducted over three
asymmetrical event relation extraction corpus,

237



Table 1: An overview of dataset statistics.

HiEve MATRES ESL
# of Documents

Train 80 183 155
Dev - 72 51
Test 20 20 52

# of Pairs
Train 35001 6332 2238
Test 7093 827 619
# of Pairs for Symmetrical Dataset
Test 8693 1493 1222

Table 2: Mapped relation labels from ESL to HiEve

Original labels in ESL Mapped Labels
RISING_ACTION

PARENT-CHILD
CONTAINS
BEFORE
PRECONDITION
ENDED_ON
FALLING_ACTION

CHILD-PARENT
AFTER
BEGUN_ON
CAUSE
OVERLAP NOREL

HiEve (Glavaš and Šnajder, 2014), MATRES (Ning
et al., 2018), and Event StoryLine (ESL) (Caselli
and Vossen, 2017). Table 1 shows a brief summary
of dataset statistics. HiEve consists of 100 articles
and the narratives in news stories are represented
as event hierarchies. The annotations include
subevent and coreference relations. MATRES is a
four-class temporal relation dataset, which contains
275 news articles drawn from a number of different
sources. Event StoryLine (ESL) corpus is a dataset
that contains 258 news documents and includes
event temporal and subevent relations. The ESL
dataset is defined differently compared to HiEve
and MATRES, so we mapped the ESL labels into
the labels in HiEve similar to (Wang et al., 2020)
as shown in Table 2.

For creating symmetrical dataset, we augment
PARENT-CHILD and CHILD-PARENT (BEFORE

and AFTER) pairs by their reversed relations
CHILD-PARENT and PARENT-CHILD (AFTER and
BEFORE), respectively.

Baseline We compare our BERE, BERE-p
against the state-of-the-art event-event relation ex-

Table 3: F1 scores of BERE and BERE-p

Model F1 Score
HiEve MATRES

BERE 0.4483 0.7069
BERE-p 0.4771 0.7105

traction model proposed by (Wang et al., 2020).
This model utilizes RoBERTa with frozen parame-
ters and further trains BiLSTM to represent text in-
puts into vector hi (for ei) and then further utilizes
MLP to represent pairwise representation vij for
(ei, ej). Given vij , vector model (Vector) simply
computes softmax over projected logits to produce
probability for every possible relations. On top of
this, as (Wang et al., 2020) showed that constraint
injection improves performance, we also compare
with the constraint-injected model (Vector-c).

For a fair comparison, we utilize the same
RoBERTa + BiLSTM + MLP architecture for pro-
jecting event to box representation.

Metrics Following the same evaluation setting in
previous works, we report the micro-F1 score of
all pairs, except VAGUE pairs, on MATRES (Han
et al., 2019b; Wang et al., 2020). On HiEve and
ESL, the micro-F1 score of PARENT-CHILD and
CHILD-PARENT pairs is reported (Glavaš and Šna-
jder, 2014; Wang et al., 2020).

4.2 Results and Discussion
Impact of pairwise box, Table 3 We first show
the results of the BERE and BERE-pwith and with-
out pairwise loss. The model with pairwise loss
shows about 2.8 F1 point improvement on HiEve
and 1 F1 point improvement on MATRES. It in-
dicates that promoting the relevant event pairs to
mingle together in the geometrical space is helpful
and it is particularly useful when most of the rela-
tion extraction model encodes individual sentences
independently.

Vector-based vs. Box-based, Table 4 Table 4
shows a comparison of our box approach to the
baseline with the ratio of symmetric and conjunc-
tive constraint violations. Our approach clearly
outperforms the baseline methods on symmetric
evaluation with a gain of 6.79, 4.26, and 9.34 F1

points on the single task over HiEve, MATRES,
and ESL datasets, respectively and with a gain of
0.95 and 3.29 F1 points on the joint task over HiEve
and MATRES. The performance gains from asym-
metrical to symmetrical datasets with BERE-p are
much larger compared to the increase of Vectors.
This demonstrates the BERE-p successfully cap-
tures symmetrical relations, while previous vec-
tor models do not. In addition, it is noteworthy
that our method without constrained learning ex-
cels Vector-c, which is trained with constrained
learning. This suggests that the inherent ability to
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Table 4: F1 scores with symmetric and conjunctive constraint violation results over original and symmetrical
datasets. symm const. and conj const. denote symmetric and conjunctive constraint violations (%), respectively;
H, M, and ESL are HiEve, MATRES, Event StoryLine datasets, respectively; single task (top) and joint task
(bottom)

Model
F1 Score symmetry const. conjunctive const.

Original data Symmetric evaluation
H M ESL H M ESL H M ESL H M ESL

Vector 0.4437 0.7274 0.2660 0.5385 0.7288 0.4444 22.49 35.81 60.9 4.91 2.53 6.1
BERE-p 0.4771 0.7105 0.3214 0.6064 0.7714 0.5379 0 0 0 0.71 0.30 0

Joint model (H&M) Joint eval (H&M) Joint eval (H&M)
Vector 0.4727 0.7291

n/a
0.5517 0.7405

n/a
24.08

n/a
6.17

n/aVector-c 0.5262 0.7068 0.6166 0.7106 28.83 2.98
BERE-p 0.5053 0.7125 0.6261 0.7734 0 1.84

Table 5: Symmetric evaluation of Vector* (Vector
trained with reciprocal dataset) and BERE-p trained
with original dataset on joint task. s-const. and c-const.
denote symmetric and conjunctive constraint violations
(%), respectively

Model F1 Score
HiEve MATRES s-const. c-const.

Vector* 0.6120 0.7720 12.01 6.70
BERE-p 0.6261 0.7734 0 1.84

model symmetrical relations helps satisfy the in-
tertwined conjunctive constraints, thus producing
more coherent results from a model. See Appendix
E for constraint violation statistics for asymmetric
dataset.

Constraint Violation Analysis, Table 8 (Ap-
pendix) We analyze constraint violations for
each label from both HiEve and MATRES. For
label pairs from the same dataset, our approach
excels in almost every cases. For label pairs across
datasets, our approach also shows fewer or similar
levels of violation. This further indicates, with-
out explicitly injecting constraints into objectives,
our model can persist logical consistency among
different relations.

5 Ablation Study

We conduct additional experiments to see whether
Vector trained with the augmented symmetri-
cal dataset will affect the conclusion of BERE-p.
The results in Table 5 reconfirm the BERE-p’s su-
perior ability in handling constraints with better
performance, while Vector requires significantly
longer training time due to the extended training
dataset with worse performance. We also note that
training Vector with the augmented symmetrical
dataset does not help with conjunctive constraint
violations (6.17→ 6.70), although it reduces sym-
metrical constraint violations (24.08→ 12.01).

6 Conclusion

We propose a novel event relation extraction
method that utilizes box representation. The pro-
posed method projects each event to a box represen-
tation which can model asymmetric relationships
between entities. Utilizing this box representation,
we design our relation extraction model to han-
dle antisymmetry between events of (ei, ej) and
(ej , ei) which previous vector models were not ca-
pable of. Through experiments on three datasets,
we show that the proposed method not only free of
antisymmetric constraint violations but also have
drastically lower conjunctive constraint violations
while maintaining similar or better performance
in F1. Our model shows that box representation
can provide coherent classification across multi-
ple event relations and opens up future research
for box representations in event-to-event relation
classification.
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Ralph Abboud, İsmail İlkan Ceylan, Thomas
Lukasiewicz, and Tommaso Salvatori. 2020.
Boxe: A box embedding model for knowledge base

239



completion. In Proceedings of the Thirty-Fourth An-
nual Conference on Advances in Neural Information
Processing Systems (NeurIPS).

Jun Araki, Zhengzhong Liu, Eduard Hovy, and Teruko
Mitamura. 2014. Detecting subevent structure for
event coreference resolution. In Proceedings of
the Ninth International Conference on Language
Resources and Evaluation (LREC’14), Reykjavik,
Iceland. European Language Resources Association
(ELRA).

Lukas Biewald. 2020. Experiment tracking with
weights and biases. Software available from
wandb.com.

Tommaso Caselli and Piek Vossen. 2017. The event
StoryLine corpus: A new benchmark for causal and
temporal relation extraction. In Proceedings of the
Events and Stories in the News Workshop, pages 77–
86, Vancouver, Canada. Association for Computa-
tional Linguistics.

Nathanael Chambers and Daniel Jurafsky. 2008.
Jointly combining implicit constraints improves tem-
poral ordering. In Proceedings of the 2008 Con-
ference on Empirical Methods in Natural Language
Processing, pages 698–706, Honolulu, Hawaii. As-
sociation for Computational Linguistics.

Tejas Chheda, Purujit Goyal, Trang Tran, Dhruvesh Pa-
tel, Michael Boratko, Shib Sankar Dasgupta, and
Andrew McCallum. 2021. Box embeddings: An
open-source library for representation learning using
geometric structures. In Proceedings of the 2021
Conference on Empirical Methods in Natural Lan-
guage Processing: System Demonstrations, pages
203–211, Online and Punta Cana, Dominican Re-
public. Association for Computational Linguistics.

Shib Sankar Dasgupta, Michael Boratko, Dongxu
Zhang, Luke Vilnis, Xiang Lorraine Li, and Andrew
McCallum. 2020. Improving local identifiability in
probabilistic box embeddings. In NeurIPS.

Dmitriy Dligach, Timothy Miller, Chen Lin, Steven
Bethard, and Guergana Savova. 2017. Neural tem-
poral relation extraction. In Proceedings of the 15th
Conference of the European Chapter of the Associa-
tion for Computational Linguistics: Volume 2, Short
Papers, pages 746–751, Valencia, Spain. Associa-
tion for Computational Linguistics.

Goran Glavaš and Jan Šnajder. 2014. Constructing co-
herent event hierarchies from news stories. In Pro-
ceedings of TextGraphs-9: the workshop on Graph-
based Methods for Natural Language Processing,
pages 34–38, Doha, Qatar. Association for Compu-
tational Linguistics.

Rujun Han, Qiang Ning, and Nanyun Peng. 2019a.
Joint event and temporal relation extraction with
shared representations and structured prediction. In
2019 Conference on Empirical Methods in Natural
Language Processing (EMNLP).

Rujun Han, Qiang Ning, and Nanyun Peng. 2019b.
Joint event and temporal relation extraction with
shared representations and structured prediction.
CoRR, abs/1909.05360.

Inderjeet Mani, Marc Verhagen, Ben Wellner,
Chong Min Lee, and James Pustejovsky. 2006a.
Machine learning of temporal relations. In Pro-
ceedings of the 21st International Conference on
Computational Linguistics and 44th Annual Meeting
of the Association for Computational Linguistics,
pages 753–760, Sydney, Australia. Association for
Computational Linguistics.

Inderjeet Mani, Marc Verhagen, Ben Wellner,
Chong Min Lee, and James Pustejovsky. 2006b.
Machine learning of temporal relations. In Pro-
ceedings of the 21st International Conference on
Computational Linguistics and the 44th Annual
Meeting of the Association for Computational Lin-
guistics, ACL-44, page 753–760, USA. Association
for Computational Linguistics.

Qiang Ning, Zhili Feng, and Dan Roth. 2017. A struc-
tured learning approach to temporal relation extrac-
tion. In Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing,
pages 1027–1037, Copenhagen, Denmark. Associa-
tion for Computational Linguistics.

Qiang Ning, Sanjay Subramanian, and Dan Roth. 2019.
An improved neural baseline for temporal relation
extraction. In EMNLP.

Qiang Ning, Hao Wu, and Dan Roth. 2018. A multi-
axis annotation scheme for event temporal relations.
In Proceedings of the 56th Annual Meeting of the As-
sociation for Computational Linguistics (Volume 1:
Long Papers), pages 1318–1328, Melbourne, Aus-
tralia. Association for Computational Linguistics.

Yasumasa Onoe, Michael Boratko, Andrew McCallum,
and Greg Durrett. 2021. Modeling fine-grained en-
tity types with box embeddings. In Proceedings of
the 59th Annual Meeting of the Association for Com-
putational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 2051–2064, Online.
Association for Computational Linguistics.

Dhruvesh Patel, Pavitra Dangati, Jay-Yoon Lee,
Michael Boratko, and Andrew McCallum. 2022.
Modeling label space interactions in multi-label clas-
sification using box embeddings. In International
Conference on Learning Representations.

Dhruvesh Patel, Shib Sankar Dasgupta, Michael Bo-
ratko, Xiang Li, Luke Vilnis, and Andrew McCal-
lum. 2020. Representing joint hierarchies with box
embeddings. In Automated Knowledge Base Con-
struction.

Marc Verhagen, Robert Gaizauskas, Frank Schilder,
Mark Hepple, Graham Katz, and James Pustejovsky.
2007. Semeval-2007 task 15: Tempeval temporal

240



relation identification. In Proceedings of the 4th In-
ternational Workshop on Semantic Evaluations, Se-
mEval ’07, page 75–80, USA. Association for Com-
putational Linguistics.

Marc Verhagen and James Pustejovsky. 2008. Tem-
poral processing with the tarsqi toolkit. In 22nd
International Conference on on Computational Lin-
guistics: Demonstration Papers, COLING ’08, page
189–192, USA. Association for Computational Lin-
guistics.

Luke Vilnis, Xiang Li, Shikhar Murty, and Andrew Mc-
Callum. 2018. Probabilistic embedding of knowl-
edge graphs with box lattice measures. In ACL. As-
sociation for Computational Linguistics.

Haoyu Wang, Muhao Chen, Hongming Zhang, and
Dan Roth. 2020. Joint constrained learning for
event-event relation extraction. In Proceedings of
the 2020 Conference on Empirical Methods in Nat-
ural Language Processing, EMNLP 2020, Online,
November 16-20, 2020, pages 696–706. Association
for Computational Linguistics.

Wei Xiang and Bang Wang. 2019. A survey of event ex-
traction from text. IEEE Access, 7:173111–173137.

Bishan Yang and Tom M. Mitchell. 2016. Joint extrac-
tion of events and entities within a document context.
In Proceedings of the 2016 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 289–299, San Diego, California. Association
for Computational Linguistics.

Guangyu Zhou, Muhao Chen, Chelsea J T Ju, Zheng
Wang, Jyun-Yu Jiang, and Wei Wang. 2020. Muta-
tion effect estimation on protein–protein interactions
using deep contextualized representation learning.
NAR Genomics and Bioinformatics, 2(2). Lqaa015.

241



A Hyperparameters

We utilize 768 dimensional pretrained RoBERTa
model to compute word embeddings for events.
models are trained for 100 epochs with AMSGrad
optimizer and the learning rate is set to be 0.001.
On HiEve and ESL, we sample NOREL in trainset
using downsample ratio, which is fixed to 0.015,
and the downsample ratio for valid and test sets is
fixed to 0.4. This is to encourage the models to
learn and evaluate all types of relations that exist
in the datasets when NOREL overwhelmingly rep-
resents the dataset. We use three weights, λ1, λ2,
and λ3, to balance our three learning objectives L1,
L2, and L3 (see Section 3.2 and Appendix B), in
which the weights are selected between 0.1 and 1.
A threshold δ for HiEve is selected between -0.4
and -0.3 and a threshold for MATRES is chosen
between -0.7 and -0.6. We use wandb (Biewald,
2020) tool for efficient hyperparameter tuning.

B Conjunctive Consistency Loss

With consistency requirements on conjunctive
relations over temporal and subevent datasets
(as shown in Table 6), we incorporate the
loss function introduced by (Wang et al., 2020)
into our box model to handle conjunctive con-
straints. Three events are grouped into three
pairs, (e1, e2), (e2, e3) and (e1, e3), and the re-
lation score for each class is calculated based on
conditional probabilities and its binary logits. With
the relation labels defined for each class (see Sec-
tion 3.2), the relation score, r(e1, e2), is calculated
as:

ri = y
(i,j)
0 logP (bi|bj) + y

(i,j)
1 logP (bj |bi) (2)

where y(i,j)0 = I(P (bi|bj) ≥ δ) and y(i,j)1 =

I(P (bj |bi) ≥ δ) and y(i,j)0 and y(i,j)1 are the first
and second binary logits in relation label, respec-
tively. Using this relation score, we now define the
loss function for modeling conjunction constraints:

L3 =
∑
|Lt1|+

∑
|Lt2|, (3)

where the two transitivity losses are defined as

Lt1 = log r(e1,e2) + log r(e2,e3) + log r(e1,e3)

Lt2 = log r(e1,e2) + log r(e2,e3) + log(1− r(e1,e3))

Table 7 presents the results of BERE-p com-
bined with the above learning objective, denoted as
BERE-c. Compared to the results from BERE-p,

BERE-c shows a significantly smaller ratio of
constraint violations than BERE-p, while sacri-
ficing F1 by ∼2 point from the performance with
BERE-p.

C Vector model architecture

Refer to Figure 2 for architecture of previous vector
models.
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Figure 2: VECTOR model architecture.

D Detailed analysis on conjunctive
constraint violation

Constraint Violation Analysis, Table 8 We
further break down constraint violations for each
label on HiEve and MATRES. The comparison
of constraint violations between the vector model
with constrained learning (Vector-c) and the
box model without constrained learning (BERE-p)
is shown in Table 8. "n/a" refers to no predictions
and this frequently appears on COREF and EQUAL

due to their sparsity in the corpus. Our approach
shows a smaller ratio of constraint violations in
most of the categories, with only a few exceptions.
2nd and 3rd quadrants (HiEve→MATRES and
MATRES→HiEve) stand for cross-category,
while 1st and 4th quadrants (HiEve→HiEve
and MATRES→MATRES) stand for the same-
category. Interestingly, our approach without any
injected constraints shows a smaller or similar
ratio to Vector-c in the cross-category as well
as in the same-category. We calculated rc =
total # of cross-category const-violations

total # of cross-category event triplets and

rs =
total # of same-category const-violations

total # of same-category event triplets ,
where const-violations refers to constraint vi-
olations. rc for Vector-c is 6.26% and for
BERE-p is 4.55% and rs for Vector-c is 0.05%
and for BERE-p is 0.017%. This confirms the
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Table 6: The induction table for conjunctive constraints on temporal and subevent relations (Wang et al., 2020).
Given three events, e1, e2, and e3, the left-most column is r1(e1, e2) and the top row is r2(e2, e3).

PC CP CR NR BF AF EQ VG
PC PC, -AF – PC, -AF -CP, -CR BF, -CP, -CR – BF, -CP, -CR –
CP – CP, -BF CP, -BF -PC, -CR – AF, -PC, -CR AF, -PC, -CR –
CR PC, -AF CP, -BF CR, EQ NR BF, -CP, -CR AF, -PC, -CR EQ VG
NR -CP, -CR -PC, -CR NR – – – – –
BF BF, -CP, -CR – BF, -CP, -CR – BF, -CP, -CR – BF, –CP, –CR -AF, -EQ
AF – AF, -PC, -CR AF, -PC, -CR – – AF, -PC, -CR AF, -PC, -CR -BF, -EQ
EQ -AF -BF EQ – BF, -CP, -CR AF, -PC, -CR EQ VG, -CR
VG – – VG, -CR – -AF, -EQ -BF, -EQ VG -

Table 7: F1 scores and the ratio of symmetric and conjunctive constraint violations of box model with constrained
learning over Eval-A and Eval-S; Eval-A and Eval-S denote asymmetrical and symmetrical evaluation
datasets, respectively. const. means constraint violations; results are on joint task.

Model
F1 Score symmetry const. (%) conjunctive const. (%)

Eval-A Eval-S
Eval-A Eval-S Eval-A Eval-SHiEve MATRES HiEve MATRES

BERE-p 0.5053 0.7125 0.6261 0.7734 0 0 3.12 1.84
BERE-c 0.5083 0.7021 0.6183 0.7562 0 0 0.39 0.19

Table 8: Constraint violation analysis over HiEve and
MATRES. See Appendix B for conjunctive consistency
requirements; PARENT-CHILD (PC), CHILD-PARENT
(CP), COREF (CR), NOREL (NR), BEFORE (BF),
AFTER (AF), EQUAL (EQ), VAGUE (VG); "-" means
no existing constraint violations; constraint injected
vector model (top), box model with using pairwise loss
(bottom).

Vector-c
PC CP CR NR BF AF EQ VG

PC 0.05 - 0.13 0.02 0.20 - 0.5 -
CP - 0.33 0.46 0.01 - 0.25 n/a -
CR 0.12 0.42 0.68 0.08 0.19 0.43 n/a 0.27
NR 0.01 0.03 0.13 - - - - -
BF 0.23 - 0.41 - 0.12 - 0.42 0.02
AF - 0.33 0.30 - - 0.01 0.13 0.05
EQ 0.00 0.50 n/a - 0.25 0.00 n/a 0.50
VG - - 0.34 - 0.03 0.02 n/a -

BERE-p
PC CP CR NR BF AF EQ VG

PC 0.13 - n/a 0.00 0.16 - 0.30 -
CP - 0.23 n/a 0 - 0.28 0.34 -
CR n/a n/a n/a n/a n/a n/a n/a n/a
NR 0.00 0.00 n/a - - - - -
BF 0.24 - n/a - 0.08 - 0.32 0.00
AF - 0.17 n/a - - 0.05 0.12 0.00
EQ 0.23 0.29 n/a - 0.15 0.18 n/a 0.00
VG - - n/a - 0.00 0.00 0.13 -

effectiveness of having boxes in handling logical
consistency among different relations.

E Symmetric and conjunctive constraint
violations over origianl data

Table 9 shows the F1 and symmetry and con-
junctive constraint violation results over original
dataset. The results of symmetry and conjunctive
constraint violations confirm our expectation and
exhibit a similar observation from Table 4.

F Related Work

F.1 Event-Event Relation Extraction

This task has been traditionally modeled as a pair-
wise classification task with hand-engineered fea-
tures and early attempts applied conventional ma-
chine learning methods, such as logistic regressions
and SVM (Mani et al., 2006b; Verhagen et al.,
2007; Verhagen and Pustejovsky, 2008). Later
works utilized a structured learning (Ning et al.,
2017) and neural methods to characterize relations.
The neural methods have been shown effective and
ensure logical consistency on relations through in-
ference step (Dligach et al., 2017; Ning et al., 2018,
2019; Han et al., 2019a). More recent works pro-
posed a constrained learning framework, which fa-
cilitates constraints during training time (Han et al.,
2019b; Wang et al., 2020). Motivated by these
works, we propose a box model to automatically
handle inherent constraints without heavily relying
on constrained learning across two different tasks.

F.2 Box Embeddings

Box embeddings (Vilnis et al., 2018) were intro-
duced as a shallow model to embed nodes of hier-
archical graphs into euclidean space using hyper-
rectangles, which were later extended to jointly
embed multi-relational graphs and perform logical
queries (Patel et al., 2020; Abboud et al., 2020).
Recent works have successfully used box represen-
tations in conjunction with neural networks to rep-
resent input text for tasks like entity typing (Onoe
et al., 2021), multi-label classification (Patel et al.,
2022), natural language entailment (Chheda et al.,
2021), etc. In all these works, the input is rep-
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Table 9: F1 scores with symmetric and conjunctive constraint violation results over original datasets. symm const.
and conj const. denote symmetric and conjunctive constraint violations, respectively; H, M, and ESL are HiEve,
MATRES, Event StoryLine datasets, respectively; single task(top) and joint task(bottom)

Model
F1 Score symmetry const. (%) conjunctive const.(%)

Original data
H M ESL H M ESL H M ESL

Vector 0.4437 0.7274 0.2660 22.73 38.63 56.7 5.66 0.69 9.4
BERE-p 0.4771 0.7105 0.3214 0 0 0 0.75 0.46 0

Joint H+M H+M
Vector 0.4727 0.7291

n/a
23.04

n/a
10.85

n/aVector-c 0.5262 0.7068 23.83 3.52
BERE-p 0.5053 0.7125 0 3.12

resented using a single box by transforming the
output of the neural network into a hyper-rectangle.
In this paper, we take this a step forward by rep-
resenting the input event complex using multiple
boxes. Our single box model represents each even
in an input paragraph using a box and the pairwise
box model adds on top of these, one box each for
every pair of events (see section 3.2).
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Abstract

End-to-end speech translation relies on data
that pair source-language speech inputs with
corresponding translations into a target lan-
guage. Such data are notoriously scarce,
making synthetic data augmentation by back-
translation or knowledge distillation a neces-
sary ingredient of end-to-end training. In this
paper, we present a novel approach to data
augmentation that leverages audio alignments,
linguistic properties, and translation. First,
we augment a transcription by sampling from
a suffix memory that stores text and audio
data. Second, we translate the augmented tran-
script. Finally, we recombine concatenated
audio segments and the generated translation.
Besides training an MT-system, we only use
basic off-the-shelf components without fine-
tuning. While having similar resource demands
as knowledge distillation, adding our method
delivers consistent improvements of up to 0.9
and 1.1 BLEU points on five language pairs
on CoVoST 2 and on two language pairs on
Europarl-ST, respectively.

1 Introduction

End-to-end automatic speech translation (AST) re-
lies on data that consist only of speech inputs and
corresponding translations. Such data are notori-
ously limited. Data augmentation approaches at-
tempt to compensate the scarcity of such data by
generating synthetic data by translating transcripts
into foreign languages or by back-translating target-
language data via text-to-speech synthesis (TTS)
(Pino et al., 2019; Jia et al., 2019), or by performing
knowledge distillation using a translation system
trained on gold standard transcripts and reference
translations (Inaguma et al., 2021). In this paper,
we present a simple, resource conserving approach
that does not require TTS and yields improvements
complementary to knowledge distillation (KD).

For training cascaded systems, monolingual data
for automatic speech recognition and textual trans-

lation data for machine translation can be used, re-
ducing the problem of scarcity. Cascaded systems,
however, suffer from error propagation, which has
been addressed by using more complex intermedi-
ate representations such as n-best machine transla-
tion (MT) outputs or lattices (Bertoldi and Federico,
2005; Beck et al., 2019, inter alia) or by modifying
training data to incorporate errors from automatic
speech recognition (ASR) and MT (Ruiz et al.,
2015; Lam et al., 2021b). End-to-end systems are
unaffected by this kind of error propagation and are
able to surpass cascaded systems if trained on suf-
ficient amounts of data (Sperber and Paulik, 2020).

Our approach transfers an idea on aligned data
augmentation that has been presented for ASR
(Lam et al., 2021a) to aligned data augmentation
in AST. Similar to aligned data augmentation for
ASR, we utilize forced alignment information to
create unseen training pairs in a structured manner.
Our augmentation procedure consists of the follow-
ing steps: (1) Sampling of a replacement suffix of a
transcription and its aligned speech representations,
guided by linguistic constraints. (2) Translation
of the transcription containing the new suffix. (3)
Recombination of audio data containing the new
suffix and the generated translation to distill a new
training pair. We thus use the acronym STR (Sam-
ple, Translate, Recombine) to refer to our method.

In comparison to Pino et al. (2019) and Jia et al.
(2019) who use TTS to generate synthetic speech,
we create new examples by recombining real hu-
man speech. This reduces the problem of overfit-
ting to synthetic data as for example in SkinAug-
ment (McCarthy et al., 2020) where synthetic audio
is generated by auto-encoding speaker conversions.
The basic idea of our method is comparable to data
augmentation techniques for images such as Cut-
Mix (Yun et al., 2019) where images are blended
together to form new data examples. However, Cut-
Mix selects images randomly, while we recombine
phrases in a structured manner.
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Our experimental evaluation is conducted for
five language pairs on the CoVoST 2 dataset (Wang
et al., 2021) and for two language pairs on the
Europarl-ST (Iranzo-Sánchez et al., 2020) dataset.
We find considerable improvements for all lan-
guage pairs on all datasets for our approach on
top of KD. Our approach can be seen as an en-
hancement of Inaguma et al. (2021)’s KD approach
since it requires roughly the same computational
resources and consistently improves their gains.

2 Method

Our method exploits audio-transcription alignment
information to generate previously unseen data
pairs for end-to-end AST training. By applying
a Part-of-Speech (POS) Tagger on a sentence, we
identify potential “pivoting tokens” where the to-
ken’s prefix or suffix, i.e., the preceding or succeed-
ing tokens, can be exchanged between other sen-
tences containing the same token of the same syn-
tactic function. We then sample possible suffixes
for that token from a suffix memory containing text
and audio suffixes, and concatenate the prefix, verb,
and suffix to generate a new transcription. Then, an
MT system translates the new transcription, pick-
ing up on the idea of knowledge distillation in AST
(Inaguma et al., 2021). The MT system is trained or
fine-tuned on the transcription-translation pairs. Fi-
nally, using the previously sampled audio suffix, we
concatenate prefix, verb, and suffix audio together
with the MT generated translation to recombine
a new audio-translation pair for end-to-end AST
training.

Our augmentation method implements linguistic
constraints by making use of the transcription’s
syntactic structure in combination with alignment
information. Effectively, we exploit the strict SVO-
scheme of English sentences as we select the verb
as our pivoting token. Our method is applicable
to other languages, however, it will require more
effort to identify exchangeable syntactic structures.

Figure 1 illustrates our approach. We start by
identifying the pivoting token in a transcription we
want to augment, here “playing” in the sentence
“two children are playing on a statue”. Then, we
extract the list of possible suffixes following “play-
ing” from the suffix memory and sample a single
audio-text suffix, here “volleyball in a park”. To-
gether with the original prefix and pivoting token,
the textual part of the sampled suffix builds a new
augmented transcription. Similarly, together with

the audio prefix and token, the audio part of the
suffix builds a new augmented audio example. The
augmented transcription is then translated by an
MT model. The new audio example (i.e., the rep-
resentation of “two children playing volleyball in
a park”) and the translation (i.e., the text “Zwei
Kinder spielen Volleyball in einem Park”) are then
recombined to form a new audio-translation pair.

3 Experimental Setting

Data Preprocessing We evaluate our method
on two common AST datasets, CoVoST 2 (Wang
et al., 2021) and Europarl-ST (Iranzo-Sánchez
et al., 2020). Since Europarl-ST is too small for MT
training from scratch, we use 1.6M En-De sentence
pairs from Wikipedia following Schwenk et al.
(2021) and 3.2M En-Fr sentence pairs from the
Common Crawl corpus1 as additional data. More
details on the datasets are in Appendix A.1.

For speech data preprocessing, we extract log
Mel-filter banks of 80 dimensions computed ev-
ery 10ms with a 25ms window. We normalize the
speech features per channel using mean and vari-
ance per instance. For all textual data, punctuation
is normalized using SACREMOSES.2 The transcrip-
tions are lowercased with punctuation removed.

For the speech-to-text tasks on CoVoST 2, we
employ character-level models due to the availabil-
ity of pre-trained high quality ASR models. For
the speech-to-text tasks on Europarl-ST, we learn
5,000 subword units for each target language. For
the machine translation tasks in knowledge distilla-
tion, we learn a joint subword vocabulary on both
source and target for each language pair of size
5,000 for CoVoST 2 and size 40,000 for Europarl-
ST including the additional training data. Subword
unit creation is always conducted with SENTENCE-
PIECE (Kudo and Richardson, 2018).

The Montreal Forced Aligner (McAuliffe et al.,
2017) is applied without any fine-tuning to extract
the acoustic alignments. Thus, the obtained align-
ments can be of low quality and we discard such
examples from our augmentation procedure. Please
refer to Appendix A.2 for details on our filtering
criteria. To extract POS-tags, we use the SPACY3

toolkit. We select the verb as our pivoting token
and generate the suffix memory as follows: for
each verb, we generate a list of audio-text suffix

1www.statmt.org/wmt13/..., accessed 3/11/2022
2github.com/alvations/sacremoses, accessed 3/11/2022
3github.com/explosion/spaCy, accessed 3/11/2022
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two children playing on a statue

two children playing volleyball in a park

playing

... volleyball in a park

... with pokemon cards

... on a statue

Zwei Kinder spielen Volleyball in einem Park.

Suffix Memory (audio+text)

MT-System

a b

c d

Figure 1: (a) Select a pivoting token, e.g., “playing”. (b) Retrieve suitable text-audio entries from the suffix memory
to sample a replacement. (c) Compile a new transcription containing prefix, pivoting token, and replacement suffix.
(d) Recombine a new training example by translating the new transcription and concatenating the audio sections.

pairs and store the data in a key-value table. The
audio entries contain only references to the origi-
nal audio segments and our implementation is thus
very memory efficient. We only utilize basic off-
the-shelf components that are widely available and
our suffix memory has a negligible memory foot-
print. Table 1 summarizes the number of additional
training examples in each experiment.

Data Baseline KD STR

CoVoST 2 288k +288k +255k
Europarl-ST (En-De) 3.25k +3.25k +2.78k
Europarl-ST (En-Fr) 3.17k +3.17k +2.71k

Table 1: Number of examples per configuration.

Model configuration All our implementations
are based on FAIRSEQ (Wang et al., 2020; Ott et al.,
2019).4 In all speech-to-text tasks, we use the
Transformer architecture (Vaswani et al., 2017) la-
belled as “s2t_transformer_s” in FAIRSEQ, which
consists of convolutional layers for downsampling
the input sequence with a factor of 4 before the self-
attention layers. The encoder has 12 layers while
the decoder has 6 layers with the dimensions of the
self-attention layers set to 256 and the feed-forward
network dimension set to 2048.

For the CoVoST 2 MT tasks, we use a smaller
Transformer model of 3 layers for both encoder and
decoder. The encoder-decoder embeddings and the
output layer are shared. For the Europarl-ST MT
tasks, we use the Transformer BASE configuration
as described in Vaswani et al. (2017).

Training In the CoVoST 2 AST experiments, we
use the character-level ASR model downloaded
from the FAIRSEQ GitHub webpage5 to initialize
the encoder of the AST systems. Each AST sys-
tem is then trained for another 50,000 steps. For

4github.com/statnlp/str/, accessed 3/10/2022
5github.com/pytorch/fairseq/..., accessed 3/11/2022

Europarl-ST, we train a subword unit ASR sys-
tem on the English audio-transcription pairs of the
En-De data for 25,000 steps. The resulting ASR
system is used to initialize both En-De and En-Fr
AST systems which are trained for another 20,000
steps. Throughout all speech-to-text experiments,
we apply gradient accumulation resulting in an ef-
fective mini-batch size of 160k frames. We use
Adam optimizer (Kingma and Ba, 2015) with an
inverse square root learning rate schedule. We use
10k steps for warmup and a peak learning rate of
2e-3. SpecAugment (Park et al., 2019) is applied
with a frequency mask parameter of 27 and a time
mask parameter of 100, both with 1 mask along
their respective dimension. We perform validation
and checkpoint saving after every 1,000 updates.

In case of the CoVoST 2 MT task, the Trans-
former model is pre-trained on in-domain data with
30,000 steps and an effective mini-batch size of
16,000 tokens. For the Europarl-ST dataset, the
MT models are pre-trained on a combination of
Europarl-ST and the additional training data. The
Adam optimizer is used with an inverse square root
learning rate schedule again, now with 4k steps for
warmup and a peak learning rate of 5e-4. After pre-
training, we finetune the model on the in-domain
data with SGD and a constant learning rate of 5e-5.

Inference In the speech-to-text experiments, we
average the 10 best checkpoints based on the val-
idation loss. For the MT tasks, we average the 5
best checkpoints. Throughout all AST experiments
and MT tasks, we apply beam search with a beam
size of 5.

4 Results

Our experiments are focused on the improvements
of our proposed method over KD alone on both
CoVoST 2 and Europarl-ST datasets. We evaluate
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model En-De En-Ca En-Tr En-Cy En-Sl

Wang et al. (2021) Bi-AST 16.3 21.8 10.0 23.9 16.0
Baseline 17.22 ± 0.09 23.15 ± 0.10 10.31 ± 0.04 25.46 ± 0.08 15.64 ± 0.04
KD 18.26 ± 0.05 24.48 ± 0.16 11.10 ± 0.03 26.87 ± 0.16 17.21 ± 0.02
STR 18.77 ± 0.04 24.83 ± 0.12 11.62 ± 0.04 27.28 ± 0.11 17.54 ± 0.14
KD+STR 19.06 ± 0.02 25.33 ± 0.06 11.83 ± 0.01 27.73 ± 0.09 17.83 ± 0.09

Table 2: Averaged results in BLEU on the CoVoST 2 dataset over 3 runs with standard deviations (±). Models KD
and KD+STR are significantly different for all language pairs with p < 0.0002 using a paired randomization test.

the translation results with both BLEU6 (Papineni
et al., 2002) and chrF27 (Popović, 2016) using the
implementation of SACREBLEU (Post, 2018). Each
experiment is repeated 3 times and we report mean
and standard deviation.

We also conduct significance tests using a
paired approximate randomization test (Riezler and
Maxwell III, 2005) with default settings of SACRE-
BLEU. We compute p-values between KD and
KD+STR for each evaluated language pair of the
experiments’ datasets and between each run initial-
ized with the same random seed. The individual
p-values are reported in Appendix A.4.

Section 4.3 contains a discussion on the connec-
tion between STR- and MT-performance. We also
report additional experiments which show how the
amount of STR data affects the final performance
in Section 4.4. An error analysis with examples
and a discussion on the limitations of STR has been
moved to Appendix A.5 due to space constraints.

4.1 Results on CoVoST 2

Table 2 lists BLEU scores on the five considered
CoVoST 2 language pairs. Our baseline model is
the AST system finetuned on the in-domain audio-
translation pairs only. Its performance over the
selected language pairs is quite diverse with BLEU
scores ranging from 10.31 (En-Tr) to 25.46 (En-
Cy). Our baseline models are comparable to and
often better in terms of BLEU than the bilingual
AST (Bi-AST) models by Wang et al. (2021).

Training together with translations generated by
KD improves the baseline model by a substantial
margin of 0.8 to 1.6 BLEU points. Our proposed
STR method alone slightly surpasses the KD per-
formance and brings further improvements when
the augmented data is combined (KD+STR) with
BLEU score increases ranging from 0.62 for En-
Sl to 0.86 for En-Cy. In total, we observe BLEU
score improvements of 1.5 to 2.3 for KD+STR.

6nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.0.0
7nrefs:1|case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.0.0

Since BLEU scores are often biased towards short
translations, we additionally calculate chrF2 scores
and report them in Appendix A.3.

We obtain significantly different models for all
language pairs with p < 0.0002. This is strong
evidence that the better performing models trained
on KD+STR are different to the plain KD models.

4.2 Results on Europarl-ST
Table 3 lists the BLEU score results of Europarl-
ST En-De and En-Fr. Similar to the results on
CoVoST 2, the KD models bring substantial im-
provements over the baseline systems. The gains
are 6.02 points for En-De and 6.27 points for En-Fr.
We attribute this to the strong machine translation
model that is trained on large amounts of additional
training data (see Section 4.3 for more details on
this). Our proposed STR method alone does not
reach the KD performance but the combination
KD+STR still delivers remarkable gains over KD,
i.e., 1.13 points on En-De and 0.45 points on En-Fr,
showing the complementarity of KD and STR. We
also evaluate our models using chrF2. The numbers
are listed in Appendix A.3.

model En-De En-Fr

Baseline 14.47 ± 0.16 22.52 ± 0.07
KD 20.49 ± 0.07 28.79 ± 0.14
STR 19.80 ± 0.14 28.01 ± 0.17
KD+STR 21.62 ± 0.12 29.28 ± 0.10

Table 3: Averaged results in BLEU on the Europarl-
ST dataset over 3 runs with standard deviations (±).
Models KD and KD+STR are significantly different for
En-De with p < 0.00025. For En-Fr, we only found two
runs to be significantly different with p < 0.05.

In the En-De experiments, we obtain significant
differences between the KD and KD+STR models
with p < 0.00025. For En-Fr, only two out of three
runs show significant differences with p < 0.05.
In terms of chrF2 scores, however, we found all
compared models to be significantly different. See
Appendix A.4 for details.
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4.3 Connection to MT-Performance

To evaluate the dependency of STR on the MT-
performance, we calculate BLEU scores for the
MT-systems we use for CoVoST 2 and Europarl-ST
data augmentation with STR and compare them in
a cross-lingual manner. We see a noticeable corre-
lation of MT-performance and STR-improvement.

On CoVoST 2, the highest improvement for STR
is observed on the En-Cy language pair, which is
also the best performing MT-model. The En-Ca
language pair’s MT-model also performs very well
and shows the second highest gain for STR together
with En-Sl. See Table 4 for more details.

On Europarl-ST, we observe a different behav-
ior. While the MT-model for En-Fr is clearly better
than the one for En-De, the gains are larger in the
latter case. This might be due to the fact that the
En-Fr ST-model already has a relatively high per-
formance after training on KD alone (see Table 3).
We also hypothesize that adding our STR method
to KD is more useful if the sentence structure of
source and target languages is very different. In
case the alignments between source and target lan-
guage are relatively parallel, KD already generates
very useful examples and our approach can only
introduce limited new information on top of that,
e.g., by adding speaker variations. See Table 5 for
the exact BLEU scores and improvements.

model En-De En-Ca En-Tr En-Cy En-Sl

MT 30.05 39.66 21.28 43.57 30.32
STR-∆ +1.84 +2.18 +1.51 +2.27 +2.19

Table 4: Machine translation performance measured
in BLEU on the CoVoST 2 test set. The second row
(STR-∆) reports the BLEU improvements of KD+STR
in comparison to the baseline.

model En-De En-Fr

MT 32.16 40.11
STR-∆ +7.15 +6.76

Table 5: Machine translation performance measured in
BLEU on the Europarl-ST test set. The second row
(STR-∆) reports BLEU improvements of KD+STR in
comparison to the baseline.

4.4 Dependence on Amount of STR Data

We conduct an additional experiment on CoVoST 2
to evaluate the dependence of our STR method on
the amount of generated training data. In Figure
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Figure 2: BLEU improvements for different amounts
of STR augmented data on CoVoST 2 on a single run
(seed=0) for 5 language pairs. We evaluate the addition
of 0, 80k, 160k, and 255k STR-generated data points to
the baseline KD data.

2 we report the test performance on 5 language
pairs of a single run (seed=0) after training on 1/3,
2/3, or all STR generated data. For some language
pairs, we already observe large gains after using
1/3 or 2/3 of the total STR data. Most language
pairs will further benefit from more additional data,
while one language pair (En-Sl) seems to degrade
when moving from 2/3 to all training data on this
single run. Summarizing, we observe a trend on
all but one language pair that more augmented data
improves performance.

5 Conclusion

We proposed an effective data augmentation
method for end-to-end speech translation which
leverages audio alignments, linguistic properties,
and translation. It creates new audio-translation
pairs via sampling from a memory-efficient suffix
memory, translating through an MT model and re-
combining original and sampled audio segments
with translations. Our method achieves signifi-
cant improvements over augmentation with KD
alone on both large (CoVoST 2) and small scale
(Europarl-ST) datasets. In future work, we would
like to investigate the utility of other linguistic prop-
erties for AST augmentation and we would like to
extend our method to multilingual AST.
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A Appendix

A.1 Data Description

CoVoST 2 is a large scale dataset of 430h English
audio and 288k sentences for each language in the
training set. The training set contains repetitions
of the same sentence spoken by different speak-
ers. We use the original data splits generated by
the get_covost_splits.py script8 on five
languages pairs, namely English-German (En-De),
English-Catalan (En-Ca), English-Turkish (En-Tr),
English-Welsh (En-Cy) and English-Slovenian (En-
Sl), resulting in about 15.5k sentences for each dev
and test dataset.

Europarl-ST, in contrast, is a small AST dataset.
It contains debates held in the European Parlia-
ment and their translations, thus representing a re-
alistic AST scenario imposing very different chal-
lenges than the CoVoST 2 dataset. We conduct
experiments on the English-German (En-De) and
English-French (En-Fr) language pairs. The En-De
data contains 89h of audio and 35.5k sentences.
The En-Fr data contains 87h of audio and 34.5k
sentences.

8github.com/facebookresearch/covost, accessed 3/11/2022

A.2 Filtering Criteria by the Acoustic Aligner

In very rare cases, the acoustic aligner does not
return an alignment at all and we have to discard
these examples. In some cases, the obtained align-
ments by the acoustic aligner are of low quality,
i.e., contain alignments to unknown tokens. In
such cases, if the number of tokens of the output
transcriptions of the acoustic aligner matches the
number of tokens in the input transcriptions, we
can still use this alignment for data augmentation
as alignments in ASR are always strictly parallel.
Thus, if we cannot retrieve suitable alignments, we
discard the example. This procedure reduces the
amount of augmented data: we discard approxi-
mately 12% of the examples for CoVoST 2, and
about 15% of the examples for Europarl-ST. See
Table 1 for the final data sizes.

A.3 Additional chrF2 Scores

In this section, we additionally report chrF2 scores
on CoVoST 2 and Europarl-ST datasets, since
BLEU scores are often biased towards short trans-
lations. This issue is especially problematic on the
CoVoST 2 datasets because of its large number of
very short sentences. We list the CoVoST 2 chrF2
results in Table 10, and the Europarl-ST results in
Table 6.

Our chrF2 results averaged over three runs con-
firm the improvements we observed throughout
our experiments in terms of BLEU. When we look
at chrF2, the better performing KD+STR models
are always significantly different to the KD mod-
els. Even in case of the En-Fr language pair of the
Europarl-ST dataset where we detected significant
differences only in two of three runs in terms of
BLEU, we found all three runs significantly dif-
ferent in terms of chrF2 with p < 0.025 this time.
Detailed p-values per run are listed in Table 8 and
7 for our CoVoST 2 experiments, and in Table 9 for
our Europarl-ST experiments.

A.4 Detailed p-values for System Comparison

Tables 7 and 8 report the exact p-values for com-
parison of KD and KD+STR models w.r.t. BLEU
and chrF2 scores on CoVoST 2, respectively. Ta-
ble 9 reports the exact p-values for comparison of
KD and KD+STR models w.r.t. BLEU and chrF2
scores on Europarl-ST, respectively. We use the
implementation of SACREBLEU for calculation.
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model En-De En-Fr

Baseline 44.90 ± 0.22 48.60 ± 0.14
KD 51.43 ± 0.05 54.97 ± 0.05
STR 50.6 ± 0.0 54.1 ± 0.22
KD+STR 52.37 ± 0.09 55.37 ± 0.09

Table 6: Averaged results in chrF2 on En-De and En-Fr
of Europarl-ST dataset over 3 runs with standard devia-
tions (±). Models KD and KD+STR are significantly
different for En-De with p < 0.0002 using a paired ran-
domization test. For En-Fr, the models are significantly
different with p < 0.025.

seed En-De En-Ca En-Tr En-Cy En-Sl

0 0.0001 0.0001 0.0001 0.0001 0.0001
1 0.0001 0.0001 0.0001 0.0001 0.0001
321 0.0001 0.0001 0.0001 0.0001 0.0001

Table 7: The paired randomization test from SACRE-
BLEU with default settings returned the following p-
values for the three runs when comparing KD and
KD+STR models’ BLEU performance on CoVoST 2.

A.5 Examples and Error Analysis

We also take a look at the quality of our STR-
augmented data and list examples in Table 11 and
Table 12 for CoVoST 2 and Europarl-ST, respec-
tively. Rows “src-A” and “src-B” contain the un-
modified transcriptions from CoVoST 2 with our
pivoting token underlined and segments we recom-
bine in italics. The row “augm.” shows the STR-
augmented example, the row “transl.” contains the
MT-generated translation. The presented examples
are the first 5 data examples taken directly from
our augmented data set and are not cherry-picked.

Of the first five augmented examples from CoV-
oST 2 listed in Table 11, examples 1, 3, and 5 con-
tain grammatically correct augmented source data
(row “augm.”) and the latter two are also semanti-
cally correct. Example 2 contains a grammatically
wrong segment due to the problematic transcrip-
tion of “src-B”: here, the example is already an un-
grammatical sentence and this transfers to our aug-
mented example. Example 4 is also grammatically
wrong. In this example, our augmentation method
mixes the different senses of the word “directed”
and produces a semantically incorrect result. This
could be fixed by integrating more context, e.g.,
“directed through” can be used to disambiguate the
different word senses of “directed”.

Of the first five augmented examples from
Europarl-ST in Table 12, examples 1, 3, and 5
are actually grammatically correct. Example 2 is

seed En-De En-Ca En-Tr En-Cy En-Sl

0 0.0001 0.0001 0.0001 0.0001 0.0001
1 0.0001 0.0001 0.0001 0.0001 0.0001
321 0.0001 0.0001 0.0001 0.0001 0.0001

Table 8: The paired randomization test from SACRE-
BLEU with default settings returned the following p-
values for the three runs when comparing KD and
KD+STR models’ chrF2 performance on CoVoST 2.

BLEU chrF2
seed En-De En-Fr En-De En-Fr

0 0.0002 0.010 0.0001 0.016
1 0.0001 0.137 0.0001 0.021
321 0.0002 0.012 0.0001 0.005

Table 9: Conducting the paired randomization test from
SACREBLEU with default settings returned the following
p-values for the three runs when comparing KD and
KD+STR models’ performance on Europarl-ST.

grammatically wrong as our STR method does not
respect the different grammatical forms of “pass”
in “will pass” and “to pass”, mixing up the two
objects. Example 4 is also grammatically wrong,
and it is again the wrong treatment of different
grammatical forms of “do” in “do work” and “to
do”. These problems could be addressed by putting
more effort into the suffix memory construction,
e.g., by using n-grams as keys. Examples 3 and 5
demonstrate a property of Europarl-ST that partly
explains the lower performance gain we observe
for our STR-method here: there are many repetitive
formalized sentences, and in these examples our
augmentation method only differs by a single word
from an already existing data example. Still, such
augmented examples can be useful for training due
to the speaker variations injected by STR.

We observe common errors in our augmented
examples for CoVoST 2 and Europarl-ST that are
often connected to the different word senses and
syntactical functions of the selected pivoting token.
However, even grammatically wrong sentences can
sometimes be useful in training as they prevent
overfitting on common structures in the data. Fur-
thermore, the speaker variations in the examples
that we produce can be helpful even if the aug-
mented examples do not differ much from existing
ones. Summarizing the error analysis, our simple
STR-method is able to produce examples that are
useful even with errors. Investigating more com-
plex methods for better identification of pivoting
tokens is a promising direction for future work.
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model En-De En-Ca En-Tr En-Cy En-Sl

Baseline 42.80 ± 0.08 46.63 ± 0.09 36.77 ± 0.09 49.13 ± 0.05 39.83 ± 0.05
KD 44.13 ± 0.05 48.17 ± 0.12 38.53 ± 0.05 50.67 ± 0.05 41.73 ± 0.05
STR 44.43 ± 0.05 48.60 ± 0.08 39.30 ± 0.08 51.03 ± 0.05 42.17 ± 0.05
KD+STR 45.13 ± 0.05 49.10 ± 0.08 39.70 ± 0.08 51.50 ± 0.00 42.60 ± 0.08

Table 10: Averaged results in chrF2 on the CoVoST 2 dataset over 3 runs with standard deviations (±). Models KD
and KD+STR are significantly different for all language pairs with p < 0.0002 using a paired randomization test.

src-A these data components in turn serve as the building blocks of data exchanges
src-B the governor appoints members of the board each of whom serve seven years

1 augm. these data components in turn serve seven years
transl. Diese Datenkomponenten wiederum servieren sieben Jahre.

src-A the church is unrelated to the jewish political movement of zionism
src-B both sacks contain a man b is on the left a on the right

2 augm. the church is on the left a on the right
transl. Die Kirche befindet sich rechts auf der linken Seite.

src-A the following represents architectures which have been utilized at one point or another
src-B monism sees brahma as the ultimate reality while monotheism represents the personal form brahman

3 augm. the following represents the personal form brahman
transl. Die folgende Darstellung repräsentiert die persönliche Form Brahman.

src-A additionally the pulse output can be directed through one of three resonator banks
src-B he directed no fewer than thirty seven productions at stratford

4 augm. additionally the pulse output can be directed no fewer than thirty seven productions at stratford
transl. Darüber hinaus kann der Pulsausgang nicht weniger als siebenunddreißig Produktionen in Stratford geleitet

werden.

src-A the two are robbed by a pickpocket who is losing in gambling
src-B there are six large portraits displayed in the senate chamber

5 augm. the two are six large portraits displayed in the senate chamber
transl. Die beiden sind sechs große Porträts, die in der Senatskammer ausgestellt sind.

Table 11: The first 5 augmented data examples from CoVoST 2 for the En-De language pair. “src-A” and “src-B”
are the unmodified transcriptions from CoVoST 2 with our pivoting token underlined and segments we recombine
in italics. The “augm.” row shows the STR-augmented example. The “transl.” row contains the MT-generated
translation.

253



src-A i would just like to say that there are more amendments in my report because my committee has been more
ambitious in the improvements it wanted to make to the commission proposal

src-B economic cooperation has always been europe s most powerful engine for greater integration and europe has
owed its success to this pragmatic approach since 1956

1 augm. i would just like to say that there are more amendments in my report because my committee has always been
europe s most powerful engine for greater integration and europe has owed its success to this pragmatic
approach since 1956

transl. Je voudrais juste dire qu ’ il y a plus de modifications dans mon rapport, car ma commission a toujours été le
moteur le plus puissant de l ’ Europe pour une plus grande intégration, et l ’ Europe doit son succès à cette
approche pragmatique depuis 1956.

src-A i would like to thank all my colleagues on the committee who worked with me to put together some really big
compromise amendments which we will pass today

src-B the right of every member state to pass laws as it deems fit as long as it has a democratic majority and that
those laws should be recognised by other countries

2 augm. i would like to thank all my colleagues on the committee who worked with me to put together some really big
compromise amendments which we will pass laws as it deems fit as long as it has a democratic majority and
that those laws should be recognised by other countries

transl. Je tiens à remercier tous mes collègues de la commission qui ont travaillé avec moi pour mettre en place des
amendements de compromis vraiment importants, que nous adopterons des lois, tant qu ’ elle a une majorité
démocratique et que ces lois devraient être reconnues par d ’ autres pays.

src-A i would like all of you to give us a huge majority for this so that when we come to negotiate with the
commission and council we will do our very best for europe s consumers

src-B i would also like to thank all the shadow rapporteurs
3 augm. i would like to thank all the shadow rapporteurs

transl. Je tiens à remercier tous les rapporteurs fictifs.

src-A mr president let us hope that the american proposals for purchases of toxic assets do work because if they do
not the contagion will almost certainly spread over here

src-B what we really need to do is empower women
4 augm. mr president let us hope that the american proposals for purchases of toxic assets do is empower women

transl. Monsieur le Président, espérons que les propositions américaines d ’ achats d ’ actifs toxiques permettent aux
femmes.

src-A i would like assurance from mr jouyet and mr almunia that we really do have our defences in place
src-B mr president i would like to thank the rapporteurs and other shadows for the hard work they have put into

producing these reports
5 augm. i would like to thank the rapporteurs and other shadows for the hard work they have put into producing these

reports
transl. Je voudrais remercier les rapporteurs et d ’ autres ombres pour le travail qu ’ ils ont accompli dans la

production de ces rapports.

Table 12: The first 5 augmented data examples from Europarl-ST for the En-Fr language pair. “src-A” and “src-B”
are the unmodified transcriptions from Europarl-ST with our pivoting token underlined and segments we recombine
in italics. The “augm.” row shows the STR-augmented example. The “transl.” row contains the MT-generated
translation.

254



Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 255 - 261

May 22-27, 2022 c©2022 Association for Computational Linguistics

Predicting Sentence Deletions for Text Simplification Using a Functional
Discourse Structure

Bohan Zhang∗

University of Michigan
zbohan@umich.edu

Prafulla Kumar Choubey
Salesforce Research

pchoubey@salesforce.com

Ruihong Huang
Texas A&M University
huangrh@tamu.edu

Abstract

Document-level text simplification often
deletes some sentences besides performing
lexical, grammatical or structural simpli-
fication to reduce text complexity. In this
work, we focus on sentence deletions for text
simplification and use a news genre-specific
functional discourse structure, which cate-
gorizes sentences based on their contents
and their function roles in telling a news
story, for predicting sentence deletion. We
incorporate sentence categories into a neural
net model in two ways for predicting sentence
deletions, either as additional features or
by jointly predicting sentence deletions and
sentence categories. Experimental results using
human-annotated data show that incorporating
the functional structure improves the recall
of sentence deletion prediction by 6.5% and
10.7% respectively using the two methods, and
improves the overall F1-score by 3.6% and
4.3% respectively.

1 Introduction

Text simplification aims to rewrite complex texts in
order to make them easier to read and understand.
This task can benefit vast low literacy readers, in-
cluding children, language learners and people with
aphasia, and has recently attracted increasing at-
tention from the research community (Xu et al.,
2016; Zhao et al., 2018; Martin et al., 2019; Dong
et al., 2019). However, most previous research has
focused on sentence-level text simplification and
aim to simplify one sentence at a time. As a result,
few discourse-level phenomena have been exam-
ined or understood for achieving document-level
text simplification.

Sentence deletion is a commonly used strategy
to achieve intense simplification (Drndarevic and
Saggion, 2012; Woodsend and Lapata, 2011), i.e.,
some less important sentences from an original

∗Most work was done while Bohan was a summer intern
in the NLP lab at Texas A&M University.

article are simply deleted and ignored for simplifi-
cation. While professional re-writers may consider
many factors and use several measures of impor-
tance to decide if a sentence should be deleted,
some discourse structures provide automated mea-
sures to derive importance for sentences in a doc-
ument. In particular, functional discourse struc-
tures categorize text units (sentences or paragraphs)
based on their contents and their function roles in
serving the purpose of a specific text-genre, such
as scientific papers (Teufel et al., 1999; Liakata
et al., 2012) and news articles (Yarlott et al., 2018;
Choubey et al., 2020), and are therefore, expected
to directly reveal the importance of a sentence
within a document.

In this work, we explore the use of news genre-
specific functional structures for predicting sen-
tence deletions in news documents. Specifically,
we use news discourse profiling structure, which
categorizes contents of news articles around the
main news event, constructed through a publicly
available system (Choubey et al., 2020)1. This sys-
tem labels each sentence with one of eight content
types reflecting common discourse roles of a sen-
tence in telling a news story, including two content
types for sentences describing the main news event
and its immediate consequences (main content),
two content types for sentences providing context-
informing contents and four content types for sen-
tences providing further supportive information in
a news article.

We perform experiments using the Newsela cor-
pus (Xu et al., 2015), a widely used dataset for
text simplification research that contains 1492 En-
glish news articles and four simplified versions
for each news article targeting audience of differ-
ent reading levels (from elementary to high school
students). Since we aim to achieve maximal sim-
plification, we predict sentence deletions for tar-

1This system can be found here: https://github.
com/prafulla77/Discourse_Profiling.
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get reading level corresponding to the elementary
school students. We first build a document-level
neural network as the basic model for predicting
sentence deletions. We then incorporate content
types of sentences into the prediction system using
two methods, 1) by using content type labels as ad-
ditional features to enrich sentence representations,
and 2) by jointly predicting both sentence deletion
labels and discourse content type labels. Experi-
mental results show that, with little to no drop on
precision, both methods for incorporating sentence
content type information improve the recall (F1
score) on the sentence deletion prediction task by
6.5% (3.6%) and 10.7% (4.3%) respectively. Anal-
ysis on the development set shows that the addi-
tional deletions correctly recognized by our system
are all sentences providing context-informing or
supportive contents.

2 Related Work

The previous research on text simplification has
focused on word or phrase level simplification
(Yatskar et al., 2010; Biran et al., 2011; Specia et al.,
2012; Paetzold and Specia, 2017), or sentence-
level simplification (Wubben et al., 2012; Sutskever
et al., 2014; Nisioi et al., 2017; Zhao et al., 2018;
Dong et al., 2019), few research has been con-
ducted for document-level text simplification.

Sentence deletion, as an interesting phenomenon
for document-level text simplification, has been
studied in several pilot studies. (Petersen and Os-
tendorf, 2007) conducted a corpus analysis and
showed that sentence position and content influ-
ence sentence deletion or retention. The recent pi-
lot research for sentence deletion prediction (Zhong
et al., 2019) considers sentence position in a doc-
ument, document length and topic, as well as ex-
ploits rhetorical discourse structures that capture
text coherence in general and can be used to derive
the salience of a sentence in a discourse. However,
while sentence position and the two document char-
acteristics are shown useful for sentence deletion
prediction, discourse features based on rhetorical
discourse structures are shown to have little im-
pact for this task. Compared to general rhetorical
discourse structures that do not consider genre spe-
cialties, the genre-specific functional structure we
examine in this paper can more directly reveal the
importance of a sentence within a document.

3 The News Discourse Structure and
Sentence Types

News discourse profiling (Choubey et al., 2020)
categorizes sentences in news articles into eight
schematic categories that describe the common dis-
course roles of sentences in telling a news story,
following the news content schemata proposed by
Van Dijk (Teun A, 1986; Van Dijk, 1988a,b). These
eight sentence categories fall into three groups.

Main Contents: are the most relevant informa-
tion of news articles, including sentences that intro-
duce the main event as the major subjects of a news
article (Main Event), and sentences that describe
consequence events immediately triggered by the
main event (Consequence).

Context Informing Contents: provide infor-
mation of the actual situation in which main event
occurred, including sentences that describe the re-
cent events that act as possible causes or precon-
ditions for the main event (Previous Events), and
sentences that describe ongoing situation and other
context informing contents (Current Context).

Additional Supportive Contents: contain the
least relevant information, including sentences that
describe past events that precede the main events
in months and years (Historical Event), sentences
that describe unverifiable situations, fictional or
personal account of incidents of an unknown per-
son (Anecdotal Event), opinionated contents that
describe reactions from immediate participants, ex-
perts, known personalities as well as journalist or
news source (Evaluation), and speculations on the
possible consequences of the main or contextual
events (Expectation)

3.1 Analysis of Deletions w.r.t Sentence Types

We conducted an analysis on deletion rate for each
sentence category using the development set (Sec-
tion 5.1) which was manually annotated with sen-
tence deletion labels. The discourse content type
labels of sentences were predicted by the news
discourse profiling system (Choubey et al., 2020).
Table 1 shows the results. We can see that Main
Event sentences have the lowest deletion rate of
14.7%, much lower than other types of sentences.
Previous Event sentences, as one type of context
informing contents, have a relatively low deletion
rate as well to provide necessary context, i.e., pos-
sible causes or preconditions, to understand the
main news events. While additional supportive con-
tents overall have a high deletion rate, Anecdotal
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The NFL delivered that message in a resounding way Monday, suspending the New England Patriots star without pay 
for the first four games of next season for "conduct detrimental to the integrity of the NFL." (Main Event)
The punishment comes days after the league announced results of an investigation that found Brady was "likely 
generally aware" that equipment assistants employed by the team had conspired to deflate the Patriots' footballs for 
last season's AFC championship game, making the balls easier to throw and catch. (Previous Event)
The Patriots also were fined $1 million — equaling the largest in league history — and stripped of their first-round 
draft pick next year and a fourth-round selection in 2017. (Consequence)
The Pariots have been accused of cheating in the past, and in 2007 were caught breaking league rules by videotaping 
the sideline hand signals of New York Jets coaches. (Historical Event)
That incident, nicknamed Spygate, cost New England coach Bill Belichick $500,000 and the league docked the 
Patriots a first-round draft pick. (Historical Event)
By every indication, the incident has not dimmed Brady's star one iota among Patriots' fans. (Current Context)
He was cheered enthusiastically last week, one day after the Wells report was released, when he spoke at an event at 
Salem State University in Massachusetts. (Current Context)

Figure 1: An example article: Brady Deflategate. Sentences in purple were deleted for text simplification.

Main Event Consequence Previous Event Current Context Historical Event Anecdotal Event Evaluation Expectation

Deleted 5 (14.7) 0 (NA) 7 (31.8) 128 (37.5) 36 (46.2) 11 (27.5) 206 (41.2) 35 (33.7)
Retained 29 (85.3) 0 (NA) 15 (68.2) 213 (62.5) 42 (53.8) 29 (72.5) 294 (58.8) 69 (66.3)

Table 1: The number (percentage) of sentences in each type that are deleted or retained, on the development set.
The news discourse profiling system did not label any sentence in the development set as Consequence, which is a
minority class as revealed by (Choubey et al., 2020)

Event sentences have a low deletion rate, possibly
because personal account of incidents present espe-
cially interesting contents for elementary students,
the target group of our chosen simplification level.

Figure 1 shows an example document where
both deleted sentences (colored in purple) are of
one additional supportive content type, Historical
Event.

4 Models

Figure 2: The Baseline Model

As a baseline model, (shown in Figure 2), we
built a document-level neural network model to
learn context aware sentence representations for
predicting sentence deletions. Similar architectures
have been shown useful for several other discourse-
level tasks (Nallapati et al., 2016; Choubey et al.,
2020).

Specifically, the model takes a document as in-
put and has two document-level BiLSTM layers
(Hochreiter and Schmidhuber, 1997) stacked up
with a self-attention layer between them, to suffi-
ciently exploit document wide contexts for building
sentence representations. In addition, for each sen-
tence, we further concatenate its sentence represen-
tation with two vectors obtained by max pooling
over representations of its surrounding sentences
(two sentences to each side), to obtain the final
sentence representation Ri, that is better aware of
the local context. We use a feed forward neural
network with 1024-2 units to predict a binary label
(deleted or not) for each sentence2 based on its fi-
nal sentence representation. We apply base BERT
(Devlin et al., 2019) to obtain the initial sentence
representations of 768 dimensions. Both BiLSTMs

2We also tried to add a CRF layer to capture deletion
label dependencies between sentences, and predict labels for
a sequence of sentences in a document, however, it did not
improve the sentence deletion prediction performance.

257



Figure 3: Jointly Predicting Two Types of Labels

have the hidden dimension size of 512.
Next, we present two methods to utilize the func-

tional structure for sentence deletion prediction.

4.1 Feature Concatenation

For each sentence, we create a feature vector Fi

with eight dimensions corresponding to the eight
discourse content types3, and values in the vec-
tor are probabilities of content types for the target
sentence as output by the news discourse profil-
ing system. We concatenate the feature vector Fi

with the final sentence representation Ri and feed
the concatenated vector to the sentence deletion
prediction layer.

4.2 Joint Learning

Instead of creating features, we learn to jointly
predict both sentence deletion labels and discourse
content type labels (system predicted) using shared
sentence representations (Figure 3). Specifically,
we add a new prediction layer with 1024-94 units
to predict discourse content types for sentences,
and learn to jointly predict both types of labels
by minimizing the aggregated loss of two tasks:
L0 = L1 + γ ∗ L2, where L1 is the cross-entropy
loss for the sentence deletion prediction task and L2

is the mean squared loss for the discourse content
type prediction task5.

3Document length and sentence position in a document
have been shown useful for sentence deletion prediction in the
previous work when used in a feature based approach (Zhong
et al., 2019). We also concatenated these features with the
final sentence representations. However, these features hurt
the performance a little in our system, so we removed them.
We suspect that document length and sentence position have
been captured by the document-level neural net model and
adding the features cause redundancies.

4Eight discourse content types plus one “Other” category.
5The mean squared loss is calculated against probabilities

of content types for the target sentence as output by the news
discourse profiling system.

5 Evaluation

5.1 Dataset
We conduct experiments using the Newsela corpus
for text simplification (Xu et al., 2015). This corpus
contains 1492 English news articles and four sim-
plified versions for each article targeting students
ranging from grade 2 to grade 12. In our study, we
focus on predicting sentence deletions to achieve
the relatively aggressive level of simplification that
targets elementary school students (grades 2 to 5).
Test and Development Data: We created a new
annotated dataset. The annotated dataset of 50
documents used in Zhong et al. (2019) was not
released yet when we started to work on this project.
Our code and the method to obtain our annotated
dataset can be found on github6.

Different from the crowd-sourcing based annota-
tion method of Zhong et al. (2019) that decomposes
the document-level sentence alignment task to a
paragraph alignment task followed by a paragraph-
level sentence alignment task, we ask our two an-
notators to read through a whole news article and
its simplified article before annotating alignment
sentence by sentence, which enables thorough an-
notations. Then, for each sentence in an original
article, we instruct our annotators to align it with
all the sentences in the simplified article that con-
tain part or all of its contents (or paraphrases), one
sentence in an original article will be labeled as
“deleted” if no sentence in its simplified article is
aligned with this sentence.

We annotated 95 (containing 4,334 sentences)
randomly selected news articles. The two anno-
tators first annotated five news articles (228 sen-
tences) in common and achieved a high kappa
agreement (Artstein and Poesio, 2008) of 0.911.
Then, each of them annotated 45 more articles. We
randomly selected 25 annotated articles and use
them as the development set, and use the other 70
articles as the test set. 48% and 38% of sentences
are annotated as deleted in the test and development
sets respectively. We will publish our annotations.
Training Data: We create noisy supervision to
train the systems by applying an automatic sen-
tence alignment tool CATS7 (Štajner et al., 2018)
to the remaining 1397 unlabeled news articles and
quickly obtained alignments between these news

6https://github.com/XMUBQ/SentenceDeletion
7CATS is a lexical similarity based sentence/paragraph

alignment tool specifically designed for text simplification,
and has been shown to perform well on the Newsela corpus.
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Current Context Historical Event Anecdotal Event Evaluation Expectation

Feature Concatenation 24 7 6 20 3
Joint Learning 20 3 3 21 1

Table 2: Numbers of additional deleted sentences from each content type that were correctly predicted. None of the
correctly deleted sentences are from main event, consequence, and previous event content types.

Models Dev Set Test Set

FNN (Zhong et al., 2019) 44.6/60.4/51.3 56.7/57.2/57.0
Our Baseline 52.0/62.2/56.6 63.4/60.8/62.0

Feature Concatenation 52.7/64.8/58.1 64.0/67.3/65.6
Joint Learning 50.7/69.8/58.7 61.8/71.5/66.3

Table 3: Sentence deletion prediction results (P/R/F)
(our dataset). Statistical significance tests show that
compared with our baseline, both methods achieved
significant improvements (p<0.01) in F1 measure.

Models Dev Set Test Set

FNN (Zhong et al., 2019) 61.7/60.7/61.0 56.8/60.6/58.6
Our Baseline 63.8/67.2/65.4 59.2/63.3/61.2

Feature Concatenation 69.7/70.2/70.0 61.8/66.1/63.9
Joint Learning 70.9/69.8/70.4 59.9/68.6/63.9

Table 4: Sentence deletion prediction results (P/R/F)
(on the dataset from Zhong et al. (2019). Note that
the results are not directly comparable with those in
Zhong et al. (2019), as the training datasets are different.
We used the Newsela corpus of a newer version and
different automatic alignment tools to build our training
dataset.

articles and their simplified articles. 82.11% of
sentence alignments produced by CATS are correct
when evaluated on our development set.

5.2 Experimental Settings

For regularization, we use dropout of 0.5 on the out-
put of both BiLSTMs and the self-attention layer.
We apply Adam optimizer (Kingma and Ba, 2014)
for training, and the learning rate is set to 3e-4. All
the neural models are trained for 15 epochs and we
use the epoch yielding the best validation perfor-
mance. We searched the hyper-parameter γ value
over the range [0, 3] with a step size of 0.5, and its
best value equals to 1.5.

5.3 Results and Analysis

In Table 3, we report the performance of our base-
line and the two news discourse profiling structure-
aware models. For better positioning of our work,
we also re-implemented the model proposed in a
recent work by Zhong et al. (2019), a feedforward

neural network (FNN) model with sparse features8.
First, our baseline system performs better than the
feature based FNN model with 5.3% and 5.0%
higher F1 score on validation and test datasets re-
spectively. Then, both methods for incorporating
discourse information have noticeably improved
the performance on sentence deletion prediction.
We also evaluate the models on the dataset from
Zhong et al. (2019). As shown in Table 4, similar
trends were observed on this dataset as well.

Since the performance gains of both discourse-
aware models are mainly on recall, we analyze
the distribution of additional deleted sentences cor-
rectly predicted by the two models. As shown in
Table 2, the additional deleted sentences are either
context informing contents or additional supportive
contents, but none is main content. This observa-
tion corroborates our analysis in section 3.1.

6 Conclusion

We study sentence deletion prediction to achieve
document-level text simplification. We have
showed that a genre-specific functional discourse
structure improves the prediction performance by
large margins, when incorporated into a neural net
model either as new features or for joint learn-
ing. For future work, we will study other useful
discourse-level factors for sentence deletion predic-
tion, we will also investigate multi-task learning
to benefit both sentence deletion prediction and
discourse parsing tasks.
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Abstract

We exploit the pre-trained seq2seq model
mBART for multilingual text style transfer.
Using machine translated data as well as gold
aligned English sentences yields state-of-the-
art results in the three target languages we
consider. Besides, in view of the general
scarcity of parallel data, we propose a modu-
lar approach for multilingual formality trans-
fer, which consists of two training strategies
that target adaptation to both language and
task. Our approach achieves competitive per-
formance without monolingual task-specific
parallel data and can be applied to other style
transfer tasks as well as to other languages.

1 Introduction

Text style transfer (TST) is a text generation task
where a given sentence must get rewritten chang-
ing its style while preserving its meaning. Tradi-
tionally, tasks such as swapping the polarity of a
sentence (e.g. “This restaurant is getting worse and
worse.”↔“This restaurant is getting better and bet-
ter.”) as well as changing the formality of a text
(e.g. “it all depends on when ur ready.”↔“It all
depends on when you are ready.”) are considered
as instances of TST. We focus here on the latter
case only, i.e. formality transfer, because (i) re-
cent work has shown that polarity swap is less of a
style transfer task, since meaning is altered in the
transformation (Lai et al., 2021a), and (ii) data in
multiple languages has recently become available
for formality transfer (Briakou et al., 2021b).

Indeed, mostly due to the availability of parallel
training and evaluation data, almost all prior TST
work focuses on monolingual (English) text (Rao
and Tetreault, 2018; Li et al., 2018; Prabhumoye
et al., 2018; Cao et al., 2020).1 As a first step
towards multilingual style transfer, Briakou et al.
(2021b) have released XFORMAL, a benchmark

1“Parallel data” in this paper refers to sentence pairs in the
same language, with the same content but different formality.

of multiple formal reformulations of informal text
in Brazilian Portuguese (BR-PT), French (FR), and
Italian (IT). For these languages the authors have
manually created evaluation datasets. On these,
they test several monolingual TST baseline models
developed using language-specific pairs obtained
by machine translating GYAFC, a English corpus
for formality transfer (Rao and Tetreault, 2018).
Briakou et al. (2021b) find that the models trained
on translated parallel data do not outperform a sim-
ple rule-based system based on handcrafted trans-
formations, especially on content preservation, and
conclude that formality transfer on languages other
than English is particularly challenging.

One reason for the poor performance could be
the low quality (observed upon our own manual
inspection) of the pseudo-parallel data, especially
the informal side. Since machine translation sys-
tems are usually trained with formal texts like
news (Zhang et al., 2020), informal texts are harder
to translate, or might end up more formal when
translated. But most importantly, the neural models
developed by Briakou et al. (2021b) do not take ad-
vantage of two recent findings: (i) pre-trained mod-
els, especially the sequence-to-sequence model
BART (Lewis et al., 2020), have proved to help sub-
stantially with content preservation in style trans-
fer (Lai et al., 2021b); (ii) Multilingual Neural Ma-
chine Translation (Johnson et al., 2017; Aharoni
et al., 2019; Liu et al., 2020) and Multilingual Text
Summarization (Hasan et al., 2021) have achieved
impressive results leveraging multilingual models
which allow for cross-lingual knowledge transfer.

In this work we use the multilingual large model
mBART (Liu et al., 2020) to model style transfer in
a multilingual fashion exploiting available parallel
data of one language (English) to transfer the task
and domain knowledge to other target languages.
To address real-occurring situations, in our exper-
iments we also simulate complete lack of parallel
data for a target language (even machine translated),
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and lack of style-related data at all (though avail-
ability of out-of-domain data). Language speci-
ficities are addressed through adapter-based strate-
gies (Pfeiffer et al., 2020; Üstün et al., 2020, 2021).
We obtain state-of-the-art results in all three target
languages, and propose a modular methodology
that can be applied to other style transfer tasks as
well as to other languages. We release our code
and hopefully foster the research progress.2

2 Approach and Data

As a base experiment aimed at exploring the con-
tribution of mBART (Liu et al., 2020; Tang et al.,
2020) for multilingual style transfer, we fine-tune
this model with parallel data specifically developed
for style transfer in English (original) and three
other languages (machine translated).

Next, in view of the common situation where
parallel data for a target language is not avail-
able, we propose a two-step adaptation training
approach on mBART that enables modular mul-
tilingual TST. We avoid iterative back-translation
(IBT) (Hoang et al., 2018), often used in previous
TST work (Prabhumoye et al., 2018; Lample et al.,
2019; Yi et al., 2020; Lai et al., 2021a), since it has
been shown to be computationally costly (Üstün
et al., 2021; Stickland et al., 2021a). We still run
comparison models that use it.

In the first adaptation step, we address the prob-
lem of some languages being not well represented
in mBART, which preliminary experiments have
shown to hurt our downstream task.3 We conduct
a language adaptation denoising training using un-
labelled data for the target language. In the sec-
ond step, we address the task at hand through fine-
tuning cross-attention with auxiliary gold parallel
English data adapting the model to the TST task.

For TST fine-tuning, we use parallel training
data, namely formal/informal aligned sentences
(both manually produced for English and machine
translated for three other languages). For the adap-
tation strategies, we also collect formality and
generic non-parallel data. Details follow.

English formality data GYAFC (Rao and
Tetreault, 2018) is an English dataset of aligned
formal and informal sentences. Gold parallel pairs

2All code at https://github.com/laihuiyuan/
multilingual-tst.

3The number of monolingual sentences used in mBART-
50’s pre-training is only 49,446 for Portuguese, for example,
versus 36,797,950 for French and 226,457 for Italian.

are provided for training, validation, and test.

Multilingual formality data XFORMAL (Bri-
akou et al., 2021b) is a benchmark for multilingual
formality transfer, which provides an evaluation set
that consists of four formal rewrites of informal sen-
tences in BR-PT, FR, and IT. This dataset contains
pseudo-parallel corpora in each language, obtained
via machine translating the English GYAFC pairs.

Language-specific formality non-parallel data
Following Rao and Tetreault (2018) and Briakou
et al. (2021b), we crawl the domain data in tar-
get language from Yahoo Answers.4 We then use
the style regressor from Briakou et al. (2021a) to
predict formality score σ of the sentence to auto-
matically select sentences in each style direction.5

Language-specific generic non-parallel data
5 M sentences containing 5 to 30 words for each
language randomly selected from News Crawl.6

3 Adaptation Training

To adapt mBART to multilingual TST, we employ
two adaptation training strategies that target lan-
guage and task respectively.

3.1 Language Adaptation
As shown in Figure 1(a), we introduce a mod-
ule for language adaptation. Inspired by previous
work (Houlsby et al., 2019; Bapna and Firat, 2019),
we use an adapter (ADAPT; ~50M parameters),
which is inserted into each layer of the Transformer
encoder and decoder, after the feed-forward block.

Following Bapna and Firat (2019), the ADAPT
module Ai at layer i consists of a layer-
normalization LN of the input xi ∈ Rh followed by
a down-projection Wdown ∈ Rh×h, a non-linearity
and an up-projection Wup ∈ Rh×h combined with
a residual connection with the input xi:

A(xi) =WupRELU(WdownLN(xi)) + xi (1)

Language adaptation training Following
mBART’s pretraining, we conduct the language
adaptation training on a denoising task, which
aims to reconstruct text from a corrupted version:

LφA = −
∑

log(T | g(T );φA) (2)

4https://webscope.sandbox.yahoo.com/
catalog.php?datatype=l&did=11

5Sentences with σ < −0.5 are considered informal while
> 1.0 are formal in our experiments.

6http://data.statmt.org/news-crawl/
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(a) Language adaptation training with monolingual data

[en] this is adaptation training </s> 
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[en] This is adaptation training. </s> 

(b) Task adaptation training with English parallel data

Figure 1: Overview of adaptation training. In 1(a), the feed-forward network of each transformer layer or the
inserted adapter layer is trained with monolingual data to adapt to the target language. In 1(b), the cross-attention
of mBART is trained with auxiliary English parallel data to adapt to the TST task.

where φA are the parameters of adaptation module
A, T is a sentence in target language and g is the
noise function that masks 30% of the words in
the sentence. Each language has its own separate
adaptation module. During language adaptation
training, the parameters of the adaptation module
are updated while the other parameters stay frozen.

3.2 Task Adaptation
As shown in Figure 1(b), after training the language
adaptation module we fine-tune the model on the
auxiliary English parallel data with the aim of mak-
ing the model adapt to the specific task of formality
transfer. Following Stickland et al. (2021b), we
only update the parameters of the decoder’s cross-
attention (i.e. task adaptation module) while the
other parameters are fixed, thus limiting computa-
tional cost and catastrophic forgetting.

Multilingual TST process For the language
adaptation modules we have two settings: (i) adap-
tation modules AE

s on the encoder come from the
model trained with source style texts, and modules
AD
t on the decoder come from the model trained

with target style texts (M2.X, Table 1); (ii) both AE

and AD are from a model trained with generic texts
(M3.X), so there are no source and target styles for
the adaptation modules. For the task adaptation
modules, we also have two settings: (i) the module
is from the English model (X + EN cross-attn); (ii)
fine-tuning the model of the target language with
English parallel data (X + EN data).

4 Experiments

All experiments are implemented atop Trans-
formers (Wolf et al., 2020) using mBART-large-

50 (Tang et al., 2020). We train the model using
the Adam optimiser (Kingma and Ba, 2015) with
learning rate 1e-5 for all experiments. We train
the language adaptation modules with generic texts
separately for each language for 200k training steps
with batch size 32, accumulating gradients over 8
update steps, and set it to 1 for other training.

Evaluation Following previous work (Luo et al.,
2019; Sancheti et al., 2020), we assess style
strength and content preservation. We fine-tune
mBERT (Devlin et al., 2019) with Briakou et al.
(2021b)’s pseudo-parallel corpora to evaluate the
style accuracy of the outputs. We also use a style re-
gressor from Briakou et al. (2021a), which is based
on XLM-R (Conneau et al., 2020) and is shown to
correlate well with human judgments.7 We calcu-
late BLEU and COMET (Rei et al., 2020) to assess
content preservation. As overall score, following
previous work, we compute the harmonic mean
(HM) of style accuracy and BLEU.

Systems Based on our data (Section 2), we have
four settings for our systems. D1: pseudo-parallel
data in the target language via machine translating
the English resource; D2: non-parallel style data in
the target language; D3: no style data in the target
language; D4: no parallel data at all. The first three
settings all contain gold English parallel data.

Results Table 1 shows the results for both I→F
(informal-to-formal) and F→I (formal-to-informal)
transformations.8 We include the models from Bri-
akou et al. (2021b) for comparison (they only
model the I→F direction).

7Results of classifiers/regressor are in Appendix A.2.
8Complete results are in Appendix A.3.
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INFORMAL→FORMAL FORMAL→INFORMAL

DATA MODEL ITALIAN FRENCH PORTUGUESE ITALIAN FRENCH PORTUGUESE

BLEU ACC HM BLEU ACC HM BLEU ACC HM BLEU ACC HM BLEU ACC HM BLEU ACC HM

D1
Multi-Task (Briakou et al., 2021b) 0.426 0.727 0.537 0.480 0.742 0.583 0.550 0.782 0.645 - - - - - - - - -
M1.1: pseudo-parallel data 0.459 0.856 0.598 0.530 0.829 0.647 0.524 0.852 0.649 0.177 0.311 0.226 0.195 0.377 0.257 0.225 0.306 0.259
M1.2: M1.1 + EN data 0.461 0.841 0.596 0.525 0.863 0.653 0.553 0.809 0.657 0.178 0.315 0.227 0.194 0.458 0.273 0.219 0.313 0.258

D2

DLSM (Briakou et al., 2021b) 0.124 0.223 0.159 0.180 0.152 0.165 0.185 0.191 0.188 - - - - - - - - -
M2.1: IBT training + EN data 0.460 0.510 0.484 0.500 0.487 0.492 0.491 0.428 0.457 0.168 0.420 0.240 0.196 0.235 0.214 0.237 0.083 0.123
M2.2: ADAPT + EN cross-attn 0.467 0.637 0.539 0.516 0.627 0.566 0.499 0.365 0.422 0.175 0.672 0.278 0.212 0.627 0.317 0.237 0.471 0.315
M2.3: ADAPT + EN data 0.476 0.731 0.577 0.519 0.702 0.597 0.526 0.509 0.517 0.180 0.719 0.288 0.209 0.567 0.305 0.169 0.534 0.257

D3
M3.1: EN data 0.485 0.670 0.563 0.553 0.727 0.628 0.039 0.890 0.074 0.186 0.767 0.299 0.216 0.692 0.329 0.020 0.403 0.038
M3.2: ADAPT + EN cross-attn 0.480 0.672 0.560 0.545 0.749 0.631 0.547 0.559 0.553 0.179 0.421 0.251 0.209 0.685 0.320 0.175 0.560 0.267
M3.3: ADAPT + EN data 0.423 0.735 0.537 0.547 0.722 0.622 0.423 0.508 0.462 0.169 0.733 0.275 0.205 0.584 0.303 0.189 0.505 0.275

D4
Rule-based (Briakou et al., 2021b) 0.438 0.268 0.333 0.472 0.208 0.289 0.535 0.448 0.488 - - - - - - - - -
M4.1: original mBART 0.380 0.103 0.162 0.425 0.080 0.135 0.128 0.200 0.156 0.160 0.146 0.153 0.189 0.189 0.189 0.080 0.657 0.143
M4.2: ADAPT (generic data) 0.401 0.092 0.150 0.444 0.075 0.128 0.463 0.223 0.301 0.164 0.130 0.145 0.194 0.170 0.181 0.237 0.082 0.122

Table 1: Results for multilingual formality transfer. Notes: (i) for F→I there are four different source sentences
and a human reference only, so for each instance scores are averaged; (ii) bold numbers denote best systems for
each block, and underlined denote the best score for each transfer direction for each language.

Results in D1 show that fine-tuning mBART
with pseudo-parallel data yields the best overall per-
formance in the I→F direction. The F→I results,
instead, are rather poor and on Italian even worse
than IBT-based models (M2.1). This could be due
to this direction being harder in general, since there
is more variation in informal texts, but it could also
be made worse by the bad quality of the informal
counterpart in the translated pairs. Indeed, work
in machine translation has shown that low-quality
data is more problematic in the target side than in
the source side (Bogoychev and Sennrich, 2019).

In D2, we see that our proposed adaptation ap-
proaches outperform IBT-based models on both
transfer directions. The results of fine-tuning the
target language’s model with English parallel data
are generally better than inserting the EN model’s
cross-attention module into the target language’s
model. This suggests that the former can better
transfer task and domain knowledge.

In D3, the large amounts of generic texts yield
more improvement in I→F direction rather than
F→I. This could be due to generic texts being more
formal than informal. The performance improve-
ment on Portuguese is particularly noticeable (com-
pare M3.1 trained with EN data only with other
M3.X models), and mostly due to this language
being less represented than the others in mBART.
Interestingly, the performance of task adaptation
strategies is reversed compared to D2: it is here
better to adapt cross attention in the English model
rather than fine-tune the target language model di-
rectly. Future work will need to investigate how
using different data sources for language adapta-
tion (D2, style-specific vs D3, generic) interacts
with task adaptation strategies.

Results for D4 show that language adaptation

training helps with content preservation, especially
for Portuguese, confirming this curbs the problem
of language underrepresentation in pre-training.
However, low performance on style accuracy shows
that task-specific data is necessary, even if it comes
from a different language.

5 Analysis and Discussion

Case Study Table 2 shows a group of example
outputs in Italian. In the I→F direction, most sys-
tems tend to copy a lot from the source and change
formality words slightly. DLSM and Rule-based
systems fail to transfer the formality style while oth-
ers are successful to some extent: our M1.1 yields
the best performance on the style strength. When
looking at content, most outputs contain more or
less part of the source sentence; Multi-Task system
achieves the highest BLEU score but our systems
(except for M3.3) have higher COMET scores, with
M3.1 achieving the highest score. For the F→I di-
rection, we can see that M1.1 has the worst perfor-
mance on style strength (its output is almost iden-
tical to the source), while M2.1, M3.1 and M3.2
generate the same output with the lowest regression
score. Overall, M3.3 achieves the best performance
on style and content.

Direction Analysis For English, Rao and
Tetreault (2018) find that the I→F direction is quite
different from the opposite one since there are far
more ways to express informality. As our work is
the first attempt at the F→I direction in a multilin-
gual setting, we run some additional analysis using
two test sets for each direction: (a) the original
test set; (b) the test set of the opposite direction,
swapping sources and references. We fine-tune
BART (Lewis et al., 2020) and mBART-50 (Tang
et al., 2020) with English parallel data (GYAFC)
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MODEL SENTENCE REG. ACC BLEU COMET
INFORMAL→FORMAL

Source se te ne vai secondo me e segno di debolezza e di paura se hai tanti problemi qui cerca di risolverli - - - -
if you go away I think it’s a sign of weakness and fear if you have many problems here try to solve them

Reference Secondo il mio parere, il tuo andartene denota debolezza e paura, poiché se hai molti problemi, è necessario risolverli. - - - -
In my opinion, your going away denotes weakness and fear, since if you have many problems it is crucial to solve them.

Multi-Task Se te ne vai secondo me e segno di debolezza e di paura, se hai molti problemi qui, cerca di risolverli. 0.120 0.959 0.151 0.175
DLSM Se te ne vai qualcosa e stesso di cui e di peggio se hai messo due soldi <unk> tutti i <unk> di <unk> -2.666 0.014 0.015 -1.563
Rule-based Se te ne vai secondo me e segno di debolezza e di paura se hai tanti problemi qui cerca di risolverli -1.340 0.430 0.029 0.423
M1.1 Secondo me, è segno di debolezza e di paura. Se hai tanti problemi qui, cerca di risolverli. 0.742 0.995 0.035 0.658
M2.1 Se te ne vai secondo me e segno di debolezza e di paura. Se hai tanti problemi qui cerca di risolverli. -0.243 0.978 0.028 0.634
M3.1 Se te ne vai, secondo me è segno di debolezza e di paura. Se hai tanti problemi, cerca di risolvere i problemi. 0.310 0.992 0.026 0.728
M3.2 Se te ne vai è segno di debolezza e di paura, se hai tanti problemi qui cerca di risolverli. -0.225 0.971 0.037 0.639
M3.3 Its segno di debolezza e paura, se hai tanti problemi qui cerca di risolvere. -0.092 0.692 0.126 -0.968

FORMAL→INFORMAL

Source Se scrivi in italiano corretto avrai più possibilità di ricevere una risposta. - - - -
If you write in correct Italian you will have a better chance of receiving an answer.

Reference se magari scrivi in italiano riusciamo a risponderti!!! - - - -
maybe if you write in Italian we can answer you !!!

M1.1 Se scrivi in italiano correttamente, avrai più possibilità di ottenere una risposta. 1.580 0.001 0.071 0.566
M2.1 se scrivi in italiano corretto avrai più possibilità di ricevere una risposta. 0.221 0.896 0.083 0.557
M3.1 se scrivi in italiano corretto avrai più possibilità di ricevere una risposta. 0.221 0.796 0.083 0.557
M3.2 se scrivi in italiano corretto avrai più possibilità di ricevere una risposta. 0.221 0.796 0.083 0.557
M3.3 scrivi in italiano e avrai più possibilità di ricevere una risposta. 0.891 0.878 0.084 0.566

Table 2: Example outputs in Italian and their sentence-level evaluation scores. Notes: (i) REG. indicates the score
of the style regressor; (ii) ACC is the style confidence from the style classifier.

Figure 2: English formality transfer on content preser-
vation using one reference. Setting (a) uses the original
test set for each direction; (b) uses the test set of the
opposite direction, swapping sources and references.

and evaluate them on (a) and (b). Figure 2 shows
the results of content preservation. For INPUT
(source copy), BLEU scores are almost the same
swapping sources and references but COMET ones
are not, probably due to COMET being trained to
prefer a formal/better “generated sentence”; com-
pared to INPUT, the performance gain of BART
and mBART in I→F is larger than the opposite
direction on both metrics. Results are similar for
other languages (Table 3). We pick M1.1 and M1.2
from Table 1 since they are both fine-tuned using
parallel data in the target language. BLEU scores
of F→I are always lower than the opposite; the
COMET score of INPUT in F→I is higher than
I→F, but scores of both systems for F→I drop af-
ter transforming the source sentence into the target
style. All these observations suggest that there is
more variation in informal texts for the languages

MODEL

ITALIAN FRENCH PORTUGUESE

BLEU COMET BLEU COMET BLEU COMET
INFORMAL→FORMAL (setting (a))

INPUT 0.176 0.078 0.198 -0.019 0.244 0.217
M1.1 0.196 0.170 0.234 0.133 0.269 0.282
M1.2 0.194 0.181 0.231 0.138 0.283 0.319

FORMAL→INFORMAL (setting (b))

INPUT 0.174 0.364 0.196 0.277 0.243 0.463
M1.1 0.194 0.326 0.201 0.239 0.226 0.371
M1.2 0.193 0.311 0.199 0.219 0.220 0.358

Table 3: Results for multilingual formality transfer on
content preservation using one reference.

we consider, and the F→I direction is harder.

6 Conclusions

Fine-tuning a pre-trained multilingual model with
machine translated training data yields state-of-the-
art results for transferring informal to formal text.
The results for the formal-to-informal direction are
considerably worse—the task is more difficult, and
the quality of translated informal text is lower. We
have also proposed two adaptation training strate-
gies that can be applied in a cross-lingual transfer
strategy . These strategies target language and task
adaptation, and can be combined to adapt mBART
for multilingual formality transfer. The adaptation
strategies with auxiliary parallel data from a differ-
ent language are effective, yielding competitive re-
sults and outperforming more classic IBT-based ap-
proaches without task-specific parallel data. Lastly,
we have shown that formal-to-informal transforma-
tion is harder than the opposite direction.
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A Appendices:

This appendices include: (i) Results for BART and mBART on English data (A.1); (ii) Results for style
classifiers/regressor (A.2); (iii) Detailed results for multilingual formality transfer (A.3).

A.1 Results for BART and mBART on English data
We fine-tune BART (Lewis et al., 2020) and mBART-50 (Tang et al., 2020) with English parallel data
specifically developed for formality transfer in English (GYAFC). The performance of BART and English
data can be seen as a sort of upperbound, as these are best conditions (monolingual model, and gold
parallel data). The drop we see using mBART is rather small, suggesting mBART is a viable option. We
also see that formal to informal is much harder than viceversa, probably due to high variability in informal
formulations (Rao and Tetreault, 2018). Table A.1 shows the results for both models.

MODEL DIRECTION COMET BLEU REG. ACC HM

BART Informal→Formal 0.544 0.795 -0.527 0.928 0.856
Formal→Informal 0.170 0.436 -1.143 0.683 0.532

mBART Informal→Formal 0.512 0.779 -0.531 0.916 0.842
Formal→Informal 0.151 0.422 -1.031 0.591 0.492

Table A.1: Results of BART and mBART on English data. Note that REG. indicates the score of the style regressor
(the higher is better in Informal→Formal, lower is better in Formal→Informal).

A.2 Results for style classifiers/regressor
We compare four different style classifiers and one regressor: (i) TextCNN (Kim, 2014) trained with
pseudo-parallel data in the target language; (ii) mBERT (Devlin et al., 2019) fine-tuned with pseudo-
parallel data, English data, or a combination of all data; and (iii) a XLM-R (Conneau et al., 2020) based
style regressor from Briakou et al. (2021a), which is trained with formality rating data in English.

MODEL TRAINING DATA
ITALIAN FRENCH PORTUGUESE

ACC Precision Recall F1 ACC Precision Recall F1 ACC Precision Recall F1

TextCNN Pseudo data 0.865 0.885 0.839 0.861 0.838 0.876 0.787 0.829 0.799 0.793 0.809 0.801
mBERT Pseudo data 0.898 0.905 0.890 0.897 0.879 0.918 0.831 0.872 0.851 0.806 0.924 0.861
mBERT English data 0.889 0.856 0.934 0.893 0.896 0.856 0.951 0.901 0.839 0.771 0.964 0.857
mBERT All data 0.891 0.906 0.872 0.888 0.882 0.911 0.846 0.877 0.851 0.815 0.909 0.859
XLM-R Formality ratings Informal: -1.672 Formal: 0.108 Informal: -1.701 Formal: 0.050 Informal: -1.438 Formal: 0.065

Table A.2: Results for style classifiers/regressor on test set. The data used for evaluation are 1000 sentences from
the test set and the corresponding 1000 human references. For informal sentences, the smaller the XLM-R score
is better, higher is better for formal sentences.
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A.3 Detailed results for multilingual formality transfer

DATA MODEL
ITALIAN FRENCH PORTUGUESE

COMET BLEU REG. ACC HM COMET BLEU REG. ACC HM COMET BLEU REG. ACC HM
TRANSFER DIRECTION: INFORMAL→FORMAL

D1

Translate Train Tag (Briakou et al., 2021b) -0.059 0.426 -0.705 0.735 0.539 -0.164 0.451 -0.586 0.696 0.547 0.194 0.524 -0.636 0.755 0.619
+ Back-Tranlated Data (Briakou et al., 2021b) 0.026 0.430 -0.933 0.556 0.485 0.004 0.491 -0.898 0.485 0.488 0.301 0.546 -0.875 0.627 0.584
Multi-Task Tag-Style (Briakou et al., 2021b) -0.021 0.426 -0.698 0.727 0.537 -0.062 0.480 -0.501 0.742 0.583 0.266 0.550 -0.578 0.782 0.645
M1.1: pseudo-parallel data 0.143 0.459 -0.426 0.856 0.598 0.124 0.530 -0.305 0.829 0.647 0.297 0.524 -0.334 0.852 0.649
M1.2: M1.1 + EN parallel data 0.147 0.461 -0.442 0.841 0.596 0.130 0.525 -0.275 0.863 0.653 0.331 0.553 -0.395 0.809 0.657
M1.3: all data (one model) 0.137 0.461 -0.409 0.850 0.598 0.127 0.515 -0.267 0.851 0.642 0.309 0.537 -0.367 0.803 0.644

D2

DLSM (Briakou et al., 2021b) -1.332 0.124 -2.141 0.223 0.159 -1.267 0.180 -2.021 0.152 0.165 -1.131 0.185 -2.078 0.191 0.188
M2.1: IBT training 0.057 0.420 -1.351 0.240 0.305 -0.019 0.465 -1.303 0.219 0.298 0.233 0.487 -1.074 0.411 0.446
M2.2: M2.1 + EN data 0.105 0.460 -0.867 0.510 0.484 0.036 0.500 -0.814 0.487 0.492 0.236 0.491 -1.040 0.428 0.457
M2.3: ADAPT + EN cross-attn 0.139 0.467 -0.684 0.637 0.539 0.066 0.516 -0.613 0.627 0.566 0.288 0.499 -1.143 0.365 0.422
M2.4: ADAPT + EN data 0.131 0.476 -0.537 0.731 0.577 0.074 0.519 -0.572 0.702 0.597 0.291 0.526 -0.922 0.509 0.517

D3
M3.1: EN data 0.134 0.485 -0.590 0.670 0.563 0.102 0.553 -0.591 0.727 0.628 -1.673 0.039 -0.550 0.890 0.074
M3.2: ADAPT + EN cross-attn 0.130 0.480 -0.588 0.672 0.560 0.091 0.545 -0.446 0.749 0.631 0.302 0.547 -0.859 0.559 0.553
M3.3: ADAPT + EN data -0.107 0.423 -0.579 0.735 0.537 0.101 0.547 -0.488 0.722 0.622 -0.260 0.423 -1.112 0.508 0.462

D4

Round-trip MT (Briakou et al., 2021b) -0.053 0.346 -1.026 0.354 0.350 -0.065 0.416 -0.748 0.406 0.411 0.213 0.430 -0.661 0.601 0.501
Rule-based (Briakou et al., 2021b) 0.071 0.438 -1.167 0.268 0.333 -0.013 0.472 -1.236 0.208 0.289 0.291 0.535 -1.081 0.448 0.488
M4.1: original mBART -0.067 0.380 -1.672 0.103 0.162 -0.106 0.425 -1.709 0.080 0.135 -1.444 0.128 -1.870 0.200 0.156
M4.3: ADAPT (generic data) 0.033 0.401 -1.675 0.092 0.150 -0.033 0.444 -1.700 0.075 0.128 0.230 0.463 -1.438 0.223 0.301

TRANSFER DIRECTION: FORMAL→INFORMAL

D1
M1.1: pseudo-parallel data 0.298 0.177 -0.225 0.311 0.226 0.239 0.195 -0.188 0.377 0.257 0.388 0.225 -0.273 0.306 0.259
M1.2: M1.1 + EN parallel data 0.278 0.178 -0.228 0.315 0.227 0.215 0.194 -0.304 0.458 0.273 0.373 0.219 -0.282 0.313 0.258
M1.3: all data (one model) 0.283 0.175 -0.287 0.368 0.237 0.207 0.191 -0.301 0.439 0.266 0.407 0.229 -0.241 0.292 0.257

D2

M2.1: IBT training 0.335 0.166 -0.082 0.338 0.223 0.272 0.195 0.037 0.194 0.194 0.467 0.237 0.042 0.084 0.124
M2.2: M2.1 + EN data 0.337 0.168 -0.174 0.420 0.240 0.274 0.196 -0.016 0.235 0.214 0.471 0.237 0.045 0.083 0.123
M2.3: ADAPT + EN cross-attn 0.176 0.175 -0.631 0.672 0.278 0.226 0.212 -0.464 0.627 0.317 0.441 0.237 -0.343 0.471 0.315
M2.4: ADAPT + EN data 0.279 0.180 -0.582 0.719 0.288 0.232 0.209 -0.444 0.567 0.305 -0.022 0.169 -0.520 0.534 0.257

D3
M3.1: EN data 0.289 0.186 -0.646 0.767 0.299 0.244 0.216 -0.566 0.692 0.329 -1.695 0.020 -1.225 0.403 0.038
M3.2: ADAPT + EN cross-attn 0.300 0.179 -0.285 0.421 0.251 0.221 0.209 -0.594 0.685 0.320 0.367 0.175 -0.449 0.560 0.267
M3.3: ADAPT + EN data 0.100 0.169 -0.744 0.733 0.275 0.220 0.205 -0.447 0.584 0.303 0.130 0.189 -0.586 0.505 0.275

D4
M4.1: original mBART 0.260 0.160 0.076 0.146 0.153 0.204 0.189 0.031 0.189 0.189 -1.363 0.080 -1.406 0.657 0.143
M4.2: ADAPT (generic data) 0.317 0.164 0.084 0.130 0.145 0.268 0.194 0.052 0.170 0.181 0.475 0.237 0.047 0.082 0.122

Table A.3: Results for multilingual formality transfer. Notes: (i) REG. indicates the score of the style regressor
(the higher is better in I→F, lower is better in F→I); (ii) for F→I there are four different source sentences and a
human reference only, so for each instance scores are averaged; (iii) bold numbers denote best systems for each
block, and underlined indicate the best score for each transfer direction.
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Abstract

Transfer learning (TL) in natural language pro-
cessing (NLP) has seen a surge of interest in re-
cent years, as pre-trained models have shown
an impressive ability to transfer to novel tasks.
Three main strategies have emerged for mak-
ing use of multiple supervised datasets during
fine-tuning: training on an intermediate task
before training on the target task (STILTs), us-
ing multi-task learning (MTL) to train jointly
on a supplementary task and the target task
(pairwise MTL), or simply using MTL to train
jointly on all available datasets (MTLAll). In
this work, we compare all three TL methods in
a comprehensive analysis on the GLUE dataset
suite. We find that there is a simple heuristic
for when to use one of these techniques over
the other: pairwise MTL is better than STILTs
when the target task has fewer instances than
the supporting task and vice versa. We show
that this holds true in more than 92% of ap-
plicable cases on the GLUE dataset and vali-
date this hypothesis with experiments varying
dataset size. The simplicity and effectiveness
of this heuristic is surprising and warrants addi-
tional exploration by the TL community. Fur-
thermore, we find that MTLAll is worse than
the pairwise methods in almost every case. We
hope this study will aid others as they choose
between TL methods for NLP tasks. 1

1 Introduction

The standard supervised training paradigm in NLP
research is to fine-tune a pre-trained language
model on some target task (Peters et al., 2018; De-
vlin et al., 2018; Raffel et al., 2019; Gururangan
et al., 2020). When additional non-target super-
vised datasets are available during fine-tuning, it is
not always clear how to best make use of the sup-
porting data (Phang et al., 2018, 2020; Liu et al.,
2019b,a; Pruksachatkun et al., 2020a). Although

1We make our code publicly available at https://
github.com/orionw/MTLvsIFT.
* Corresponding author, oweller2@jhu.edu

there are an exponential number of ways to com-
bine or alternate between the target and supporting
tasks, three predominant methods have emerged:
(1) fine-tuning on a supporting task and then the tar-
get task consecutively, often called STILTs (Phang
et al., 2018); (2) fine-tuning on a supporting task
and the target task simultaneously (here called pair-
wise multi-task learning, or simply MTL); and (3)
fine-tuning on all N available supporting tasks and
the target tasks together (MTLAll, N > 1).

Application papers that use these methods gener-
ally focus on only one method (Søgaard and Bingel,
2017; Keskar et al., 2019; Glavas and Vulić, 2020;
Sileo et al., 2019; Zhu et al., 2019; Weller et al.,
2020; Xu et al., 2019; Chang and Lu, 2021), while
a limited amount of papers consider running two.
Those that do examine them do so with a limited
number of configurations: Phang et al. (2018) ex-
amines STILTS and one instance of MTL, Chang-
pinyo et al. (2018); Peng et al. (2020); Schröder
and Biemann (2020) compare MTL with MTLAll,
and Wang et al. (2018a); Talmor and Berant (2019);
Liu et al. (2019b); Phang et al. (2020) use MTLAll
and STILTs but not pairwise MTL.

In this work we perform comprehensive experi-
ments using all three methods on the 9 datasets in
the GLUE benchmark (Wang et al., 2018b). We
surprisingly find that a simple size heuristic can be
used to determine with more than 92% accuracy
which method to use for a given target and support-
ing task: when the target dataset is larger than the
supporting dataset, STILTS should be used; oth-
erwise, MTL should be used (MTLAll is almost
universally the worst of the methods in our experi-
ments). To confirm the validity of the size heuristic,
we additionally perform a targeted experiment vary-
ing dataset size for two of the datasets, showing
that there is a crossover point in performance be-
tween the two methods when the dataset sizes are
equal. We believe that this analysis will help NLP
researchers to make better decisions when choosing
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Figure 1: Results comparing intermediate fine tuning (STILTs) vs multi-task learning (MTL). Numbers in cells
indicate the absolute percent score difference on the primary task when using MTL instead of STILTs (positive
scores mean MTL is better and vice versa). The colors indicate visually the best method, showing a statistically
significant difference from the other from using using a two-sided t-test with α = 0.1. Numbers in red indicate the
cells where the size heuristic does not work. Datasets are ordered in descending size (WNLI is the smallest).

a TL method and will open up future research into
understanding the cause of this heuristic’s success.

2 Experimental Settings

Dataset Suite To conduct this analysis, we
chose to employ the GLUE dataset suite, following
and comparing to previous work in transfer learn-
ing for NLP (Phang et al., 2018; Liu et al., 2019b).

Training Framework We use Huggingface’s
transformers library (Wolf et al., 2019) for access-
ing the pre-trained encoder and for the base training
framework. We extend this framework to combine
multiple tasks into a single PyTorch (Paszke et al.,
2017) dataloader for MTL and STILTs training.

Many previous techniques have been proposed
for how to best perform MTL (Raffel et al., 2019;
Liu et al., 2019b), but a recent paper by Got-
tumukkala et al. (2020) compared the main ap-
proaches and showed that a new dynamic approach
provides the best performance in general. We im-
plement all methods described in their paper and
experimented with several approaches (sampling
by size, uniformity, etc.). Our initial results found
that dynamic sampling was indeed the most effec-
tive on pairwise tasks. Thus, for the remainder
of this paper, our MTL framework uses dynamic
sampling with heterogeneous batch schedules. For

consistency, we train the STILTs models using the
same code, but include only one task in the dat-
aloader instead of multiple. The MTLAll setup uses
the same MTL code, but includes all 9 GLUE tasks.

We train each model on 5 different seeds to con-
trol for randomness (Dodge et al., 2020). For the
STILTs method, we train 5 models with different
seeds on the supporting task and then choose the
best of those models to train with 5 more random
seeds on the target task. For our final reported
numbers, we record both the average score and
the standard deviation, comparing the MTL ap-
proach to the STILTs approach with a two-sample
t-test. In total, we train 9 ∗ 8 ∗ 5 = 360 different
MTL versions of our model, 5 MTLAll models, and
9 ∗ 5 + 9 ∗ 5 = 90 models in the STILTs setting.

Model We use the DistilRoBERTa model (pre-
trained and distributed from the transformers li-
brary similarly to the DistilBERT model in Sanh
et al. (2019)) for our experiments, due to its strong
performance and efficiency compared to the full
model. For details regarding model and compute
parameters, see Appendix A. Our purpose is not to
train the next state-of-the-art model on the GLUE
task and thus the absolute scores are not imme-
diately relevant; our purpose is to show how the
different methods score relative to each other. We
note that we conducted the same analysis in Fig-
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Figure 2: Experiments validating the size heuristic on the (QNLI, MNLI) task pair. The right figure shows training
on 100% of the QNLI training set while the left figure shows training with 50%. The x-axis indicates the amount
of training data of the supporting task (MNLI) relative to the QNLI training set, artificially constrained (e.g. 0.33
indicates that the supporting task is a third of the size of the QNLI training set, etc.). The blue line indicates MTL
results while the green line indicates the STILTs method. Error bars indicate a 90% CI using 5 random seeds.

ure 1 for BERT and found the same conclusion (see
Appendix D), showing that our results extend to
other pre-trained transformers.

3 Results

We provide three different analyses: a comparison
of pairwise MTL vs STILTs, experiments varying
dataset size to validate our findings, and a compari-
son of pairwise approaches vs MTLAll.

MTL vs STILTs We first calculate the abso-
lute score matrices from computing the MTL and
STILTs method on each pair of the GLUE dataset
suite, then subtract the STILTs average score ma-
trix from the MTL one (Figure 1). Thus, this shows
the absolute score gain for using the MTL method
instead of the STILTs method (negative scores in-
dicate that the STILTs method was better, etc.).

However, this matrix does not tell us whether
these differences are statistically significant; for
this we use a two-sample t-test to compare the
mean and standard deviation of each method for
a particular cell. Scores that are statistically sig-
nificant are color coded green (if STILTs is better)
or blue (if MTL is better), whereas they are coded
grey if there is no statistically significant difference.
We note that although some differences are large
(e.g. a 9 point difference on (WNLI, STS-B)) the
variance of these results is high enough that there
is no statistically significant difference between the
STILTs and MTL score distributions.

We order the datasets in Figure 1 by size, to
visually illustrate the trend. The number of green
cells in a row is highly correlated with the size of
the dataset represented by that row. For example,
MNLI is the largest and every cell in the MNLI
row is green. QQP is the 2nd largest and every cell
in its row is also green, except for (QQP, MNLI).
The smallest dataset, WNLI, has zero green cells.

We can summarize these results with the follow-
ing size heuristic: MTL is better than STILTs
when the target task has fewer training in-
stances than the supporting task and vice versa.
In fact, if we use this heuristic to predict which
method will be better we find that it predicts 49/53
significant cells, which is equivalent to 92.5% accu-
racy. To more clearly visualize which cells it fails
to predict accurately, those four cells are indicated
with red text. We note that this approach does not
hold on the cells that have no statistically signifi-
cant difference between the two methods: but for
almost every significant cell, it does.

Unfortunately, there is no clear answer to why
those four cells are misclassified. Three of the four
misclassified cells come when using the MRPC
dataset as the target task, but there is no obvious
reason why it fails on MRPC. We recognize that
this size heuristic is not an absolute law, but merely
a good heuristic that does so with high accuracy:
there are still other pieces to this puzzle that this
work does not consider, such as dataset similarity.

Dataset Size Experiments In order to validate
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Approach Mean WNLI STS-B SST-2 RTE QQP QNLI MRPC MNLI CoLA

MTLAll 73.3 54.4 86.6 90.8 67.4 80.2 84.9 85.4 74.2 35.8
Avg. STILTs 75.8 45.0 87.5 92.1 61.9 88.9 89.4 87.4 84.0 46.4
Avg. MTL 77.3 56.1 87.4 91.9 66.0 85.6 87.5 87.4 80.8 52.7
Avg. S.H. 78.3 56.1 87.7 92.3 66.5 89.0 89.6 87.3 84.0 52.1
Pairwise Oracle 80.7 57.7 88.8 92.9 76.0 89.5 90.6 90.2 84.3 56.5

Table 1: Comparison of MTLAll to the pairwise STILTs or MTL approaches. “S.H" stands for size heuristic.
Pairwise Oracle uses the best supplementary task for the given target task using the best pairwise method (STILTs
or MTL). All scores are the average of 5 random seeds. We find that on almost every task, pairwise approaches are
better than MTLAll. Bold scores indicate the best score in the column, excluding the oracle.

the size heuristic further we conduct controlled
experiments that alter the amount of training data
of the supporting task to be above and below the
target task. We choose to test QNLI primary with
MNLI supporting, as they should be closely related
and thus have the potential to disprove this heuristic.
We subsample data from the supporting task so that
we have a proportion K of the size of the primary
task (where K ∈ {1/3, 1/2, 1, 2, 3}). By doing so,
we examine whether the size heuristic holds while
explicitly controlling for the supporting task’s size.
Other than dataset size, all experimental parameters
are the same as in the original comparison (§2).

We also test whether these results hold if the size
of the primary dataset is changed (e.g., perhaps
there is something special about the current size
of the QNLI dataset). We take the same pair and
reduce the training set of QNLI in half, varying
MNLI around the new number of instances in the
QNLI training set as above (e.g. 1/3rd, 1/2, etc.).

The results of these two experiments are in Fig-
ure 2. We can see that as the size of the supporting
dataset increases, MTL becomes more effective
than STILTs. Furthermore, we find that when both
datasets are equal sizes the two methods are statis-
tically similar, as we would expect from the size
heuristic (Support Task Proportion=1.0).

Thus, the synthetic experiments corroborate our
main finding; the size heuristic holds even on con-
trolled instances where the size of the training sets
are artificially manipulated.

Pairwise TL vs MTLAll We also experiment
with MTLAll on GLUE (see Appendix B for im-
plementation details). We find that the average
pairwise approach consistently outperforms the
MTLAll method, except for the RTE task (Table 1)
and using the best supporting task outperforms
MTLAll in every case (Pairwise Oracle). Thus, al-
though MTLAll is conceptually simple, it is not the
best choice w.r.t. the target task score: on a random

dataset simply using STILTs or MTL will likely
perform better. Furthermore, using the size heuris-
tic on the average supplementary task increases the
score by 5 points over MTLAll (78.3 vs 73.3).

4 Related Work

A large body of recent work (Søgaard and Bingel,
2017; Vu et al., 2020; Bettgenhäuser et al., 2020;
Peng et al., 2020; Poth et al., 2021) exists that ex-
amines when these transfer learning methods are
more effective than simply fine-tuning on the target
task. Oftentimes, these explanations involve recog-
nizing catastrophic forgetting (Phang et al., 2018;
Pruksachatkun et al., 2020b; Wang et al., 2018a)
although recent work has called for them to be re-
examined (Chang and Lu, 2021). This paper is or-
thogonal to those, as we examine when you should
choose MTL or STILTs, rather than when they are
more effective than the standard fine-tuning case
(in fact, these strategies could be combined to pre-
dict transfer and then use the best method). As
our task is different, theoretical explanations for
how these methods work in relation to each other
will need to be explored in future work. Potential
theories suggested by our results are discussed in
Appendix C, and are left to guide those efforts.

5 Conclusion

We examined the three main strategies for transfer
learning in natural language processing: training
on an intermediate supporting task to aid the target
task (STILTs), training on the target and supporting
task simultaneously (MTL), or training on multiple
supporting tasks alongside the target task (MTLAll).
We provide the first comprehensive comparison be-
tween these three methods using the GLUE dataset
suite and show that there is a simple rule for when
to use one of these techniques over the other. This
simple heuristic, which holds true in more than 92%
of applicable cases, states that multi-task learning
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is better than intermediate fine tuning when the
target task is smaller than the supporting task and
vice versa. Additionally, we showed that these pair-
wise transfer learning techniques outperform the
MTLAll approach in almost every case.
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Approach Mean WNLI STS-B SST-2 RTE QQP QNLI MRPC MNLI CoLA

MTLAll Uniform 63.2 56.1 85.1 84.0 58.3 70.4 76.4 80.3 50.7 7.8
MTLAll Dynamic 67.2 52.1 86.2 88.4 63.8 75.5 81.2 82.3 64.0 10.9
MTLAll Size 73.3 54.4 86.6 90.8 67.4 80.2 84.9 85.4 74.2 35.8
Avg. STILTs 75.8 45.0 87.5 92.1 61.9 88.9 89.4 87.4 84.0 46.4
Avg. MTL 77.3 56.1 87.4 91.9 66.0 85.6 87.5 87.4 80.8 52.7
Avg. S.H. 78.3 56.1 87.7 92.3 66.5 89.0 89.6 87.3 84.0 52.1
Pairwise Oracle 80.7 57.7 88.8 92.9 76.0 89.5 90.6 90.2 84.3 56.5

Table 2: Comparison of MTLAll to the pairwise STILTs or MTL approaches. “S.H" stands for size heuristic.
Pairwise Oracle uses the best supplementary task for the given target task using the best pairwise method (STILTs
or MTL). All scores are the average of 5 random seeds. Note that MTLAll was run with three different sampling
methods (top half). We find that on almost every task, pairwise approaches are better than MTLAll. Bold scores
indicate the best score in the column for the given section.

Wei Zhu, Xiaofeng Zhou, K. Wang, X. Luo, Xiepeng
Li, Y. Ni, and G. Xie. 2019. Panlp at mediqa 2019:
Pre-trained language models, transfer learning and
knowledge distillation. In BioNLP@ACL.

A Training and Compute Details

We use the hyperparameters given by the trans-
former library example on GLUE as the default
for our model (learning rate of 2e-5, batch size of
128, AdamW optimizer (Kingma and Ba, 2014),
etc.). We train for 10 epochs, checkpointing every
half an epoch and use the best model on the de-
velopment set for the test set scores. We train on
a mix of approximately 10 K80 and P100 GPUs
for approximately two weeks for the main experi-
ment, using another week of compute time for the
synthetic experiments (§3). Our CPUs use 12-core
Intel Haswell (2.3 GHz) processors with 32GB of
RAM.

B Pairwise Approaches vs MTLAll

Experimental Setup We use MTLAll with three
different sampling methods: uniform sampling,
sampling by dataset size, and dynamic sampling.
To illustrate the difference between MTLAll and
the pairwise methods, we show the average score
across all supplementary tasks for MTL and
STILTs. We also show the average score found
by choosing MTL or STILTs using the size heuris-
tic as Ave. S.H.. Finally, we report the score from
the best task using the best pairwise method, which
we call the Pairwise Oracle. The results are shown
in Table 2.

Results Although dynamic sampling was more
effective for the pairwise tasks, we find that dy-
namic sampling was worse than sampling by size
when using MTL on all nine datasets (top half of
Table 2).

However, when the MTLAll method is compared
to the pairwise methods, it does not perform as well
(bottom half of Table 2). We see that the Pairwise
Oracle, which uses the best supplementary task for
the given target task, outperforms all methods by
a large margin. Thus, although MTLAll is concep-
tually simple, it is not the best choice with respect
to target task accuracy. Furthermore, if you could
predict which supplementary task would be most
effective (Pairwise Oracle, c.f. Section 4, Vu et al.
(2020); Poth et al. (2021), etc.), you would be able
to make even larger gains over MTLAll.

C Theories for Transfer Effectiveness

Previous work often invokes ideas such as catas-
trophic forgetting to describe why STILTs or MTL
does or does not improve over the basic fine-tuning
case (Phang et al., 2018; Pruksachatkun et al.,
2020b; Wang et al., 2018a). However, as our work
provides a novel comparison of MTL vs. STILTs
there exists no previous work that shows how these
methods differ in any practical or theoretical terms
(e.g. does MTL or STILTs cause more catastrophic
forgetting of the target task). Furthermore, previous
explanations for why the STILTs method works has
been called into question (Chang and Lu, 2021),
leaving it an open research area.

A naive explanation for our task would be to
think that when the target task is larger, STILTs
should be worse because of catastrophic forgetting,
whereas MTL would still have access to the sup-
porting task. However, for STILTs this catastrophic
forgetting would mainly effect the supporting task
performance, not the target task performance, mak-
ing that explanation unlikely in some contexts (e.g.
when the tasks are not closely related). One poten-
tial explanation based on our results is that a small
supporting task is best used to provide a good ini-
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tialization for a larger target task (e.g. STILTs)
while a large supporting task used for initialization
would change the weights too much for the small
target task to use effectively (thus making MTL the
more effective strategy for a larger supporting task).
Another explanation could be that a larger target
task does not benefit from MTL (and perhaps is
harmed by it, e.g. catastrophic interference) and
therefore, STILTs is more effective - while MTL is
more effective for small target tasks. However, all
of these explanations also fail to take into account
task relatedness, which likely also plays a role in
the theoretical explanation (although even that too,
has been called into question with Chang and Lu
(2021)).

We thus note that there are a myriad of possi-
ble explanations (and the answer is likely a com-
plex combination of possible explanations), but
these are out of the scope of this work. Our work
aims to show what happens in practice, rather than
proposing a theoretical framework. As theoretical
explanations for transfer learning are still an active
area of research, we leave them to future work and
provide this empirical comparison to guide their
efforts and the current efforts of NLP researchers
and practitioners.

D Alternate Model: BERT

We conduct the same analysis as Figure 1 with
the BERT model and find similar results (Figure 3,
thus showing that our results transfer to other pre-
trained transformer models. We follow previous
work in using two different pre-trained models for
our analysis (Talmor and Berant, 2019; Phang et al.,
2018).

E Additional Background Discussion

In this section we will show how the size heuristic
is supported by and helps explain the results of
previous work in this area. Although this section
is not crucial to the main result of our work, we
include it to help readers who may not be as
familiar with the related work. We examine two
works in depth and then discuss broader themes of
related work.

BERT on STILTs Phang et al. (2018) This
work defined the acronym STILTs, or Supplemen-
tary Training on Intermediate Labeled-data Tasks,
which has been an influential idea in the commu-
nity (Voskarides et al., 2019; Yan et al., 2020; Clark

Model RTE accuracy

GPT→ RTE 54.2
GPT→MNLI→ RTE 70.4
GPT→ {MNLI, RTE} 68.6
GPT→ {MNLI, RTE}→ RTE 67.5

Table 3: Table reproduced from Phang et al. (2018).
Their comparison of STILTs against MTL setups for
GPT, with MNLI as the intermediate task and RTE as
the target task. Only one run was reported (e.g. no
standard error or confidence intervals).

et al., 2020). To determine the effect of the inter-
mediate training, the authors computed the STILTs
matrix of each pair in the GLUE dataset. As our
model and training framework are different from
their methodology, we cannot compare our matrix
with the absolute numbers in their matrix. However,
at the end of Section 4 in their paper, they conduct
an experiment with MTL and compare the results
to their STILTs matrix (their experimental results
are reproduced in Table 3 for convenience). Their
analysis uses MNLI as the supporting task and RTE
as the target task, trying MTL, STILTs, MTL+fine-
tuning, and only fine-tuning on RTE. Their results
show that STILTs provides the highest score, with
all MTL varieties being worse. From this they con-
clude that MTL is worse than STILTs.

How does this compare to our results? In Fig-
ure 1 we see that our results also show that the
STILTs method is better than the MTL method for
the (RTE, MNLI) pair, showing that our results are
consistent with those in the literature. Furthermore,
we find that this is one of the 4 significant cells
in our matrix where the size heuristic does not ac-
curately predict the best method. It is unfortunate
that the task they decided to pick happened to be
one of the anomalies. Thus, our paper extends and
completes their results with more rigor.

MultiQA Talmor and Berant (2019) MultiQA
showed that using MTL on a variety of question-
answering (QA) datasets made it possible to train
a model that could outperform the current SOTA
on those QA datasets. They used an interesting
approach to MTL, pulling 15k examples from each
of the 5 major datasets to compose one new “MTL"
task, called Multi-75K. They then show results for
STILTs transfer on those same datasets along with
the MTL dataset (their data is reproduced with
new emphasis in Appendix E Table 4 for conve-
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Figure 3: Results comparing intermediate fine tuning (STILTs) vs multi-task learning (MTL) with the BERT model.
Numbers in cells indicate the absolute percent score difference on the primary task when using MTL instead of
STILTs (positive scores mean MTL is better and vice versa). The colors indicate visually the best method, showing
a statistically significant difference from the other from using using a two-sided t-test with α = 0.1. Datasets are
ordered in descending size.

nience). We note that this STILTs-like transfer
with the “MTL" dataset is an equivalent method
to doing MTL and then fine-tuning on the target
task, reminiscent of the third example in Phang et al.
(2018) (Table 3, GPT→ {MNLI, RTE}→RTE, c.f.
Appendix E).

How does this relate to our results? The size
heuristic says that MTL is better than STILTs when
the target task has fewer training instances. In
the MultiQA paper the size of each training set is
artificially controlled to be the same number (75k
instances), thus our size heuristic would say that the
methods should be comparable. Although no error
bounds or standard deviations are reported in their
paper (which makes the exact comparison difficult),
we see that the MTL approach performs equal or
better on almost half of the datasets. Thus, although
the MultiQA paper is not strictly comparable to our
work due to their training setup (the MTL+fine
tuning), their results agree with our hypothesis as
well.

For convenience, Table 4 from Talmor and Be-

rant (2019) is reproduced here in the appendix.
The top half contains the results using the DocQA
model while the bottom half uses BERT. Note that
both model’s Multi-75K scores perform approxi-
mately similar to the STILTs methods, which is
expected given that they are the same size. TQA-
G and TQA-W come from the same dataset. As
stated in the body of this paper, no standard devi-
ation is reported in the MultiQA paper and thus it
is hard to know whether the difference in results
are statistically significant. Even if all results were
statistically significant, which is highly unlikely,
each of the Multi-75K models perform equal or
better on 2 of the 6 tasks, which is not statistically
different from random.

Combining All Tasks Our results using MTLAll
showed that although MTLAll is conceptually easy
(just put all the datasets together) it does not lead
to the best performance. We find similar results in
Wang et al. (2018a), where in their Table 3 they
show that the STILTs approach outperforms the
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SQuAD NewsQA SearchQA TQA-G TQA-W HotpotQA

SQuAD - 33.3 39.2 49.2 34.5 17.8
NewsQA 59.6 - 41.6 44.2 33.9 16.5
SearchQA 57 31.4 - 57.5 39.6 19.2
TQA-G 57.7 31.8 49.5 - 41.4 19.1
TQA-W 57.6 31.7 44.4 50.7 - 17.2
HotpotQA 59.8 32.4 46.3 54.6 37.4 -
Multi-75K 59.8 33.0 47.5 56.4 40.4 19.2

SQuAD - 41.2 47.8 55.2 45.4 20.8
NewsQA 72.1 - 47.4 55.9 45.2 20.6
SearchQA 70.2 40.2 - 57.3 45.5 20.4
TQA-G 69.9 41.2 50.0 - 46.2 20.8
TQA-W 71.0 39.2 48.4 55.7 - 20.9
HotpotQA 71.2 39.5 48.6 56.6 45.6 -
Multi-75K 71.5 42.1 48.5 56.6 46.5 20.4

Table 4: Results taken from the right half of Table 4 in the MultiQA paper (Talmor and Berant, 2019) as that
section is directly relevant to this work (the self row containing only standard fine-tuning is removed for clarity).
Emphasis changed to reflect the best score in the model’s column instead of the best non-MTL score.

MTLAll approach for all but one task. Additionally,
in the follow up work from the initial STILTs paper
(Phang et al., 2020) they find that although MTLAll
has a slightly higher average performance in the
cross-lingual setting, it is worse than the pairwise
approach in 75% of the evaluated tasks.

The current literature (and our work) seems to
suggest that naively combining as many tasks as
possible may not be the best approach. However,
more work is needed to understand the training
dynamics of MTLAll.

Combining Helpful Tasks In this paper, we
only examine the difference between pairwise
MTL, STILTs or MTLAll, due to time and space.
Although it is possible that our heuristic may ex-
trapolate to transfer learning with more than two
tasks, computing the power set of the possible task
combinations for MTL and STILTs would be ex-
tremely time and resource intensive. We leave it to
future work to examine how the size heuristic may
hold when using more than two datasets at a time.

Additionally, there may be further value in com-
puting this power set: Changpinyo et al. (2018)
showed that taking the pairwise tasks that proved
beneficial in pairwise MTL and combining them
into a larger MTL set (an “Oracle" set) oftentimes
provides higher scores than pairwise MTL. Explor-
ing which subsets of tasks provide the best transfer
with which method would be valuable future work.

Dataset Size in TL Dataset size has been used
often in transfer learning techniques (Søgaard and
Bingel, 2017; Pruksachatkun et al., 2020a; Poth
et al., 2021). Our size heuristic, although related,
focuses on a different problem: whether to use
MTL or STILTs. Thus, our work provides addi-
tional insight into how the size of the dataset is
important for transfer learning.

Fine-tuning after MTL Many papers that use
MTLAll also perform some sort of fine-tuning af-
ter the MTL phase. Since fine-tuning after MTL
makes the MTL phase an intermediate step, it essen-
tial combines the STILTs and MTL methods into a
single STILTs-like method. However, whether fine-
tuning after MTL is better than simply MTL is still
controversial: for example, Liu et al. (2019b), Raf-
fel et al. (2019), and Talmor and Berant (2019) say
that fine-tuning after MTL helps but Lourie et al.
(2021) and Phang et al. (2018) say that it doesn’t.
However, Raffel et al. (2019) is the only one whose
experiments include multiple random seeds, giving
more credence to their results. However, due to the
difference of opinion it is unclear which method is
actually better; we leave this to future work.

F GLUE Dataset Sizes and References

To give credit to the original authors and to provide
the exact sizes, we provide Table 5.
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Dataset Citation Training Size

MNLI Williams et al. (2018) 392,662
QQP No citation, link here 363,846
QNLI Levesque et al. (2011) 104,743
SST-2 Socher et al. (2013) 67,349
CoLA Warstadt et al. (2018) 8,551
STS-B Cer et al. (2017) 5,749
MRPC Dolan and Brockett (2005) 3,668
RTE Dagan et al. (2006)* 2,490
WNLI Levesque et al. (2011) 635

Table 5: Sizes of the datasets in GLUE (Wang et al.,
2018b) in descending order, along with their original
citations. RTE is compiled from these sources: Dagan
et al. (2006); Bar Haim et al. (2006); Giampiccolo et al.
(2007); Bentivogli et al. (2009)
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Abstract

Text-to-SQL aims to parse natural language
questions into SQL queries, which is valuable
in providing an easy interface to access large
databases. Previous work has observed that
leveraging lexico-logical alignments is very
helpful to improve parsing performance. How-
ever, current attention-based approaches can
only model such alignments at the token level
and have unsatisfactory generalization capabil-
ity. In this paper, we propose a new approach to
leveraging explicit lexico-logical alignments. It
first identifies possible phrase-level alignments
and injects them as additional contexts to guide
the parsing procedure. Experimental results
on SQUALL show that our approach can make
better use of such alignments and obtains an
absolute improvement of 3.4% compared with
the current state-of-the-art.

1 Introduction

Text-to-SQL parsing is the task of mapping natu-
ral language questions to executable SQL queries
on relational databases (Zhong et al., 2017). It
provides an easy way for common users unfamil-
iar with query languages to access large databases
and has attracted great attention. Recently, lexico-
logical alignments, which align question phrases
to their corresponding SQL query fragments, have
been proved to be very helpful in improving pars-
ing performance (Shi et al., 2020). As shown in
Figure 1, the token "competitor" should be aligned
to "c1" in the SQL query. To capture such align-
ments, several attention-based models were pro-
posed (Shi et al., 2020; Lei et al., 2020; Liu et al.,
2021), which employ the attention weights among
tokens to indicate the alignments. Specifically, they
use an attention module to perform schema linking
at the encoding stage (Lei et al., 2020; Liu et al.,
2021), and may use another attention to align each
output token to its corresponding input tokens at
the decoding stage (Shi et al., 2020).

Table: Athletics at the 1932 Summer Olympics – Men's 50 kilometres walk

Name (c1) Nationality (c2) Time (c3) …

paul sievert germany 5:16:41 …

ernie crosbie united states 5:28:02 …

bill chisholm united states 5:51:00 …

… … … …

Question:

SQL query:

?

select

which the longesthad timecompetitor from united states 

c1 from w where c2 = “united states” c3order by desc limit 1

Keyword Column Value

Figure 1: An example from SQUALL. Alignments be-
longing to the same type are marked with the same color.

However, we argue that the attention mechanism
is not an appropriate way to capture and lever-
age lexico-logical alignments. It mainly has the
following two problems. First, the standard at-
tention can only model alignments at the token
level rather than the phrase level, while there are
many multi-granular, non-continuous alignments
in the text-to-SQL task. For the example in Fig-
ure 1, "order by . . . limit 1" is a SQL key-
word pattern representing a superlative operation.
However, the standard attention module can only
align "order", "by", "limit", and "1" to "the
longest" token by token, rather than regarding them
as a whole. It may confuse the decoder and lead to
the failure to generate this pattern correctly (Herzig
and Berant, 2021). Second, traditional attention-
based approaches are prone to overfitting the train-
ing data, which is harmful to the model’s general-
ization capability. It is not only the domain gener-
alization (Dong et al., 2019) but also the compo-
sitional generalization (Herzig and Berant, 2021).
Specifically, the former refers to the generalization
across different databases, while the latter refers to
the ability to generate new structures composed of
seen components.

To solve the aforementioned problems, we pro-
pose a neural parsing framework to leverage ex-
plicit lexico-logical alignments. Dong et al. (2019)
have pointed out that if we align question tokens
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to columns or values in databases before parsing,
it will help to improve the model’s generalization
among different domains (databases). Motivated by
this, our framework consists of two steps. Specifi-
cally, we first implement a simple model to obtain
possible lexico-logical alignments before parsing.
While in the second step, we inject such alignments
into a standard seq2seq parser by treating them as
additional contexts, similar to "prompt informa-
tion" or "evidence" in machine reading comprehen-
sion (Mihaylov and Frank, 2018; Tu et al., 2020;
Niu et al., 2020). Moreover, to alleviate the neg-
ative effects on the parser caused by noise align-
ments, we propose a data augmentation method
that adds noisy alignments during the training pro-
cedure. Experimental results on an open-released
dataset, SQUALL (Shi et al., 2020), show that our
framework achieves state-of-the-art performance
and obtains an absolute improvement of 3.4% com-
pared with existing attention-based models.

2 Preliminaries

2.1 Problem Definition
Here we consider the problem setting adopted by
Shi et al. (2020). Formally, given a natural lan-
guage question Q about a table T , our goal is to
generate the corresponding SQL query Y , where
the table consists of columns {c1, . . . , c|T |}.

2.2 Base Parser
Our base parser is a standard seq2seq model. It gen-
erally follows the architecture proposed by Lin et al.
(2020), which combines a BERT-based encoder
with a sequential pointer-generator to perform an
end-to-end parsing procedure.

Input Serialization and Encoder According to
the definition above, an input X contains a length-
n question Q = q1, . . . , qn and a table with m
columns T = {c1, . . . , cm}. We concatenate all
the columns into a sequence for the table, where a
unique token precedes each column to represent its
type (e.g., text). Then we add two [SEP] tokens at
both ends and append this sequence to the question.
After adding a [CLS] token at the beginning, we
get the input sequence in the following format:

X =[CLS], Q,[SEP],[TYPE#C1], c1,

. . . ,[TYPE#Cm], cm,[SEP]

X is encoded with BERT (Devlin et al., 2019),
followed by a bidirectional LSTM (bi-LSTM) to

get the hidden representations hX . Then for the
question part, we feed its representation to another
bi-LSTM to obtain the encoding result hQ. Each
column is represented by the vector of its corre-
sponding type token.

Decoder Like Lin et al. (2020), We use an
LSTM-based pointer-generator (See et al., 2017)
enhanced with the attention mechanism as the de-
coder. Specifically, we use the final hidden state of
the question encoder to initialize the decoder. At
each step t, the decoder chooses one of the follow-
ing three actions: generating a keyword from the
vocabulary V , copying a token from the question
Q, or copying a column from the table T .

3 Method

3.1 Framework Overview
As shown in Figure 2, our framework consists of
two stages: lexico-logical alignment prediction
(the upper left) and alignment-enhanced parsing
(the bottom). At the first stage (alignment pre-
diction), we identify possible lexico-logical align-
ments in the question before parsing. At the sec-
ond stage (alignment-enhanced parsing), we inject
these alignments into the parser so that it can make
further completions and refinements based on them.

3.2 Lexico-logical Alignment Prediction
In this step, we implement a simple model to pre-
dict lexico-logical alignments of the input question.
Specifically, we adopt a two-stage pipeline pro-
cess: 1) identify question phrases that may have
alignments; 2) predict their corresponding query
fragments according to the types.

For the first stage, we classify the alignments
into three types according to their corresponding
query fragments: keyword, column, value. Specif-
ically, keyword alignments map question phrases
to query fragments composed of SQL keywords,
while the other two types of alignments (column
and value) map them to columns in databases. The
only difference between column and value align-
ments is that the phrase part of a value alignment is
also a value in the SQL query. Analogous to Named
Entity Recognition (NER), we use sequence label-
ing to implement this process:

P (labeli | Q,T ) = softmax(MLP([hi; ci])).
(1)

Here we apply the BIO labeling schema, classify-
ing each token as one of the four types: keyword,
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which Question: competitor from united states had the longest time ?

Encoder
(BERT)

Decoder
(Pointer-

generator)
competitor: c1

Lexico-logical Alignments

from: c2

united states: c2 (value)

the longest: order by ... 
limit 1

time: c3

SQL Query

Table:  Athletics at the 1932 Summer 

Olympics – Men's 50 kilometres walk

competitor the longestfrom

c1 order by … limit 1c2 (value)

united states time

Step1: Phrase Recognition

c2 c3

Step2: Query Fragment Prediction

Phrases:

Query 

Fragments:

Name (c1) Nationality (c2) Time (c3) …

paul sievert germany 5:16:41 …

ernie crosbie united states 5:28:02 …

bill chisholm united states 5:51:00 …

… … … …

Stage 1: Lexico-logical Alignment Predication Stage 2: Alignment-enhanced Parsing

[CLS] which competitor … [SEP]

[TEXT] name … [TIME] time …

[SEP] [COL] competitor : c1 …

[VAL] united states : c2 … [SEP]

Input Sequence

select c1 from w where c2
= “united states” order by
c3 desc limit 1

Figure 2: An illustration of our framework. It consists of two stages: (i) lexico-logical alignment prediction; (ii)
alignment-enhanced parsing.

column, value, or none. We adopt the same struc-
ture as our base parser to encode the input sequence,
and hi is the hidden representation of the i-th token.
Moreover, an attention module is used to get the
column-aware question representation ci:

ci = Attention(hi,hC ,hC), (2)

where hC are the representations of all the columns.
Then we run a Multi-Layer Perceptron (MLP) by
concatenating these two vectors as inputs to predict
the i-th label.

For the second stage, we predict the query frag-
ment corresponding to the phrase. Specifically, we
can divide this process into the following two cases
according to the type of phrase:

1) Keyword: We use a generation model to
obtain keyword fragments corresponding to such
phrases. In detail, we perform self-attention on the
token representations of the phrase p to get the ini-
tial hidden state. Then we run an RNN model with
attention to generate its corresponding keyword
fragment:

y = argmax
∏
t

P (yt | y<t, p). (3)

2) Column & Value: In this case, we should link
the phrase to its corresponding column. Intuitively,
based on the attention matrix, we can directly get
the column c∗ that best matches the phrase p:

c∗ = argmax
c∈C

f(p, c) = argmax
c∈C

∑
w∈p

f(w, c).

(4)

3.3 Alignment-enhanced Parsing

After getting all the lexico-logical alignments in
a question, we then consider adding them to the

parsing process. Naturally, we design their usages
for both the encoding and decoding processes.

For the encoding stage, we treat alignments as
additional contexts and add them to the input se-
quence. Concretely, we represent each alignment
as a concatenation of the natural language phrase p
and its corresponding query fragment f , where the
two parts are separated by ":". Moreover, a unique
token before each of them represents its type (key-
word, column or value). Thus the format of the
modified input sequence is as follows:

X+ =[CLS], Q,[SEP],[TYPE#C1], c1, . . . ,

[TYPE#Cm], cm,[SEP],[TYPE#A1],

p1, :, f1, . . . ,[TYPE#An], pn, :, fn[SEP]

In this way, the encoder based on a pre-trained lan-
guage model can make good use of this information
to help it better perform schema linking.

For the decoding stage, we also add alignments
to the generation process. Specifically, we take its
type token’s hidden vector as the representation of
each alignment, denoting it as hA. So at each step
t, we compute the attention between the decoder
hidden state hD

t and the alignments:

at = Attention(hD
t ,hA,hA). (5)

Afterward, we use the concatenation of at and
the embedding of the previous token et as the de-
coder’s input, injecting this information into the
next step’s hidden state:

hD
t+1 = LSTMD([et;at],h

D
t ). (6)

3.4 Noisy Alignment Augmentation
As mentioned before, it is impossible to obtain a
perfect model for alignment prediction. So if we
use the annotated alignments to train the parser, and
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Model Dev Test
ACCLF ACCEXE ACCEXE

SEQ2SEQ+ + BERT 44.7 ± 2.1 63.8 ± 1.1 51.8 ± 0.4
ALIGN + BERT 47.2 ± 1.2 66.5 ± 1.2 54.1 ± 0.2
LAP (ours) 47.0 ± 1.3 65.0 ± 1.2 53.0 ± 0.5
+ noisy alignment 50.6 ± 1.0 68.3 ± 0.8 56.5 ± 0.3

Table 1: Overall parsing results. LAP refers to our
model. "+ noisy alignment" means our model training
under the noisy alignment augmentation.

use the predicted alignments to make predictions,
then there is an inconsistency between training and
testing. It is precisely because of this inconsistency
that the parser tends to trust the given alignments
completely. In that case, wrong alignments may
hurt the parsing performance.

To alleviate the negative effects on the parser
caused by noise alignments, we propose a method
based on data augmentation, that is, adding noisy
alignments during the training procedure. Specifi-
cally, we use the model proposed in section 3.2
to predict alignments for the training examples
through cross-validation. Obviously, these align-
ments are noisy. Then we integrate these predicted
examples with the annotated examples and use
them as the augmented training set of the parser.

4 Experiments

4.1 Dataset and Experimental Setup

We evaluate on SQUALL (Shi et al., 2020), a large-
scale dataset based on WIKITABLEQUESTIONS

(Pasupat and Liang, 2015). It contains 11,276 table-
question-answer triplets, enriched with human-
annotated logical forms and lexical-logical align-
ments.1 We use the default dataset split provided
by Shi et al. (2020), where they randomly shuffle
the tables and divide them into five splits so that
examples with the same table are in the same split.

For evaluation metrics, we employ the average
logical form accuracy ACCLF and execution accu-
racy ACCEXE,2 following Shi et al. (2020). For
model implementation, please refer to Appendix A
for more details. It is worth noting that, unless
otherwise stated, we only use the alignment anno-
tations of the training set to train the alignment
prediction model. While on the dev / test set, we
use the predicted alignments as the parser’s input.

1There are no such annotations for the test set.
2ACCLF checks whether the logical form output exactly

matches the target, while ACCEXE compares the execution
results.

Model DB split Query split IID split
SEQ2SEQ + BERT 43.5 1.2 48.1
+ attention sup. 46.7 (+ 3.2) 1.6 (+ 0.4) 51.1 (+ 3.0)
LAP (w/o alignment) 46.6 2.7 52.1
+ noisy alignment 50.0 (+ 3.4) 3.5 (+ 0.8) 53.0 (+ 0.9)

Table 2: Parsing results (ACCLF) over different splits
of SQUALL. "+ attention sup." refers to using alignment
annotations to supervise the attention module. LAP (w/o
alignment) refers to our model without alignments.3

Model ACCLF (Dev) ∆
SEQ2SEQ + BERT 43.5
+ oracle attention 66.3 + 22.8
LAP (w/o alignment) 46.6
+ keyword alignment 58.1 + 11.5
+ column alignment 55.1 + 8.5
+ value alignment 54.1 + 7.5
+ oracle alignment (token) 71.9 + 25.3
+ oracle alignment 73.1 + 26.5

Table 3: Parsing results on the 0-split under the oracle
setting. SEQ2SEQ + BERT refers to the base parser (Shi
et al., 2020) with BERT embeddings.

4.2 End-to-end Parsing Performance

To evaluate the effectiveness of our model, we com-
pare end-to-end parsing performance with existing
attention-based models. The results are shown in
Table 1. For the baselines, we select SEQ2SEQ+ and
ALIGN provided by Shi et al. (2020). The former
uses the automatically derived exact-match features
to supervise the attention modules, while the latter
uses the alignment annotations instead.

From the results, we can observe that after com-
bining the alignment prediction model proposed in
section 3.2, our parser (LAP) achieves state-of-the-
art performance on SQUALL. We believe the rea-
son is that our approach identifies possible lexico-
logical alignments before parsing so that the parser
can leverage such explicit alignments and model
them on the phrase level. Moreover, "LAP + noisy
alignment" further outperforms "LAP". It illustrates
that noise alignments do have negative effects on
the parser, while our noisy alignment augmentation
method can alleviate them effectively.

4.3 Our Model’s Generalization Capability

To evaluate the advantages of our model’s general-
ization capability, we further made different splits
of SQUALL (Shi et al., 2020) and conducted ex-
periments on them. Here we evaluate the model’s
generalization capability from two perspectives:
domain generalization and compositional general-
ization. Specifically, DB split refers to the default

3Please refer to Appendix B for more details.
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cross-DB setting of SQUALL, where databases ap-
pearing in the test set were not seen during training,
and we use it to test the model’s domain generaliza-
tion. Query split is the setting proposed by Finegan-
Dollak et al. (2018) to test the model’s compo-
sitional generalization, where no query template
(query after anonymization of database-related vari-
ables) appears in more than one set. As for the IID
split, it means that the test case is not in the training
set while its corresponding database is seen during
training. We employ it as the control group.4

The experimental results are shown in Table 2.
From the results, we can observe that our approach
(+ noisy alignment) obtains more significant im-
provement on the DB split and the query split,
while it is not as effective as the attention-based ap-
proach on the IID split. In particular, our approach
achieves twice the improvement on the query split
(0.8 vs. 0.4), even on a stronger base parser. These
reveal that our approach is more effective when
parsing across different databases (domain gener-
alization) and different query templates (compo-
sitional generalization), which illustrates that our
approach has better generalization capability.

4.4 The Effectiveness of our Parser on
Leveraging Lexico-logical Alignments

To evaluate the effectiveness of our parser on the
lexico-logical alignments utilization, we conducted
experiments under the oracle setting, where we
used alignment annotations instead of predictions
for testing. Table 3 shows the results.5

From the results, we can observe that 1) our
parser obtains more improvements when injecting
alignments (+ oracle alignment) than the attention-
based approach (+ oracle attention). It proves that
our model could more effectively utilize the lexico-
logical alignment information. 2) We also show the
results when injecting different types of alignment
in our model. The results show that keyword align-
ment, which is excluded from traditional schema
linking, is a valuable type and is also helpful in
improving parsing performance. 3) Modeling such
alignments at the phrase-level is more effective
than the token-level ("+ oracle alignment" vs. "+
oracle alignment (token)").

4Please refer to Appendix B for more details.
5Because Shi et al. (2020) did not provide the oracle re-

sults with BERT, we re-ran the open-source code (https:
//github.com/tzshi/squall) and got the results. Be-
sides, due to the limitation of resources, we conducted them
only on the 0-split of SQUALL instead of all five splits.

5 Conclusion

In this paper, we propose a neural parsing frame-
work to leverage explicit lexico-logical alignments
by treating them as additional contexts. Moreover,
to alleviate the negative effects on the parser caused
by noise alignments, we add noisy alignments dur-
ing training inspired by data augmentation. Exper-
imental results on SQUALL show that our frame-
work achieves state-of-the-art performance com-
pared with existing attention-based models.
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A Model Implementation Details

Our model is implemented in PyTorch (Paszke
et al., 2019). For the BERT model, we fine-tune a
bert-base-uncasedmodel from the Hugging
Face’s Transformers library (Wolf et al., 2020).
For the attention module, we use the standard dot-
product attention function. We set all LSTMs to
1-layer and hidden size to 256. We use the Adam
optimizer (Kingma and Ba, 2015) and clip gra-
dients to 2.0. For the loss function, we choose
cross-entropy for the classification task and label-
smoothing for the generation task. We train our
alignment prediction model for up to 10 epochs
and SQL parser for 20 epochs. Both of them have
an epoch for warm-up, and then the learning rate
will decay linearly.

In terms of hyperparameter search, we turned
the batch size (8, 16, 32), max learning rate (1e-3,
1e-4), max BERT learning rate (5e-5, 2e-5, 1e-5,
5e-6), and dropout (0.1, 0.2, 0.3, 0.5). Due to the
limitation of resources, we turned these parameters
one by one instead of using grid search. The bolded
values are a set of optimal parameters we found.

B Details of Different Splits of the
SQUALL Dataset

We made three different splits of the SQUALL

dataset: IID split, DB split, and query split, to
explore the corresponding generalization capabil-
ities of the model. It is worth noting that because
this dataset is a single-table dataset (that is, each
DB contains only one table), the cross-DB setting
is essentially equal to the cross-table setting. The
specific methods for obtaining these splits are as
follows:

• IID split: In order to ensure that tables in the
test set are also in the training set, and the
only difference between the two sets is that
the included samples are different, we classify
the samples according to their corresponding
tables. For each category (i.e., table), we ran-
domly select k (in this case, k = 1) samples,
put them into the test set, and put the rest into
the training set.

• DB split: This is the default setting of the
SQUALL dataset. Here we use the 0-split pro-
vided by Shi et al. (2020).

• query split: Inspired by Finegan-Dollak et al.
(2018), we substitute variables for table-

related entities (i.e., columns and values) in
each query in the dataset to obtain its corre-
sponding query template, just like Shi et al.
(2020) did. Similarly, we classify the sam-
ples according to their corresponding query
templates. For each category (i.e., query tem-
plate), all its samples can only be put into ei-
ther the training set or the test set. It is worth
noting that to examine the compositional gen-
eralization better, we sort the templates ac-
cording to their frequency. Then we put the
templates with higher frequency into the train-
ing set and the templates with lower frequency
into the test set.

For the above three splits, we make the ratio of
the training set and the test set approximately equal
to 4:1, consistent with Shi et al. (2020).

C Details on Obtaining Token-level
Alignments

To verify whether our approach can model align-
ments at the phrase level, we constructed token-
level alignments to contrast with the original align-
ment annotations. Specifically, we imitated the
attention mechanism and decomposed the align-
ments according to their types.

For keyword alignments, inspired by Shi et al.
(2020), we align each keyword in the SQL query
to all its corresponding tokens in the question. For
the example in Figure 1, we align "order", "by",
"limit", and "1" to "the longest" respectively.
Then we obtain the following four alignments: "the
longest: order", "the longest: by", "the longest:
limit", and "the longest: 1".

For the other two types of alignments: column
and value, as mentioned in section 3.2, they both
align question phrases to columns in databases.
Analogous to schema linking through an attention
module, we align each token in the question phrase
to the corresponding column separately. For the
example in Figure 1, we align "united" and "states"
to column c2 respectively instead of treating these
two tokens as a whole.
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Abstract
A Temporal Knowledge Graph (TKG) is a
sequence of KGs corresponding to different
timestamps. TKG reasoning aims to predict
potential facts in the future given the histori-
cal KG sequences. One key of this task is to
mine and understand evolutional patterns of
facts from these sequences. The evolutional
patterns are complex in two aspects, length-
diversity and time-variability. Existing mod-
els for TKG reasoning focus on modeling fact
sequences of a fixed length, which cannot dis-
cover complex evolutional patterns that vary
in length. Furthermore, these models are all
trained offline, which cannot well adapt to the
changes of evolutional patterns from then on.
Thus, we propose a new model, called Com-
plex Evolutional Network (CEN), which uses
a length-aware Convolutional Neural Network
(CNN) to handle evolutional patterns of differ-
ent lengths via an easy-to-difficult curriculum
learning strategy. Besides, we propose to learn
the model under the online setting so that it
can adapt to the changes of evolutional patterns
over time. Extensive experiments demonstrate
that CEN obtains substantial performance im-
provement under both the traditional offline and
the proposed online settings.

1 Introduction

Temporal Knowledge Graph (TKG) (Boschee et al.,
2015; Gottschalk and Demidova, 2018, 2019; Zhao,
2020) has emerged as a very active research area
over the last few years. Each fact in TKGs is a
quadruple (subject, relation, object, timestamp). A
TKG can be denoted as a sequence of KGs with
timestamps, each of which contains all facts at the
corresponding timestamp. TKG reasoning aims to
answer queries about future facts, such as (COVID-
19, New medical case occur, ?, 2022-1-9).

To predict future facts, one challenge is to dive
deep into the related historical facts, which reflect

∗This work was done while the first author was doing
internship at Baidu Inc.

the preferences of the related entities and affect
their future behaviors to a certain degree. Such
facts, usually temporally adjacent, may carry in-
formative sequential patterns, called evolutional
patterns in this paper. For example, [(COVID-19,
Infect, A, 2021-12-21), (A, Discuss with, B, 2021-
12-25), (B, Go to, Shop, 2021-12-28)] is an informa-
tive evolutional pattern for the above query implied
in historical KGs. There are two kinds of models to
model evolutional patterns, namely, query-specific
and entire graph based models. The first kind of
models (Jin et al., 2020; Li et al., 2021a; Sun et al.,
2021; Han et al., 2020a, 2021; Zhu et al., 2021)
extract useful structures (i.e., paths or subgraphs)
for each individual query from the historical KG
sequence and further predict the future facts by min-
ing evolutional patterns from these structures. This
kind of models may inevitably neglect some useful
evolutional patterns. Therefore, the entire graph
based models (Deng et al., 2020; Li et al., 2021a)
take a sequence of entire KGs as the input and
encode evolutional patterns among them, which
exhibit superiority to the query-specific models.

However, they all ignore the length-diversity and
time-variability of evolutional patterns. Length-
diversity: The lengths of evolutional patterns are
diverse. For example, [(COVID-19, Infect, A, 2021-
12-21), (A, Discuss with, B, 2021-12-25), (B, Go to,
Shop, 2021-12-28)] is a useful evolutional pattern
of length 3 to predict the query (COVID-19, New
medical case occur, ?, 2022-1-9) and [(COVID-19,
Infect, A, 2021-12-21), (A, Go to, Shop, 2021-12-
30)] is also a useful evolutional pattern of length
2 for this query. Previous models extract evolu-
tional patterns of a fixed length, which cannot han-
dle evolutional patterns of diverse lengths. Time-
variability: Evolutional patterns change over time.
For example, (COVID-19, Infect, A, 2019-12-9)
and (COVID-19, Infect, A, 2022-1-9) may lead
to different results due to the wide usage of the
COVID-19 vaccines. Previous models learn from
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the historical training data, which fail in model-
ing the time-variability of evolutional patterns after
that.

Upon the above observations, we propose Com-
plex Evolutional Network (CEN) to deal with
the above two challenges. For length-diversity,
CEN learns evolutional patterns from historical KG
sequences of different lengths via an Relational
Graph Neural Network (RGCN) based KG se-
quence encoder and a length-aware Convolutional
Neural Network (CNN) based evolutional represen-
tation decoder. Besides, the model is trained via an
easy-to-difficult curriculum learning strategy incre-
mentally according to the length of KG sequences.
For time-variability, we learn CEN under an online
setting and combine CEN with a temporal regular-
ization unit to alleviate the catastrophic forgetting
problem (Mccloskey and Cohen, 1989).

In general, this paper makes the following con-
tributions:

• We address, for the first time, the problems of
length-diversity and time-variability of evolu-
tional patterns for TKG reasoning.

• For length-diversity, we propose a length-
aware CNN to learn evolutional patterns with
different lengths in a curriculum learning man-
ner. For time-variability, we propose to learn
the model under an online setting to adapt to
the changes of evolutional patterns.

• Experiments demonstrate that the proposed
CEN model achieves better performance on
TKG reasoning under both the traditional of-
fline and the proposed online settings.

2 Related Work

The TKG reasoning task primarily has two settings,
interpolation and extrapolation. This paper focus
on the extrapolation setting. In what follows, we
will introduce related work on both settings:

TKG Reasoning under the interpolation set-
ting. This setting aims to complete the missing
facts at past timestamps (Jiang et al., 2016; Leblay
and Chekol, 2018; Dasgupta et al., 2018; Garcia-
Duran et al., 2018; Goel et al., 2020; Wu et al.,
2020). For example, TTransE (Leblay and Chekol,
2018) extends TransE (Bordes et al., 2013) by
adding the temporal constraints; HyTE (Dasgupta
et al., 2018) projects the entities and relations to
time-aware hyperplanes to generate representations

for different timestamps. Above all, they cannot
obtain the representations of the unseen timestamps
and are not suitable for the extrapolation setting.

TKG Reasoning under the extrapolation set-
ting This setting aims to predict facts at future
timestamps, which can be categorized into two
groups: query-specific and entire graph based mod-
els. Query-specific models focus on modeling the
query-specific history. For example, RE-NET (Jin
et al., 2020) captures the evolutional patterns im-
plied in the subgraph sequences of a fixed length
specific to the query. CyGNet (Zhu et al., 2021)
captures repetitive patterns by modeling repetitive
facts. xERTE (Han et al., 2020a) learns to find
the query-related subgraphs of a fixed hop num-
ber. CluSTeR (Li et al., 2021a) and TITer (Sun
et al., 2021) both adopt reinforcement learning to
discover evolutional patterns in query-related paths
of a fixed length. Unlike the query-specific models,
entire graph based models encode the latest histor-
ical KG sequence of a fixed-length. RE-GCN (Li
et al., 2021b) captures the evolutional patterns into
the representations of all the entities by model-
ing KG sequence of a fixed-length at lastest a few
timestamps. Glean (Deng et al., 2020) introduces
event descriptions to enrich the information of the
entities.

3 Problem Formulation

A TKG G = {G1, G2, ..., Gt, ...}, where Gt =
(V,R, Et), is a directed multi-relational graph. V
is the set of entities, R is the set of relations,
and Et is the set of facts at timestamp t. The
TKG reasoning task aims to answer queries like
(s, r, ?, tq) or (?, r, o, tq) with the historical KG se-
quence {G1, G2, ..., Gtq−1} given, where s, o ∈ V ,
r ∈ R and tq are the subject/object entity, the
relation and the query timestamp, respectively. Fol-
lowing Jin et al. (2020), KGs from timestamps
1 to T1, T1 to T2, T2 to T3 (T1 < T2 < T3) are
used as the training, validation and test sets, respec-
tively. Under the traditional offline setting, models
are trained only using the training set (tq ≤ T1),
while under the online setting, the model will be
updated by KGs before tq (T1 < tq ≤ T3) contin-
ually. Without loss of generality, we describe our
model as predicting the missing object entity.

4 Methodology

We propose CEN to deal with the length-diversity
and time-variability challenges of evolutional pat-
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Figure 1: An diagram of the basic CEN model.

tern learning for TKG reasoning. Specifically, CEN
consists of a basic model as well as a curriculum
learning strategy for the former challenge and an
online learning strategy for the latter challenge.

4.1 Basic CEN Model
As shown in Figure 1, the basic model of CEN con-
tains a KG sequence encoder and an evolutional
representation decoder. The KG sequence encoder
encodes the latest historical KG sequences of differ-
ent lengths to corresponding evolutional represen-
tations of entities. Then, the evolutional represen-
tation decoder calculates the scores of all entities
for the query based on these representations.

KG Sequence Encoder. Its inputs include the
lastest historical KG sequences of lengths from 1
to K, initial representations of entities H ∈ R|V|×d
and relation representations R ∈ R|R|×d, where
d is the dimension of the representations. Take
the KG sequence of length k = 2 for example,
for each KG in the input sequence {Gtq−2, Gtq−1},
it iteratively calculates the evolutional represen-
tations of entities H2

t at the corresponding times-
tamps t ∈ {tq − 1, tq} as follows:

Ĥ2
t = RGCN(H2

t−1,R, Gt−1), (1)

H2
t = SC(Ĥ2

t ,H
2
t−1), (2)

where RGCN(·) and SC denote the shared RGCN
layer and the skip connection unit proposed in
RE-GCN (Li et al., 2021b). For the initial times-
tamp tq − 1, H2

tq−2 is set to H. R is shared
across timestamps, which is different from RE-
GCN. By reusing the encoder for KG sequences
of different lengths, we obtain K entity evo-
lution representations at the query timestamp:
{H1

tq , ...,H
k
tq , ...,H

K
tq }.

Evolutional Representation Decoder. Multiple
evolutional representations contain evolutional pat-
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Curriculum Learning
([G1], G2), …, ([GT1-1], GT1)

Model

TR Unit

Fine tune with Gt-1

Predict Gt

…

…, ([GT1-   ,      ,GT1-1], GT1)…

([G1, G2], G3), …, ([GT1-2, GT1-1], GT1)

Fine tune with Gt

Predict Gt+1

…
t t+1

…

KK

-1 KK
K

1Model

1Model 2Model

Model Model

Model Model

k

Figure 2: The learning procedure of the proposed model.

terns of multiple lengths. To distinguish the influ-
ences of the length-diverse evolutional patterns, we
design a length-aware CNN, which uses K separate
channels to model the above K evolutional repre-
sentations. Specifically, for a query (s, r, ?, tq), the
representations of s (s1tq , ..., s

k
tq , ..., s

K
tq ) and r (r)

are looked up from multiple representations of enti-
ties {H1

tq , ...,H
k
tq , ...,H

K
tq } and the shared relation

representations R. For historical KG sequence of
length k, kth channel with C different kernels of
size 2 ×M is used to decode the concatenation
of sktq and r. Specifically, the feature maps are
calculated as below,

mk
c (s, r, tq) = Conv2D(w

k
c , [s

k
tq ; r]), (3)

where Conv2D denotes the 2D convolution op-
eration, wk

c (0 ≤ c < C) are the trainable
parameters in cth kernel of kth channel and
mk

c (s, r, tq) ∈ R1×d. After that, it concatenates
the output vectors from C kernels yielding a vector:
mk(s, r, tq) ∈ RC×d. For K channels, it outputs a
list of vectors: [m1(s, r, tq),... , mk(s, r, tq),...,
mK(s, r, tq)]. Then, each vector is fed into a
shared 1-layer Fully Connected Network (FCN)
with W3 ∈ RCd×d as its parameters and the fi-
nal score of a candidate entity o is the sum of
the logits from multiple evoltional representations:∑K

k=1m
k(s, r, tq)W3o

k, where ok is the evolu-
tional representation of length k for o. Then we
seen it as a multi-class learning problem and use
the cross-entropy as its objective function.

4.2 Curriculum Learning for Length-diversity

Longer historical KG sequences contain more his-
torical facts and longer evolutional patterns, which
is more challenging to learn. Similar to human
learning procedures, the models can benefit from
an easy-to-difficult curriculum. Besides, how to
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Datasets ICEWS14 ICEWS18 WIKI

#E 6,869 23,033 12,554
#R 230 256 24
#Train 74,845 373,018 539,286
#V alid 8,514 45,995 67,538
#Test 7,371 49,545 63,110
T3 1 day 1 day 1 year

Table 1: Statistics of the datasets. #Train, #V alid,
#Test are the numbers of facts in the training, valida-
tion and test sets.

choose the maximum length of evolutional patterns
is vital to CEN. Thus, we design the curriculum
learning strategy to learn the length-diverse evolu-
tional patterns from short to long and adaptively
select the optimal maximum length K̂. As shown
at the top of Figure 2, we start from the minimum
length k̂ (k̂ = 1 for example) and gradually move
on to longer history in the training set. The model
stops the curriculum and gets the optimal K̂ when
the MRR metric decreases or the length is up to
maximum length K. Note that, curriculum learn-
ing is conducted under the traditional offline setting
and ModelK̂ is used as the pre-trained model for
online learning.

4.3 Online Learning for Time-variability

To handle the time-variability of evolutional pat-
terns, one simple and direct method is to update
the model according to the newly occurred facts.
Thus, as shown in the bottom of Figure 2, for times-
tamp t + 1 (T1 < t + 1 < T3), ModelK̂t is fine-
tuned to get ModelK̂t+1 by predicting the facts in
the KG at the last timestamp Gt with historical KG
sequences as inputs. Furthermore, to balance the
knowledge of new evolutional patterns and the ex-
isting ones, we use a Temporal Regularization unit
(TR unit) (Daruna et al., 2021; Wu et al., 2021). We
apply an L2 regularization constraint between two
temporally adjacent models to smooth the drastic
change of the parameters.

4.4 Analysis on Computational Complexity

We analyze the computational complexity of CEN.
We view the computational complexities of the
RGCN unit and ConvTransE as constants. Then,
the time complexity of the RGCN at a timestamp
t is O(|E|), where |E| is the maximum number
of facts at timestamps in history. As we unroll m
(m = K̂−k̂) sequences, the time complexity of the
KG sequence encoder is finally O(m2|E|). Thus,
the time complexity of CEN is O(m2|E|+m).

5 Experiments

Experimental Setup. We adopt three widely-
used datasets, ICEWS14 (Li et al., 2021b),
ICEWS18 (Jin et al., 2020), and WIKI (Leblay
and Chekol, 2018) to evaluate CEN. Dataset statis-
tics are demonstrated in Table 1. Due to the
space limitation, the CEN model is only com-
pared with the latest models of TKG reasoning:
CyGNet (Zhu et al., 2021), RE-NET (Jin et al.,
2020), xERTE (Han et al., 2020a), TG-Tucker (Han
et al., 2021), TG-DistMult (Han et al., 2021),
TiTer (Sun et al., 2021) and RE-GCN (Li et al.,
2021b). In the experiments, we adopt MRR (Mean
Reciprocal Rank) and Hits@{1,3,10} as the met-
rics for TKG reasoning. We averaged the met-
rics over five runs. Note that, following Han
et al. (2020b), we adopt an improved filtered set-
ting where the timestamps of facts are considered,
called time-aware filtered setting. Take a typi-
cal query (s, r, ?, t1) with answer o1 in the test
set for example, and assume there is another two
facts (s, r, o2, t2) and (s, r, o3, t1). Under this time-
aware filtered setting, only o3 will be considered
as a correct answer and thus removed from the
ranking list of candidate answers.

Implementation Details. In the experiments,
the optimal minimum lengths of evolutional pat-
terns k̂ for ICEWS14, ICEWS18, WIKI are 3, 3,
2, respectively. The maximum length K for all
datasets is set to 10. For all datasets, the kernel
width M is set to 3, and C is set to 50. For each fact
(s, r, o, t) in the test set, we evaluate CEN on two
queries (s, r, ?, t) and (?, r, o, t). The dimension
d of relation representations and entity representa-
tions is set to 200 on all datasets. Adam (Kingma
and Ba, 2014) is adopted for parameter learning
with the learning rate of 0.001 on all datasets. The
number of RGCN layers is set to 2 and the dropout
rate for each layer to 0.2. For the online setting, we
set the max epochs of the fine-tuning at each times-
tamp to 30. For predicting Gt, Gt−2 is used as the
validation set. We fine tune the pre-trained CEN
from T1 + 1 to T3 and report the results at the test
timestamps (T2 to T3) in Table 3. The experiments
are carried out on Tesla V100. Codes are avaliable
at https://github.com/Lee-zix/CEN.

5.1 Experimental Results

Results under the Offline Setting. The results
under the traditional offline setting are presented
in Table 2. CEN consistently outperforms the
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Model ICEWS14 ICEWS18 WIKI

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

CyGNet 35.05 25.73 39.01 53.55 24.93 15.90 28.28 42.61 33.89 29.06 36.10 41.86
RE-NET 36.93 26.83 39.51 54.78 28.81 19.05 32.44 47.51 49.66 46.88 51.19 53.48
xERTE 40.02 32.06 44.63 56.17 29.31 21.03 33.51 46.48 71.14 68.05 76.11 79.01
TG-Tucker - - - - 28.68 19.35 32.17 47.04 50.43 48.52 51.47 53.58
TG-DistMult - - - - 26.75 17.92 30.08 44.09 51.15 49.66 52.16 53.35
TITer 40.97 32.28 45.45 57.10 29.98 22.05 33.46 44.83 75.50 72.96 77.49 79.02
RE-GCN 40.39 30.66 44.96 59.21 30.58 21.01 34.34 48.75 77.55 73.75 80.38 83.68
CEN 42.20 32.08 47.46 61.31 31.50 21.70 35.44 50.59 78.93 75.05 81.90 84.90

Table 2: Experimental results on TKG reasoning (in percentage) under the offline setting.

Model ICEWS14 ICEWS18 WIKI

MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

CEN(-TR) 39.28 30.05 43.58 57.01 31.11 21.41 35.09 50.27 81.92 77.93 85.23 87.63
CEN 43.34 33.18 48.49 62.58 32.66 22.55 36.81 52.50 79.67 75.63 83.00 85.58

Table 3: Experimental results on TKG reasoning (in percentage) under the online setting.

metrics MRR H@1 H@3 H@10

CEN 42.20 32.08 47.46 61.31
CEN(-CL) 41.50 31.53 46.50 60.81
CEN(-LA) 41.52 31.49 46.74 60.65

Table 4: Ablation Study of CEN on ICEWS14.

baselines on MRR, Hits@3, and Hits@10 on all
datasets, which justifies the effectiveness of mod-
eling the evolutional patterns of different lengths.
On ICEWS datasets, CEN underperforms TITer on
Hits@1 because TITer retrieves the answer through
explicit paths, which usually gets high Hits@1.
Whereas, CEN recalls more answer entities by ag-
gregating the information from multiple evolutional
patterns, which may be the reason for its high per-
formance on Hits@3 and Hits@10.

Results under the Online Setting. Under the
online setting, the model is updated via historical
facts at the testset. Thus, it cannot be directly com-
pared with the baselines designed for the offline
setting. As shown in Table 3, on ICEWS datasets
CEN outperforms CEN(-TR) (CEN without TR
unit), which implies the effectiveness of TR unit to
balance the knowledge of new evolutional patterns
and the existing ones. On WIKI, CEN(-TR) gets
better performance. It is because that the time in-
terval between two adjacent timestamps in WIKI
(one year) is much larger than ICEWS datasets (one
day) and contains more time-variable evolutional
patterns. TR unit limits the model to adapt to new
knowledge and is not suitable for this dataset.

Ablation Study. To investigate the contribu-
tions of curriculum learning strategy and the length-
aware CNN, we conduct ablation studies for CEN

on the test set of ICEWS14 under the traditional
offline setting, which are shown in Table 4. CEN(-
CL) denotes CEN without the curriculum learn-
ing strategy. The underperformance of CEN(-CL)
demonstrates the effectiveness of the curriculum
learning strategy. CEN(-LA) denotes the model
replacing the length-aware CNN with a traditional
CNN. The underperformance of CEN(-LA) implies
the effectiveness of the length-aware CNN.

6 Conclusions

In this paper, we proposed Complex Evolutional
Network (CEN) for TKG reasoning, which deals
with two challenges in modeling the complex
evolutional patterns: length-diversity and time-
variability. For length-diversity, CEN adopts a
length-aware CNN to learn evolutional patterns of
different lengths and is trained under a curriculum
learning strategy. For time-variability, we explored
a new online setting, where the model is expected
to be updated to new evolutional patterns emerging
over time. Experimental results demonstrate the
superiority of the proposed model under both the
offline and the online settings.
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Abstract

Dialogue state tracking (DST) aims to ex-
tract essential information from multi-turn
dialogue situations and take appropriate ac-
tions. A belief state, one of the core pieces
of information, refers to the subject and its
specific content, and appears in the form of
domain-slot-value. The trained model
predicts “accumulated” belief states in every
turn, and joint goal accuracy and slot accu-
racy are mainly used to evaluate the predic-
tion; however, we specify that the current eval-
uation metrics have a critical limitation when
evaluating belief states accumulated as the di-
alogue proceeds, especially in the most used
MultiWOZ dataset. Additionally, we propose
relative slot accuracy to complement existing
metrics. Relative slot accuracy does not depend
on the number of predefined slots, and allows
intuitive evaluation by assigning relative scores
according to the turn of each dialogue. This
study also encourages not solely the reporting
of joint goal accuracy, but also various comple-
mentary metrics in DST tasks for the sake of a
realistic evaluation.

1 Introduction

The dialogue state tracking (DST) module struc-
tures the belief state that appears during the conver-
sation in the form of domain-slot-value, to
provide an appropriate response to the user. Re-
cently, multi-turn DST datasets have been con-
structed using the Wizard-of-Oz method to reflect
more realistic dialogue situations (Wen et al., 2017;
Mrkšić et al., 2017; Budzianowski et al., 2018).
The characteristic of these datasets is that belief
states are “accumulated” and recorded every turn.
That is, the belief states of the previous turns are
included in the current turn. It confirms whether
the DST model tracks essential information that
has appeared up to the present point.

Joint goal accuracy and slot accuracy are utilized
in most cases to evaluate the prediction of accumu-

lated belief states. Joint goal accuracy strictly de-
termines whether every predicted state is identical
to the gold state, whereas slot accuracy measures
the ratio of correct predictions. However, we de-
termined that these two metrics solely focus on
“penalizing states that fail to predict,” not consider-
ing “reward for well-predicted states.” Accordingly,
as also pointed out in Rastogi et al. (2020a), joint
goal accuracy underestimates the model prediction
because of its error accumulation attribute, while
slot accuracy overestimates it because of its depen-
dency on predefined slots.

However, there is a lack of discussion on the met-
ric for evaluating the most used MultiWOZ dataset,
despite a recently published dataset (Rastogi et al.,
2020b) proposing some metrics. To address the
above challenge, we propose reporting the relative
slot accuracy along with the existing metrics in
MultiWOZ dataset. While slot accuracy has the
challenge of overestimation by always considering
all predefined slots in every turn, relative slot ac-
curacy does not depend on predefined slots, and
calculates a score that is affected solely by slots
that appear in the current dialogue. Therefore, rel-
ative slot accuracy enables a realistic evaluation
by rewarding the model’s correct predictions, a
complementary approach that joint goal and slot
accuracies cannot fully cover. It is expected that the
proposed metric can be adopted to evaluate model
performance more intuitively.

2 Current Evaluation Metrics

2.1 Joint Goal Accuracy

Joint goal accuracy, developed from Henderson
et al. (2014b) and Zhong et al. (2018), can be said
to be an ideal metric, in that it verifies that the pre-
dicted belief states perfectly match the gold label.
Equation 1 expresses how to calculate the joint
goal accuracy, depending on whether the slot val-
ues match each turn.
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Figure 1: The relative position where joint goal accuracy
of the turn is measured to be zero for the first time
among the dialogues where joint goal accuracy of the
last turn is zero. (642 of 999 MultiWOZ 2.1 test set with
SOM-DST).

JGA =

{
1 if predicted state = gold state
0 otherwise

(1)
However, the joint goal accuracy underestimates

the accumulated states because it scores the per-
formances of later turn to zero if the model mis-
predicts even once in a particular turn, regardless
of the model prediction quality at later turns. As
illustrated in Figure 1, we measured the relative
position of the turn causing this phenomenon for
the dialogue. We used MultiWOZ 2.1 (Eric et al.,
2019), and analyzed 642 samples from a total of
999 test sets in which the joint goal accuracy of
the last turn is zero. The DST model selected for
primary verification is the SOM-DST (Kim et al.,
2020), which is one of the latest DST models. Ac-
cordingly, the relative position where joint goal
accuracy first became zero was mainly at the be-
ginning of the dialogue1. This means that the joint
goal accuracy after the beginning of the dialogue
is unconditionally measured as zero because of the
initial misprediction, although the model may cor-
rectly predict new belief states at later turns. Failure
to measure the performance of the latter part means
that it cannot consider various dialogue situations
provided in the dataset, which is a critical issue in
building a realistic DST model.

159 samples of the 642 samples have a joint goal accuracy
of 1 in the middle, owing to a coincidental situation or differ-
ences in the analysis of annotation. Table A1 and Table A2
show the dialogue situation in detail, and Table A3 and Table
A4 show the belief states accordingly. Refer to Appendix A.
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Figure 2: The number of predefined gold slots used in
each dialogue (999 MultiWOZ 2.1 test set).

2.2 Slot Accuracy

Slot accuracy can compensate for situations where
joint goal accuracy does not fully evaluate the dia-
logue situation. Equation 2 expresses how to calcu-
late the slot accuracy. T indicates the total number
of predefined slots for all the domains. M denotes
the number of missed slots that the model does not
accurately predict among the slots included in the
gold state, and W denotes the number of wrongly
predicted slots among the slots that do not exist in
the gold state.

SA =
T −M −W

T
(2)

Figure 2 illustrates the total number of annotated
slots in MultiWOZ 2.1 to figure out the limitation
of slot accuracy. Each value of x-axis in Figure 2 in-
dicates the “maximum” number of slots that appear
in a single dialogue, and we confirmed that approx-
imately 85% of the test set utilized solely less than
12 of the 30 predefined slots in the experiment. Be-
cause the number of belief states appearing in the
early and middle turns of the dialogue are smaller,
and even fewer states make false predictions, cal-
culating slot accuracy using Equation 2 reduces
the influence of M and W , and the final score is
dominated by the total slot number T . Accordingly,
several previous studies still report the model per-
formance using solely joint goal accuracy because
slot accuracy excessively depends on the number of
predefined slots, making the performance deviation
among models trivial (refer to Table A5).

Furthermore, according to Table A6, we deter-
mined that slot accuracy tends to be too high. The
slot accuracies of turns 0 and 1 show approxi-
mately 96% accuracy, despite the model not cor-
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Type Model Joint Slot F1 Relative
Goal Acc. Acc. Score Slot Acc.

Open
vocabulary

Transformer-DST (2021) 0.5446 0.9748 0.9229 0.8759
TripPy (2020) 0.6131 0.9707 0.8573 0.8432
SOM-DST (2020) 0.5242 0.9735 0.9179 0.8695
Simple-TOD (2020) 0.5605 0.9761 0.9276 0.8797
SAVN (2020) 0.5357 0.9749 0.9246 0.8769
TRADE (2019) 0.4939 0.9700 0.9033 0.8520
COMER (2019) 0.4879 0.9652 0.8800 0.8250

Ontology
based

DST-STAR (2021) 0.5483 0.9754 0.9253 0.8780
L4P4K2-DSGraph (2021) 0.5178 0.9690 0.9189 0.8570
SUMBT (2019) 0.4699 0.9666 0.8934 0.8380

Table 1: Model performance of MultiWOZ 2.1 with various evaluation metrics. All reported performances are our
re-implementation.

rectly predicting states at all. It becomes difficult
to compare various models in detail, if each model
shows a high performance, even though nothing
is adequately predicted. In addition, as the turn
progresses, there are no rewards for a situation in
which the model tracks the belief state without any
challenges. The case correctly predicting two out
of three in turn 4, and the case correctly predicting
three out of four in turn 5 exhibit the same slot
accuracy. Therefore, the slot accuracy measured
according to Equation 2 differs from our intuition.

2.3 Other Metric

Recently, Rastogi et al. (2020b) proposed a met-
ric called average goal accuracy. The main differ-
ence between the average goal accuracy and the
proposed relative slot accuracy is that the aver-
age goal accuracy only considers the slots with
non-empty values in the gold states of each turn,
whereas the proposed relative slot accuracy consid-
ers those in both gold and predicted states. Since
average goal accuracy ignores the predicted states,
it cannot properly distinguish a better model from
a worse model in some specific situations. We will
discuss it in more detail in Section 4.1.

3 Relative Slot Accuracy

As can be observed in Equation 2, slot accuracy has
the characteristic that the larger the number of pre-
defined slots (T ), the smaller the deviation between
the prediction results. The deviation among DST
models will be even more minor when constructing
datasets with various dialogue situations, because
the number of predefined slots will continually in-

crease. It is not presumed to be an appropriate met-
ric in terms of scalability.

Therefore, we propose relative slot accuracy, that
is not affected by predefined slots, and is evaluated
with adequate rewards and penalties that fit human
intuition in every turn. Equation 3 expresses how
to calculate the relative slot accuracy, and T ∗ de-
notes the number of unique slots appearing in the
predicted and gold states in a particular turn.

RSA =
T ∗ −M −W

T ∗ , where 0 if T ∗ = 0 (3)

Relative slot accuracy rewards well-predicted be-
lief states by measuring the scores in accumulating
turns. Further discussions on the relative score will
be discussed in Section 4.1.

4 Experiments

We measured MultiWOZ 2.1, an improved ver-
sion of MultiWOZ 2.0 (Budzianowski et al., 2018),
which has been adopted in several studies, accord-
ing to Table A5. Five domains (i.e., hotel, train,
restaurant, attraction, and taxi) are adopted in the
experiment, following Wu et al. (2019), and there
are a total of 30 domain-slot pairs. We selected
the DST models in Table A5 that perform the Mul-
tiWOZ experiment with the original authors’ re-
producible code2. Additionally, we reported the F1
score, which can be calculated using the current
predicted and gold states.

2Implementation codes for Simple-TOD and TripPy are
from https://github.com/salesforce/coco-dst.
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Figure 3: Correlation matrix of evaluation performance
of total 7,368 turns in 999 MultiWOZ 2.1 test set using
SOM-DST. Results for other models are included in
Figure A1.

4.1 Results and Discussion

Table 1 presents the overall results. Regarding slot
accuracy, the difference between the largest and
smallest values is solely 1.09%. It can be one of
the reasons that several researchers do not report
it. Meanwhile, relative slot accuracy can explicitly
highlight the deviation among models by showing a
5.47% difference between the largest and smallest
values. Furthermore, the correlation with joint goal
accuracy, a mainly adopted metric, and relative slot
accuracy with respect to each turn is lower than
the correlation with joint goal accuracy and slot
accuracy, as illustrated in Figure 3. Specifically, it
can be compared with a different perspective when
using the proposed reward-considering evaluation
metric.

Domain-specific Evaluation We reported the
joint goal, slot, and relative slot accuracies per
domain utilizing the SOM-DST model in Table
2. Relative slot accuracy derives a specific score
in the turn configuration and prediction ratio of
each domain by excluding slots that do not appear
in the conversation. For example, the taxi domain
shows a low score, meaning that it has relatively
several cases of incorrect predictions, compared
to the number of times slots belonging to the taxi
domain appear. Because slot accuracy cannot distin-
guish the above trend, the score of the hotel domain
is lower than that of the taxi domain. In summary,
relative slot accuracy enables relative comparison
according to the distribution of the domain in a
dialogue.

Domain Joint Slot Relative
Goal Acc. Acc. Slot Acc.

hotel 0.4923 0.9731 0.8493
train 0.7162 0.9874 0.9176

restaurant 0.6589 0.9858 0.8977
attraction 0.6811 0.9878 0.8421

taxi 0.5701 0.9798 0.7828

Table 2: Per-domain performance of SOM-DST predic-
tion.
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Figure 4: The mean and standard deviation of model
performance reported in Table 1.

Dependency on Predefined Slots As discussed
in Section 2.2, slot accuracy requiring total prede-
fined slots is not a scalable method for evaluating
the current dialogue dataset that contains a few
domains in each dialogue. For example, when eval-
uating a dialogue sample that solely deals with the
restaurant domain, even domains that never ap-
pear at all (i.e., hotel, train, attraction, and taxi)
are involved in measuring performance, making de-
viations among different models trivial. However,
relative slot accuracy can evaluate the model’s pre-
dictive score without being affected by slots never
seen in the current dialogue, which is a more realis-
tic way, considering that each dialogue contains its
own turn and slot composition. Figure 4 illustrates
the mean and standard deviations of the model per-
formance in Table 1. As can be observed from the
results, the relative slot accuracy has a higher de-
viation than the slot accuracy, enabling a detailed
comparison among the methodologies.

Reward on Relative Dialogue Turn Relative
slot accuracy is able to reward the model’s correct
prediction by measuring the accuracy on a relative
basis for each turn. Table A6 compares the slot and
relative slot accuracies. The relative slot accuracy
from turns 0 – 3 is measured as 0 because it cal-
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Type Belief State Joint Average Relative
Goal Acc. Goal Acc. Slot Acc.

Gold State
restaurant-area-centre

- - -restaurant-food-indian
restaurant-people-2

Prediction
of Model A

restaurant-area-centre
0 0.3333 0.2500restaurant-food-chinese

attraction-area-centre

Prediction
of Model B

restaurant-area-centre

0 0.3333 0.1667
restaurant-food-chinese
restaurant-name-nusha
attraction-area-centre
attraction-pricerange-cheap

Table 3: A situation that average goal accuracy cannot distinguish between two models. States with blue denote
correct prediction, and as defined in Section 2.2, states with orange and pink denote respective M and W .

culates the score based on the unique state of the
current turn according to Equation 3. In addition,
regarding slot accuracy in turns 4, 5, and 6, there
is no score improvement for the additional well-
predicted state by the model, whereas the score
increases when the newly added state is matched
in the case of relative slot accuracy. Therefore, rel-
ative slot accuracy can provide an intuitive evalu-
ation reflecting the current belief state recording
method, in which the number of slots accumulates
incrementally as the conversation progresses.

Comparison to Average Goal Accuracy Rel-
ative slot accuracy can compare DST model per-
formances more properly than average goal accu-
racy, as mentioned in Section 2.3. Table 3 describes
how these two metrics result in different values for
the same model predictions. In this example, aver-
age goal accuracy cannot consider additional belief
states incorrectly predicted by Model B, result-
ing in the same score between the two models. In
contrast, relative slot accuracy can give a penalty
proportional to the number of wrong predictions
because it includes both gold and predicted states
when calculating the score. Consequently, relative
slot accuracy has a more elaborated discriminative
power than the average goal accuracy.

5 Conclusion

This paper points out the challenge that the existing
joint goal and slot accuracies cannot fully evaluate
the accumulating belief state of each turn in the
MultiWOZ dataset. Accordingly, the relative slot
accuracy is proposed. This metric is not affected
by unseen slots in the current dialogue situation,
and compensates for the model’s correct predic-

tion. When the DST task is scaled up to deal with
more diverse conversational situations, a realistic
model evaluation will be possible using relative slot
accuracy. Moreover, we suggest reporting various
evaluation metrics to complement the limitations of
each metric in future studies, not solely reporting
the joint goal accuracy.
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A Complementary discussions of joint
goal accuracy

Our findings show that if the model makes an incor-
rect prediction, the error accumulates until the end
of the dialogue, and the joint goal accuracy remains
at zero. In this section, we discuss a few cases of
59 dialogues that do not show the trend among 642
dialogues selected in Section 2.1; however, it is im-
portant to note that these few cases have negligible
effect on the trend in Figure 1, solely changing the
position where the joint goal accuracy first becomes
zero.

We sampled dialogues of the MultiWOZ 2.1 test
set in Table A1 and Table A2, and marked values
appearing in the dialogue in bold. Table A3 and
Table A4 indicate the corresponding belief states of
each dialogue. In the first dialogue presented in Ta-
ble A1, the joint goal accuracy is measured as 1 at
turn 2. In this case, the model incorrectly predicted
the restaurant-pricerange slot at turns 0
and 1, and then the utterance about the slot ap-
peared by chance. In a general case, the wrong pre-
diction of the restaurant-pricerange slot
at turn 0 will accumulate to the last turn. However,
in this case, another incorrect prediction at turn 3
will cause error accumulation in this dialogue.

The second dialogue presented in Table A2,
reports the incorrect prediction according to
the interpretation of annotations at turn 4. In
other words, because the dialogue about the
hotel-internet slot appears over turns 4 and
5, it is solely an error depending on the predic-
tion timing of the model. Because the correct
belief state was predicted right from turn 5, it
cannot be said to be an error accumulation phe-
nomenon; however, the model did not predict the
hotel-pricerange slot at turn 6, which is the
last turn in this case.

In conclusion, it can be determined that the
model does not seem to accumulate erroneous pre-
dictions because of an accidental situation or inter-
pretation of annotations, but this does not negate
the error accumulation phenomenon. Furthermore,
the fact that the starting point of making the joint
goal accuracy of subsequent turns to 0 mainly oc-
curs at the beginning of the dialogue does not
change.
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Turn Dialogue History

0
System: “ ”
User: “can you help me find a nice restaurant ?”

1
System: “sure ! what kind of food do you like ?”
User: “i was thinking some indian food would be great .”

2
System: “i have 22 indian restaurant -s do you have a preference for area of town ?”
User: “no , i do not care where it is . i am thinking i would like an expensive restaurant .”

3
System: “would you like to try curry garden ?”
User: “that is fine book me a table for 6 on sat at 17:30 . i also need a train for the same and
should leave leicester for cambridge”

4

System: “alright , i have made your requested booking at curry garden , and the reference
number is hk9ycl6z . as for the train , what time would you like to depart ?”
User: “it does not matter as long as i am there by 13:45 leaving leicester going to cambridge ,
i’ll need the reference number too please”

5
System: “i have found tr6210 leaving leicester at 11:09 on saturday and arriving in cambridge
at 12:54 . i have booked 6 seats . reference number is lr5i1rzv . anything else i can do ?”
User: “that will be all for today . thanks so much for all your help . goodbye”

Table A1: Sample dialogue of MultiWOZ 2.1 test set (PMUL4234.json).

Turn Dialogue History

0
System: “ ”
User: “i would like help finding a train headed to cambridge .”

1
System: “i will be happy to help you find a train . can you tell me where you will be departing
from ?”
User: “departing from london kings cross on tuesday .”

2
System: “when would you like to leave or arrive by ?”
User: “i need to arrive by 18,30 .”

3
System: “take train tr1434 , which will arrive at 18:08 . shall i book you for that train ?”
User: “can i get the price for a ticket , first ?”

4
System: “sure ! the ticket is 23.60 pounds .”
User: “thanks ! i am also looking for a hotel called archway house . can you tell me if they
have free wifi ?”

5
System: “they do . would you like to book a room ?”
User: “i would first like to know what their price range and hotel type are , thank you .”

6
System: “archway house is a moderate -ly priced guesthouse . would you like their address or
perhaps to book a room there ?”
User: “thank you , but no . you’ve already helped me with everything i needed today .”

Table A2: Sample dialogue of MultiWOZ 2.1 test set (MUL2270.json).
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Turn Predicted State Gold State Joint Goal Acc.

0 restaurant-pricerange-expensive - 0

1
restaurant-pricerange-expensive restaurant-food-indian

0
restaurant-food-indian

2
restaurant-pricerange-expensive restaurant-pricerange-expensive

1restaurant-food-indian restaurant-food-indian
restaurant-area-dontcare restaurant-area-dontcare

3

restaurant-pricerange-expensive restaurant-pricerange-expensive

0

restaurant-food-indian restaurant-food-indian
restaurant-area-dontcare restaurant-area-dontcare
restaurant-book day-sunday restaurant-book day-saturday
restaurant-book people-6 restaurant-book people-6
restaurant-book time-17:30 restaurant-book time-17:30
restaurant-name-curry garden restaurant-name-curry garden
train-destination-cambridge train-destination-cambridge
train-day-tuesday train-day-saturday
train-departure-leicester train-departure-leicester

train-book people-6

4

restaurant-pricerange-expensive restaurant-pricerange-expensive

0

restaurant-food-indian restaurant-food-indian
restaurant-area-dontcare restaurant-area-dontcare
restaurant-book day-sunday restaurant-book day-saturday
restaurant-book people-6 restaurant-book people-6
restaurant-book time-17:30 restaurant-book time-17:30
restaurant-name-curry garden restaurant-name-curry garden
train-destination-cambridge train-destination-cambridge
train-day-tuesday train-day-saturday
train-departure-leicester train-departure-leicester
train-arriveby-13:45 train-arriveby-13:45
train-leaveat-dontcare train-book people-6

5

restaurant-pricerange-expensive restaurant-pricerange-expensive

0

restaurant-food-indian restaurant-food-indian
restaurant-area-dontcare restaurant-area-dontcare
restaurant-book day-sunday restaurant-book day-saturday
restaurant-book people-6 restaurant-book people-6
restaurant-book time-17:30 restaurant-book time-17:30
restaurant-name-curry garden restaurant-name-curry garden
train-destination-cambridge train-destination-cambridge
train-day-tuesday train-day-saturday
train-departure-leicester train-departure-leicester
train-arriveby-13:45 train-arriveby-13:45
train-leaveat-dontcare train-book people-6

Table A3: SOM-DST prediction of MultiWOZ 2.1 test sample (PMUL4234.json).
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Turn Predicted State Gold State Joint Goal Acc.

0 train-destination-cambridge train-destination-cambridge 1

1
train-destination-cambridge train-destination-cambridge

1train-day-tuesday train-day-tuesday
train-departure-london kings cross train-departure-london kings cross

2

train-destination-cambridge train-destination-cambridge

1
train-day-tuesday train-day-tuesday
train-departure-london kings cross train-departure-london kings cross
train-arriveby-18:30 train-arriveby-18:30

3

train-destination-cambridge train-destination-cambridge

1
train-day-tuesday train-day-tuesday
train-departure-london kings cross train-departure-london kings cross
train-arriveby-18:30 train-arriveby-18:30

4

train-destination-cambridge train-destination-cambridge

0

train-day-tuesday train-day-tuesday
train-departure-london kings cross train-departure-london kings cross
train-arriveby-18:30 train-arriveby-18:30
hotel-name-archway house hotel-name-archway house

hotel-internet-yes

5

train-destination-cambridge train-destination-cambridge

1

train-day-tuesday train-day-tuesday
train-departure-london kings cross train-departure-london kings cross
train-arriveby-18:30 train-arriveby-18:30
hotel-name-archway house hotel-name-archway house
hotel-internet-yes hotel-internet-yes

6

train-destination-cambridge train-destination-cambridge

0

train-day-tuesday train-day-tuesday
train-departure-london kings cross train-departure-london kings cross
train-arriveby-18:30 train-arriveby-18:30
hotel-name-archway house hotel-name-archway house
hotel-internet-yes hotel-internet-yes

hotel-pricerange-moderate

Table A4: SOM-DST prediction of MultiWOZ 2.1 test sample (MUL2270.json).
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Method Metric Dataset

DST-STAR (Ye et al., 2021) JGA MultiWOZ 2.0 (Budzianowski et al., 2018),
MultiWOZ 2.1 (Eric et al., 2019)

Seq2Seq-DU (Feng et al., 2021) JGA SGD (Rastogi et al., 2020b), MultiWOZ 2.1,
MultiWOZ 2.2 (Zang et al., 2020)

L4P4K2-DSGraph (Lin et al., 2021) JGA, SA MultiWOZ 2.0
Transformer-DST (Zeng and Nie, 2021) JGA MultiWOZ 2.0, MultiWOZ 2.1
NA-DST (Le et al., 2020) JGA, SA MultiWOZ 2.0, MultiWOZ 2.1
TripPy (Heck et al., 2020) JGA WOZ 2.0 (Wen et al., 2017), MultiWOZ 2.1,

Sim-M, Sim-R (Shah et al., 2018)
SOM-DST (Kim et al., 2020) JGA, SA MultiWOZ 2.0, MultiWOZ 2.1
Simple-TOD (Hosseini-Asl et al., 2020) JGA MultiWOZ 2.0, MultiWOZ 2.1
GCDST (Wu et al., 2020) JGA MultiWOZ 2.0, MultiWOZ 2.1
CSFN-DST (Zhu et al., 2020) JGA MultiWOZ 2.0, MultiWOZ 2.1
SAVN (Wang et al., 2020) JGA, SA MultiWOZ 2.0, MultiWOZ 2.1
SST (Chen et al., 2020) JGA, SA MultiWOZ 2.0, MultiWOZ 2.1
DS-DST (Zhang et al., 2020) JGA MultiWOZ 2.0, MultiWOZ 2.1
DSTQA (Zhou and Small, 2019) JGA, SA WOZ 2.0, MultiWOZ 2.0, MultiWOZ 2.1
SUMBT (Lee et al., 2019) JGA WOZ 2.0, MultiWOZ 2.0
DST-Reader (Gao et al., 2019) JGA MultiWOZ 2.0
BERT-DST (Chao and Lane, 2019) JGA WOZ 2.0, Sim-M, Sim-R

DSTC2 (Henderson et al., 2014a)
TRADE (Wu et al., 2019) JGA, SA MultiWOZ 2.0
HyST (Goel et al., 2019) JGA MultiWOZ 2.0
COMER (Ren et al., 2019) JGA WOZ 2.0, MultiWOZ 2.0

Table A5: Evaluation metrics used for performance comparison among the methodologies. We focused on metrics
evaluating the belief state of each turn. For convenience, the name of each metric is abbreviated. JGA: Joint Goal
Accuracy, SA: Slot Accuracy.
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Turn Predicted State Gold State Slot Relative
Acc. Slot Acc.

0 restaurant-name-nusha - 0.9667 0
1 restaurant-name-nusha - 0.9667 0
2 restaurant-name-nusha attraction-name-nusha 0.9333 0
3 restaurant-name-nusha attraction-name-nusha 0.9333 0

4
restaurant-area-centre attraction-name-nusha

0.9667 0.6667restaurant-food-indian restaurant-area-centre
restaurant-food-indian

5

restaurant-area-centre attraction-name-nusha

0.9667 0.7500
restaurant-food-indian restaurant-area-centre
restaurant-pricerange-expensive restaurant-food-indian

restaurant-pricerange-expensive

6

restaurant-name-saffron brasserie attraction-name-nusha

0.9667 0.8000
restaurant-area-centre restaurant-name-saffron brasserie
restaurant-food-indian restaurant-area-centre
restaurant-pricerange-expensive restaurant-food-indian

restaurant-pricerange-expensive

7

restaurant-name-saffron brasserie attraction-name-nusha

0.9667 0.8000
restaurant-area-centre restaurant-name-saffron brasserie
restaurant-food-indian restaurant-area-centre
restaurant-pricerange-expensive restaurant-food-indian

restaurant-pricerange-expensive

8

restaurant-name-saffron brasserie attraction-name-nusha

0.9667 0.8000
restaurant-area-centre restaurant-name-saffron brasserie
restaurant-food-indian restaurant-area-centre
restaurant-pricerange-expensive restaurant-food-indian

restaurant-pricerange-expensive

9

restaurant-name-saffron brasserie attraction-name-nusha

0.9667 0.8000
restaurant-area-centre restaurant-name-saffron brasserie
restaurant-food-indian restaurant-area-centre
restaurant-pricerange-expensive restaurant-food-indian

restaurant-pricerange-expensive

Table A6: SOM-DST prediction of MultiWOZ 2.1 test sample (PMUL4648.json). The joint goal accuracy of every
turn is 0 because of belief states with red color. When calculating score, the number of total slots is set to 30, which
is of hotel, train, restaurant, attraction, and taxi domains in MultiWOZ 2.1. Relative slot accuracy can be calculated
just using slot-values appearing in the dialogue, not being affected by unused information.
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Figure A1: Correlation matrices of evaluation performance using various DST models.
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Abstract

LM-BFF (Gao et al., 2021) achieves significant
few-shot performance by using auto-generated
prompts and adding demonstrations similar to
an input example. To improve the approach
of LM-BFF, this paper proposes LM-BFF-
MS—better few-shot fine-tuning of language
models with multiple soft demonstrations by
making its further extensions, which include 1)
prompts with multiple demonstrations based on
automatic generation of multiple label words;
and 2) soft demonstration memory which con-
sists of multiple sequences of globally shared
word embeddings for a similar context. Experi-
ments conducted on eight NLP tasks show that
LM-BFF-MS leads to improvements over LM-
BFF on five tasks, particularly achieving 94.0
and 90.4 on SST-2 and MRPC, respectively1.

1 Introduction

The GPT-3 model (Brown et al., 2020) has achieved
remarkable few-shot performance on natural lan-
guage understanding tasks given a natural lan-
guage prompt and |K| labeled samples as demon-
strations in the inputs without updating the model’s
weights. However, the GPT-3 model consists of
175B parameters, making it challenging to perform
task-specific fine-tuning, which is often required in
real-world applications.

To enable task-specific fine-tuning, prompt-
based few-shot fine-tuning has been widely stud-
ied to encourage the few-shot capabilities of pre-
trained language models (PLMs) equipped with
label-specific verbalizers and prompts that are com-
patible with language models (Schick and Schütze,
2021a,b). Prompt-based fine-tuning reformulates
downstream tasks as a masked language modeling
problem, where a token (label word) is generated
on a given prompt with a task-specific template.

*Corresponding author
1Our implementation is publicly available at https://

github.com/judepark96/LM-BFF-MS

However, constructing optimal prompts requires
domain expertise and the use of manual prompts
can be suboptimal (Webson and Pavlick, 2021; Lu
et al., 2021; Zhao et al., 2021).

Among the various methods of prompt-based
fine-tuning, this study is based on the LM-
BFF method (Gao et al., 2021), which uses a
demonstration-aware prompt where a demonstra-
tion is produced by unmasking the example prompt
in contexts similar to the input, inspired by the find-
ings from the GPT-3 model (Brown et al., 2020).
With demonstration-aware prompts, the LM-BFF
outperforms the conventional fine-tuning approach
and GPT-3’s in-context learning. To improve LM-
BFF, we propose LM-BFF-MS, better few-shot
fine-tuning of language models with multiple soft
demonstration memory, based on the following two
extensions:

1. Prompts with multiple demonstrations.
While LM-BFF uses single demonstration2,
our model uses multiple demonstrations with
different label phrases, where each demon-
stration is constructed per label phrase. Given
that label phrases are semantically related or
similar, it is expected that resulting demon-
strations indirectly augment the vocabulary of
the verbalizer with label phrases3.

2. Soft demonstration memory based on mul-
tiple sequences of word embeddings. Unlike
LM-BFF, which directly uses a sequence of
hard tokens in the demonstration, inspired by
the soft prompts of Lester et al. (2021), we re-
place them with a sequence of soft vectors as
a proper context for each label phrase, where
soft vectors are globally shared soft examples
for each label phrase but are not sensitive to

2Note that LM-BFF also explored sampling multiple
demonstrations per label, but did not observe any improve-
ment.

3Here, it is assumed that the set of label words is different
from the set of label phrases.
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𝐶𝐿𝑆 Terrible movie . It was 𝑀 .

𝑆𝐸𝑃 	The drama discloses nothing . It was terrible . 𝑆𝐸𝑃

𝑆𝐸𝑃 A fun ride . It was great . 

Demonstrations for Positive & Negative Label

Training Input & Template

MLM 
Head

terrible: (negative)
great: (positive) 

(a) Prompt-based fine-tuning with demonstration (LM-BFF)

𝐶𝐿𝑆 Terrible movie . It was 𝑀 .

𝑆𝐸𝑃 	 𝑇!"# , …, 𝑇$ It was so sad . 𝑇$"# , …, 𝑇% It was a waste of time. 𝑆𝐸𝑃

𝑆𝐸𝑃 	 𝑇 , …, 𝑇& It was a gift . 𝑇&"# , …, 𝑇! It was an instant hit . 

Multiple Soft Demonstrations for Positive & Negative Label

Training Input & Template

MLM 
Head

terrible: (negative)
great: (positive) 

Linear

Weight initialization with 
MLM Decoder weights

(b) Prompt-based fine-tuning with multiple soft demonstration memory (our approach)

(c) Automatically generating phrase-level verbalizers (our approach)

Funny . It was <extra_id_0> . 
…

This junk . It was <extra_id_0> .
…

T5

an instant hit

waste of my time
…

Decode

Most 𝑚 Phrase-level verbalizers
𝒯!"#$!(𝑥%&) 𝒯'$()&(𝑥%&)

𝒯'$()&(𝑥%&)𝒯!"#$!(𝑥%&)

Figure 1: An illustration of (a) the prompt of LM-BFF (Prompt-based fine-tuning with demonstration), comparing
to that of (b) our proposed LM-BFF-MS (Prompt-based fine-tuning with Multiple soft demonstration memory) in
Section 3. The subfigure (c) shows the span-corrupted input and output of T5 used for automatic generation of
phrase-level verbalizers as in Section 3.2. [M], [Tk], <extra_id_0>, blue and brown colored square box referred
as mask and soft token, sentinel token of T5, positive, negative, respectively.

an input context. In our approach, soft vec-
tors are considered as automatically generated
demonstration that matches well for each label
phrase, capturing the common context for the
corresponding phrase. To train the soft demon-
stration memory effectively, we further intro-
duce an auxiliary task, named next demon-
strations prediction (NDP) task, inspired by
NSP-BERT (Sun et al., 2021).

Following the previous setting of the LM-BFF,
the experimental results on eight NLP datasets
show that the proposed LM-BFF-MS leads to a
better and more stable few-shot performance com-
pared to the previous models. The contributions of
this study are summarized as follows:

• We propose prompts with multiple soft
demonstration memory based on the auto-
matic generation of multiple label phrases and
the use of soft demonstration memory that is
armed with an auxiliary NDP task.

• We present promising results of the pro-
posed method on eight NLP tasks by showing
improved results on some datasets, particu-
larly achieving state-of-the-art performance
on SST-2 and MRPC.

2 Related Work

Prompt-based few-shot fine-tuning, which finetunes
based on few-shot examples under a prompting
setting, has been widely studied for moderately
sized PLMs such as BERT (Devlin et al., 2019) and

RoBERTa (Liu et al., 2019). For example, PET re-
formulates downstream tasks as a masked language
modeling problem and performs gradient-based
fine-tuning (Schick and Schütze, 2021a,b). Auto-
Prompt creates appropriate prompts for a set of dis-
crete tokens using a gradient-guided search (Shin
et al., 2020). Null Prompts—simple concatenations
of the inputs and [MASK] token—achieve a free of
prompt engineering (Logan et al., 2021). Instead of
using hard prompts, there have also been works of
using continuous vectors of prompt tokens, called
soft prompting4, including the work of Lester et al.
(2021), which proposes soft prompts composed of
learnable continuous embeddings while freezing
the weight of PLMs; and Gu et al. (2021) pro-
poses pre-training prompts by adding soft prompts
into the pre-training stage to obtain a better ini-
tialization. The demonstration-aware prompt has
also been explored by (Gao et al., 2021) with their
proposed LM-BFF, where a demonstration is con-
structed by unmasking the masked prompt on a
similar input example.

Unlike LM-BFF, which uses a single demonstra-
tion per label, our work uses ‘multiple’ demon-
strations that are provided for automatically gen-
erated label phrases. In addition, inspired by the
method of soft prompting, we use ‘soft’ demonstra-
tion memory based on globally shared soft vectors
for prompt tokens, without using hard tokens of the
similar context.

4Here, the soft prompting method refers to the methods of
using unknown prompt-specific token embedding or hidden
representations at prompt positions.
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Model SST-2 (acc) MR (acc) Subj (acc) MRPC (F1)

Majority† 50.9 50.0 50.0 81.2
Prompt-based zero-shot‡ 83.6 80.8 51.4 61.9
“GPT-3” in-context learning 84.8 (1.3) 80.5 (1.7) 53.6 (0.8) 45.7 (6.0)
Fine-tuning 81.4 (3.8) 76.9 (5.9) 90.8 (1.8) 76.6 (2.5)
LM-BFF (man) + demonstration 92.6 (0.5) 86.6 (2.2) 92.3 (0.8) 77.8 (2.0)
DART 93.5 (0.5) 88.2 (1.0) 90.7 (1.4) 78.3 (4.5)

LM-BFF-MS 94.0 (0.3) 88.3 (0.5) 92.7 (0.3) 80.4 (1.3)

Fine-tuning (full)† 95.0 90.8 97.0 91.4

Model MNLI (acc) SNLI (acc) CR (acc) MPQA (F1)

Majority† 32.7 33.8 50.0 50.0
Prompt-based zero-shot‡ 50.8 49.5 79.5 67.6
“GPT-3” in-context learning 52.0 (0.7) 47.1 (0.6) 87.4 (0.8) 63.8 (2.1)
Fine-tuning 45.8 (6.4) 48.4 (4.8) 75.8 (3.2) 72.0 (3.8)
LM-BFF (man) + demonstration 70.7 (1.3) 79.7 (1.5) 90.2 (1.2) 87.0 (1.1)
DART 67.5 (2.6) 75.8 (1.6) 91.8 (0.5) -

LM-BFF-MS 68.2 (3.3) 73.9 (3.0) 90.8 (1.7) 87.9 (0.4)

Fine-tuning (full)† 89.8 92.6 89.4 87.8

Table 1: The main results with RoBERTa-large. †: the full training set is used. ‡: no training examples are used.
Otherwise, we use K = 16 (# examples per class). The mean (and standard deviation) performance over five
different splits is reported. Majority: majority class “GPT-3” in-context learning: using the in-context learning
proposed in (Brown et al., 2020) with RoBERTa-large (no parameter updates); man: manual prompt; LM-BFF &
DART: the performance in (Gao et al., 2021; Zhang et al., 2021) is reported. full: fine-tuning using full training set.

3 Fine-tuning with Multiple Soft
Demonstration Memory

3.1 Background

Following on from (Gao et al., 2021), suppose that
the input sentences xin = x1 and xin = (x1, x2)
are presented for single-sentence and sentence-
pair tasks, respectively. The template T is de-
fined as (Tlabel, Tdemon), where Tlabel is the tem-
plate used to generate the main prompt for input
xin and Tdemon is the additional template to gen-
erate demonstrations of input xin. For example,
Tlabel(xin) for a single sentence task is given as:

Tlabel(xin) = [CLS] x1 It was [MASK] . [SEP]

We use Tlabel with the manually designed templates
of (Gao et al., 2021)5.

To define Tdemon, suppose that V and Y are
the vocabulary and label space, respectively. Let
Mwo : Y → V and M(1)

ph , · · · ,M
(m)
ph : Y → V∗

be mapping functions that convert a label into
individual words and phrases, called word-level
and phrase-level functions, respectively. For ex-
ample, Mwo(pos) = “great”, Mwo(neg) =
“terrible”, Mph(pos) = “a gift”, Mph(neg) =

5We use Table 1 of (Gao et al., 2021) for Tlabel as de-
scribed in Table 5. Note that we do not use auto-generated
templates and label words.

“a total waste of my time”. Let M be the set
of m phrase-level mapping functions, that is,
M = {M(1)

ph , · · · ,M
(m)
ph }. Given Mph ∈ M,

T̃demon(xin, y,Mph) is defined as the unmasked
sequence of Tlabel(xin) by placing Mph(y) in-
stead of the [MASK] token; T̃demon(xin, y,Mph)
is obtained by first applying Tlabel to xin to pro-
duce Tlabel(xin) and then replacing [MASK] with
Mph(y). For example, given xin = x1, y =
neg,Mph(neg) = “so sad”, T̃demon(xin, y,Mph)
is then obtained as: "x1 It was so sad .[SEP]".

Now, suppose that N (xin, y) is the set of train-
ing examples similar to xin labeled with y. Then
Tdemon is defined as follows:

Tdemon(xin) =
⊕

M̃ph ∈ M,
x ∈ N (xin, y),

y ∈ |Y|

T̃demon(x, y,Mph) (1)

where ⊕ denotes the concatenation operator.
Finally, xin is converted to its prompted version

xprompt = Tlabel(xin) ⊕ Tdemon(xin), which is
used as the input for the prompt-based few-shot
fine-tuning.

Note that this setting includes the LM-BFF as
a specific case with |N (xin, y)| = 1 per label and
M = {Mwo} in Eq. (1), which refers to a single
demonstration setting.
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3.2 Automatically Generating Phrase-Level
Verbalizers

In contrast to the LM-BFF, we employ phrase-level
mapping function, as it is theorized that it would
enable a better representation of the demonstration
than a word-level mapping function. The remaining
part describes how to obtain the m phrase-level
mapping functions in Eq. (1), M(j)

ph ∈ M.
To this end, we use T5 to generate label phrases

using a properly designed span-corrupted input in
the reverse manner of (Gao et al., 2021) which
exploits T5 to automatically generate templates.
The input for T5’s encoder is merely the prompted
sequence Tlabel(xin), however, with [MASK] as
the span-corrupted token, the decoder then fills in
the placeholders, removes duplicated results, and
chooses the top m most likely generated sequences
for phrase-level mapping functions of the corre-
sponding label as described in Figure 1 (c). Our
generation results are shown in Table 4.

3.3 Soft Demonstration Memory
Different from LM-BFF which explicitly finds sim-
ilar training examples N (xin, y), ‘soft demonstra-
tion memory’ is used, which consists of globally
shared soft examples as demonstrations, assum-
ing that each demonstration uses n soft tokens
for a sentence as [T1] · · ·[Tn]. Under a soft
demonstration memory, Tdemon(xin) is obtained
using Eq. (1), but using the following definition of
N (xin, y)

6:

N (xin, y) =
{
[T

(k)
1 ] · · ·[T (k)

n ]
}m

k=1

In single-sentence tasks, the soft demonstration
memory maintains a total of m · |Y| sentences each
of which consists of n soft tokens, where the set
of m sentences corresponds to each label. For
example, when n = 10, m = 5, and |Y| = 2, the
total size of the global memory is 100.

To create m demonstrations, all examples of
global memory are chosen without requiring a sam-
ple of similar examples. An illustration of the in-
corporated soft demonstration memory is described
shown in Figure 1 (b).

3.4 Next Demonstration Prediction Task
To obtain a better representation of soft demonstra-
tion memory, we introduce the NDP task, which
predicts whether positive (or negative) examples

6That is, the soft demonstration memory is a set of |Y|
global memories each of which consists of m demonstrations.

Dataset Model K=16

SST-2 Soft Prompting 92.7 (0.5)
LM-BFF-MS 94.0 (0.3)

Table 2: Few-shot performance comparison with soft
prompting (Lester et al., 2021) and our approach.

in Tdemon(xin) are correctly matched with a posi-
tive (or negative) label word for the prompted input
Tlabel(xin).

To be more specific, the NDP task trains
PNDP(y|xprompt) = softmax(W[MLM]h[CLS] +
b), where W[MLM] ∈ R|Y|×d are the output embed-
ding weights of the label words in an MLM de-
coder. Finally, given a few-shot example (xin, y),
the training objective is defined as:

L = CE (P ([MASK] = Mwo(y)|xprompt)) +

λ · CE (PNDP(y|xprompt))

where CE is the cross-entropy loss function and λ is
the hyper-parameter. Section 4.3 presents the effect
of using the NDP loss compared to that without it.

4 Experiments

The implementation details are provided in Ap-
pendix B. For a fair comparison, the same manual
prompts for Tlabel in LM-BFF and LM-BFF-MS
are used.

4.1 Main Results

As shown in Table 1, it is noticed that the proposed
approach achieves a better and stable few-shot per-
formance than the prior methods and the LM-BFF
on five tasks. In particular, LM-BFF-MS achieves
state-of-the-art performance on SST-2 and MRPC
tasks, with 94.0 and 80.4, respectively. Moreover,
it is observed that the performance variation of LM-
BFF-MS are mostly lower than that of the prior
methods except for the MNLI, SNLI, and CR tasks,
implying that our approach is more stable than
the existing models. On the other hand, LM-BFF-
MS is weaker than LM-BFF on SNLI, although
it shows comparable results to DART. We believe
that the effect of global demonstration memory is
task sensitive, suggesting that the local method of
sampling similar demonstrations as in LM-BFF of-
ten needs to be employed for some tasks or specific
input sentences.
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(a) [MASK] w/o NDP Task (b) [MASK] w/ NDP Task

Figure 2: A visualization of representation of [MASK] tokens.

4.2 Soft Demonstration Memory vs. Soft
Prompting

To validate the use of soft demonstration memory,
instead of inserting soft vectors into the demonstra-
tion parts. We further evaluate the soft prompting
of (Lester et al., 2021) by prepending p soft vectors
to the main template Tlabel(xin), where p is the
length of the additional soft prompt7.

Table 2 compares soft prompting with LM-BFF-
MS on SST-2 and shows that LM-BFF-MS out-
performs soft prompting under the setting of the
same length of soft token. The results confirm
that the gain of soft demonstration memory is not
merely obtained by using additional parameters
of soft vectors, but by effectively modeling the
demonstration-aware context.

4.3 The Effect of Using Next Demonstration
Prediction Task

Method SST-2 (acc)
LM-BFF (man) + demonstration 92.6 (0.5)
DART 93.5 (0.5)
LM-BFF-MS 94.0 (0.3)

-next demonstration prediction 93.4 (0.4)

Table 3: Ablation study for NDP on SST-2 dataset.

To examine whether the use of the NDP task
is indeed effective in LM-BFF-MS, Table 3 com-
pares results of LM-BFF-MS with and without the
NDP task on the SST-2 dataset. As shown in Table

7Here, p is fixed to be the same as the number of tokens
used in the multiple demonstrations of the LM-BFF-MS.

3, LM-BFF-MS with NDP loss shows improved
performance compared to that without NDP loss,
providing positive evidence for our motivating hy-
pothesis that the use of the NDP loss is helpful in
enhancing the representation of soft demonstration
memory.

To further analyze the effect of auxiliary NDP
task, Figure 2 visualizes the representation of
[MASK] tokens on SST-2 using t-SNE (van der
Maaten and Hinton, 2008) compared, with and
without the NDP task. As shown in Figure 2a
and 2b, the representation learned using the NDP
task is more discriminative than that learned with-
out the NDP task, suggesting that the NDP task
provides an effective additional loss for learning
representations of soft demonstration memory.

5 Conclusion

This study proposed LM-BFF-MS—manual
prompts with multiple soft demonstration memory
based on the automatic generation of multiple label
words and an auxiliary NDP task. Experiments
showed that the proposed method outperforms
prior works on five tasks: SST-2, MR, Subj,
MRPC, and MPQA. Extending our work to a large
soft demonstration memory and a combination of
local and global memory is valuable for future
investigations.
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A Limitation

The main contribution of this work is the multiple
soft demonstration memory, however, the number

of available demonstrations is bounded by the max-
imum input length. Furthermore, unlike the GPT-3
model, the maximum input length of PLMs is usu-
ally 512, which is not sufficient to deal with more
difficult tasks such as SNLI and MNLI. As shown
in Table 1, despite the effectiveness of LM-BFF-
MS, it shows a lower few-shot performance than
previous studies on SNLI and MNLI. We believe
that this is strongly related to automatic phrase-
level generation and is bounded by the maximum
input length. We leave this topic as a subject for
future work.

B Implementation Details

B.1 Datasets & Setting

We used the following datasets—SNLI (Bowman
et al., 2015), MNLI (Williams et al., 2018), SST-2
(Socher et al., 2013) MRPC (Dolan and Brockett,
2005), MR (Pang and Lee, 2005), CR (Hu and Liu,
2004), MPQA (Wiebe et al., 2005), and Subj (Pang
and Lee, 2004). This study followed the same ex-
perimental setting from LM-BFF (Gao et al., 2021).

B.2 Implementation

This proposed approach was implemented using
PyTorch (Paszke et al., 2019) and HuggingFace
Transformers (Wolf et al., 2020). Experiments
were conducted with Nvidia Quadro RTX 8000
GPU. All optimizations were performed using the
AdamW optimizer with a linear warm-up of the
learning rate. The warmup proportion is 0.6. The
gradients are clipped if their norms exceed 1.0.

A T5-large and beam search (e.g., beam width:
30) were used to generate phrase-level verbalizers
automatically in a zero-shot manner.

B.3 Multiple Soft Demonstration Memory
Setting

SST-2, MR, CR, Subj, MRPC, MPQA

• Length of soft tokens: n = 10

• Number of target label: |Y| = 2

• Demonstrations per label: m = 5

• Total: |T | = n ·m · |Y| = 100

MNLI

• Length of soft tokens: n = 20

• Number of target label: |Y| = 3
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Task label Phrase-level Verbalizers

SST-2 negative [well worth the effort, a total waste of my time, a real treat to watch, so sad, a cultural revolution]
positive [an instant hit, a gift, entertaining on an inferior level, an unforgettable experience, a thriller with an edge]

MR negative [delicious, time, ms, the right thing to do, a very sad movie]
positive [refreshing, the best film of the year, well worth the money, such a shame, released on friday]

Subj subjective [not a documentary, godard at his best, a funny film, not a great movie, not one of them]
objective [the story of dr, not an easy task, a great site, not a film to be missed, not a great film]

MRPC not_equivalent [For the three-month daily average, According to the Washington Post, This is not unanticipated, At midday Monday, ? In the 1990s]
equivalent [On Friday, Yesterday, JERUSALEM, Hi, Today]

MNLI contradiction [In an interview with CNN, we hope, California Rural Justice Consortium, Realigning, In this simulation]
entailment [For more information, He’s nice, Ueno, I got good results, Exercise Bicycle]
neutral [At the University of Georgia, million, Firstly, Arthur Schlesinger, I was embarrassed]

SNLI contradiction [Car in garage, Florida Marlins, The pipe is black, In the boat, , The man is painting.]
entailment [Uncle Henry, At a trailer, Hippie is walking on foot, On a dusty path, In this kitchen]
neutral [According to locals, Playing with a ball, ", A group of people are walking", Mountains in the background]

CR negative [a complete waste of time, working fine for me, not working on my other phone, supposed to work, the same for me]
positive [exactly what i was looking for, a lot of fun to use, a great day, a pleasure to work with you, the perfect phone for me]

MPQA negative [ful, here, China, good, customers]
positive [trade, know , transparent, -tuned, and values]

Table 4: Automatic generation for phrase-level verbalizers Mph used in our experiments.

Task Template Label words

SST-2 It was [MASK] . positive: great, negative: terrible
MR It was [MASK] . positive: great, negative: terrible
CR It was [MASK] . positive: great, negative: terrible
MPQA It was [MASK] . positive: great, negative: terrible
Subj This is [MASK] . subjective: subjective, objective: objective
MNLI ? [MASK] , entailment: Yes, netural: Maybe, contradiction: No
SNLI ? [MASK] , entailment: Yes, netural: Maybe, contradiction: No
MRPC ? [MASK] , equivalent: Yes, not_equivalent: No

Table 5: Manual templates and label words Mwo that we used in our experiments from LM-BFF (Gao et al., 2021).

• Demonstrations per label: m = 1

• Total: |T | = n ·m · |Y| = 60

SNLI

• Length of soft tokens: n = 10

• Number of target label: |Y| = 3

• Demonstrations per label: m = 1

• Total: |T | = n ·m · |Y| = 30

B.4 Training Example
Suppose that we train SST-2 dataset following set-
ting: n = 2, |Y| = 2, and m = 2. Then xprompt is
formed as follows:

xprompt = [CLS] x1 It was [MASK] . [SEP]

[T1] [T2] It was an instant hit

[T3] [T4] It was a gift [SEP]

[T5] [T6] It was well worth the effort

[T7] [T8] It was a total waste of my time [SEP]

where x1, [T1], · · ·[T4],[T5], · · ·[T8] are the
input sentence and multiple soft demonstration

memory for positive and negative labels, respec-
tively. In this case, W[MLM] ∈ R2×d is the output
embedding weights of label words (e.g., positive:
‘great’, negative: ‘terrible’) in a MLM Decoder for
the NDP task.
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Abstract

Dialogue State Tracking (DST) is primarily
evaluated using Joint Goal Accuracy (JGA) de-
fined as the fraction of turns where the ground-
truth dialogue state exactly matches the predic-
tion. Generally in DST, the dialogue state or
belief state for a given turn contains all the in-
tents shown by the user till that turn. Due to
this cumulative nature of the belief state, it is
difficult to get a correct prediction once a mis-
prediction has occurred. Thus, although being
a useful metric, it can be harsh at times and un-
derestimate the true potential of a DST model.
Moreover, an improvement in JGA can some-
times decrease the performance of turn-level or
non-cumulative belief state prediction due to
inconsistency in annotations. So, using JGA as
the only metric for model selection may not be
ideal for all scenarios. In this work, we discuss
various evaluation metrics used for DST along
with their shortcomings. To address the exist-
ing issues, we propose a new evaluation metric
named Flexible Goal Accuracy (FGA). FGA is
a generalized version of JGA. But unlike JGA,
it tries to give penalized rewards to mispredic-
tions that are locally correct i.e. the root cause
of the error is an earlier turn. By doing so, FGA
considers the performance of both cumulative
and turn-level prediction flexibly and provides
a better insight than the existing metrics. We
also show that FGA is a better discriminator of
DST model performance.

1 Introduction

Dialogue State Tracking (DST) is at the core of
task-oriented dialogue systems. It is responsible
for keeping track of the key information exchanged
during a conversation. With the growing popularity
of task-based conversational agents, it is essential
to review the evaluation of DST to appropriately
measure the progress in this evolving area.

The task of DST is to predict the user intent
through dialogue states (Henderson et al., 2014).
Fig. 1 shows an example DST task from Multi-

WOZ (Budzianowski et al., 2018) dataset. Let Ut

and St be the user and system utterances respec-
tively at turn t. Then a typical conversation can
be expressed as D = {U0, (S1, U1), ...(Sn, Un)}.
The commonly used ground-truth dialogue state
for DST is the belief state. Belief state Bt for turn
t is defined as the set of (domain, slot, slot-value)
triplets that have been extracted till turn t, thereby
it is cumulative in nature. The objective of DST is
to predict Bt given the dialogue history till turn t.

The primary metric for evaluating DST is Joint
Goal Accuracy (JGA). It compares the predicted
dialogue states to the ground truth Bt at each dia-
logue turn t (Henderson et al., 2014). As the belief
state is cumulative, it is very unlikely for a model
to get back a correct prediction after a mispredic-
tion. This is why it can provide an underestimated
performance in certain cases. Besides, JGA com-
pletely ignores the performance of turn-specific
local predictions. Let Tt be the turn-level belief
state that contains all the intents or (domain, slot,
slot-value) triplets expressed by the user only at
turn t. Ideally, a model with higher JGA should
also perform equally well to predict Tt. But, we ob-
serve that improving JGA can sometimes degrade
the performance of predicting Tt mainly due to the
presence of annotation inconsistencies in the avail-
able datasets. For example, in Fig. 1, the presence
of (hotel, area, centre) and absence of (attraction,
name, all saints church) in ground-truth B2 and
B4 shows such inconsistencies. So, the general-
ization of the model may get compromised if the
model selection is done only using JGA. Anno-
tation inconsistencies and errors are common in
real-world datasets. Hence, to provide a fair esti-
mate, it requires not only track the performance of
the cumulative belief state but also turn-level belief
state as well.

In this work, we address these issues of JGA by
proposing a novel evaluation metric for DST called
Flexible Goal Accuracy (FGA). The central idea of
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FGA is to partially penalize a misprediction which
is locally correct i.e. the source of the mispredic-
tion is some earlier turn. The main contributions of
our work are as follows 1:

• Detailed analysis of the existing DST metrics.

• Proposal of Flexible Goal Accuracy (FGA)
than can keep track of both joint and turn-
level performances simultaneously.

• Justification of FGA along with performance
comparison on the MultiWOZ dataset.

2 Discussion on existing DST metrics

2.1 Joint goal accuracy

Joint accuracy or joint goal accuracy (JGA) checks
whether the set of predicted belief states exactly
matches the ground truth for a given user turn (Hen-
derson et al., 2014; Wu et al., 2019). Let Bt and
B′

t be the set of ground-truth and predicted belief
states at turn t. Then the prediction of turn t is
considered to be correct if and only if Bt exactly
matches B′

t. Fig. 1 shows an illustration of the pre-
dicted belief state where the predictions of B′

t are
generated using SOM-DST (Kim et al., 2020). In
the example, there are 2 out of 6 correct predictions
of B′

t that result in a JGA score of 33.33% for the
whole conversation.

Although joint goal accuracy is a convenient met-
ric to evaluate DST, it has certain limitations. The
main source of the issue is the cumulative nature of
ground-truth Bt. As a result, once a misprediction
has occurred, it is difficult to get back a correct
prediction in subsequent turns. For example, in
Fig. 1, the prediction goes wrong in Turn 2 which
affects all the later predictions. So, it is very likely
to get a JGA of zero if the model somehow mispre-
dicts the first turn. Therefore, JGA can undermine
the true potential of a DST model and provide an
underestimated performance.

In addition, JGA does not take into account turn-
level performances. For instance, in Fig. 1, Turn 3
and 5 are locally correct but JGA will mark them 0
since Bt and B′

t has not matched exactly. Normally,
it is expected that increasing the exact matches will
also reflect in turn-level matches. But we observed
that sometimes increasing exact matches can de-
crease turn-level matches mainly due to annotation
inconsistencies. So, one should be careful while

1Code is available at github.com/SuvodipDey/FGA

 

Turn Conversation Details 
Exact 

match 

Turn 

match 

0 

U0 

Hi, I am traveling to Cambridge and could use 

some help for sure.  I am so excited to see 

some local tourist attractions.   
B0 { } 

B'0 { } 

1 

S1 

We have 79 attractions to choose from, 

anything specific that you would like to tell us 

to help narrow it down? 
  

U1 I'm looking for a hotel called cityroomz. 

B1 {hotel: {name: cityroomz}} 

B'1 {hotel: {name: cityroomz}} 

2 

S2 

Cityroomz is a 0-star hotel in the center of 

town. Its address is Sleeperz Hotel, Station 

Road. 

✝ ✝ 
U2 

Can you please book a room for 4 people for 2 

nights starting on wednesday? 

B2 
{hotel: {area: centre, day: wednesday, people: 

4, stay: 2, name: cityroomz, stars: 0}} 

B'2 
{hotel: {day: wednesday, people: 4, stay: 2, 

name: cityroomz}} 

3 

S3 
Booking was successful.Reference number is : 

WGUYAGN2 anything else i can help? 

✝  

U3 
Thanks. I am also looking for places to go in 

town. Perhaps an attraction in the city centre. 

B3 

{attraction: {area: centre}, hotel: {area: 

centre, day: wednesday, people: 4, stay: 2, 

name: cityroomz, stars: 0}} 

B'3 

{attraction: {area: centre}, hotel: {day: 

wednesday, people: 4, stay: 2, name: 

cityroomz}} 

4 

S4 
I have the all saints church located at jesus 

lane and it's free entrance. 

✝ ✝ 

U4 That sounds perfect. Thanks! 

B4 

{attraction: {area: centre}, hotel: {area: 

centre, day: wednesday, people: 4, stay: 2, 

name: cityroomz, stars: 0}} 

B'4 

{attraction: {area: centre, name: all saints 

church}, hotel: {day: wednesday, people: 4, 

stay: 2, name: cityroomz}} 

5 

S5 Can I help you with anything else? 

✝  

U5 No thanks. That's all I need. Goodbye. 

B5 

{attraction: {area: centre}, hotel: {area: 

centre, day: wednesday, people: 4, stay: 2, 

name: cityroomz, stars: 0}} 

B'5 

{attraction: {area: centre, name: all saints 

church}, hotel: {day: wednesday, people: 4, 

stay: 2, name: cityroomz}} 

Figure 1: Illustration of DST task. “Exact Match” com-
pares Ground truth belief state Bt and Predicted belief state
B′

t. “Turn Match” indicates the correctness of turn-level non-
cumulative belief state prediction. Arrows represent the prop-
agation of errors.

using only joint accuracy for model selection. Be-
sides, the available DST datasets (like MultiWOZ)
contain a lot of annotation errors (Zang et al., 2020).
For example in turn 4, the model has predicted the
intent (attraction, name, all saints church). Al-
though the prediction looks rational, the triplet is
absent in the ground-truth. So, if a mismatch occurs
due to an annotation error, it is highly probable that
all the subsequent turns will be marked incorrect
leading to an underestimated performance.

Hence, using joint goal accuracy for evaluating
DST works fine if there are no annotation errors
and the sole purpose is to improve the prediction of
cumulative belief state. Otherwise, there is a need
to include turn-level performance in order to obtain
a fair evaluation of a DST model.
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2.2 Slot Accuracy
Slot accuracy (SA) is a relaxed version of JGA that
compares each predicted (domain, slot, slot-value)
triplet to its ground-truth label individually (Wu
et al., 2019). Let S be the set of unique domain-
slot pairs in the dataset. Let Bt and B′

t be the set
of ground-truth and predicted belief states respec-
tively. Then slot accuracy at turn t is defined as

SA =
|S| − |X| − |Y |+ |P ∩Q|

|S|
, (1)

where X = (Bt \B′
t), Y = (B′

t \Bt), P is the set
of unique domain-slot pairs from X , and Q is the
set of unique domain-slot pairs from Y . Basically,
in Equation 1, |X| and |Y | represent the number
of false negatives and false positives respectively.
Note that if the value of a ground-truth domain-slot
pair is wrongly predicted then this misprediction
will be counted twice (once in both X and Y ). The
term |P ∩Q| in the above equation helps to rectify
this overcounting. In MultiWOZ, the value of |S|
is 30. For Turn 2 in our running example, since
|B1 \B′

1| = 2 and |B′
1 \B1| = 0, slot accuracy is

equal to (30−2−0−0)
30 i.e. 93.33%. Slot accuracy for

the entire conversation in Fig. 1 is 94.44%.
The value of slot accuracy can be very mislead-

ing. For instance, even if the prediction of Turn 2 is
wrong in Fig. 1, we get a slot accuracy of 93.33%
which is extremely high. Basically, slot accuracy
overestimates the DST performance. Let us exhibit
this fact by considering the case where we predict
nothing for all turns i.e. B′

t = ∅,∀t. Then, slot
accuracy simplifies to |S|−|Bt|

|S| . It is natural that
|Bt| << |S| because a conversation will typically
have only a small number of domain-slot pairs live
at any time. As a result, slot accuracy remains on
the higher side (≈ 81% for MultiWOZ 2.1) even if
we predict nothing. For datasets with a larger num-
ber of domain/slots, since |S| is large, slot accuracy
will be close to 1 for almost all scenarios. Thus,
slot accuracy is a poor metric to evaluate DST.

2.3 Average Goal accuracy
Average goal accuracy (AGA) is a relatively newer
metric proposed to evaluate the SGD dataset (Ras-
togi et al., 2020). Here, the slots that have a non-
empty assignment in the ground-truth dialogue
state are only considered during evaluation. Let
Nt ⊆ Bt be the set of ground-truth triplets having
non-empty slot-values. Then AGA is computed as
|Nt∩B′

t|
|Nt| where B′

t is the predicted belief state for

turn t. The turns having Nt = ∅ are ignored during
the computation of AGA. In Fig. 1, AGA for turn
2 is 4/6, and 76.19% for the entire conversation.

This metric has mainly two limitations. Firstly,
AGA is only recall-oriented and thereby does not
consider the false positives. Ignoring the false pos-
itives makes this metric insensitive to extraneous
triplets in the predicted belief state. However, this
issue can be easily addressed by redefining AGA
as |Nt∩B′

t|
|Nt∪B′

t|
. But there still exists a second major

problem with AGA. Note that even if a turn is com-
pletely wrong, AGA for that turn can still be higher
because of the correct predictions in the previous
turns. For example, even if turn 2 and 4 are incor-
rect, we get an AGA of 4/6 and 5/7 respectively
which clearly indicates an overestimation.

3 Flexible Goal Accuracy

From the previous discussion, it is evident that
despite a few limitations, joint goal accuracy is su-
perior to the other two metrics. This is why with
the objective to obtain a better evaluation metric
for DST, we address the shortcomings of JGA by
proposing a new metric called Flexible goal accu-
racy (FGA). The description of FGA is presented
in the next part of this section, whereas its working
is described as a pseudo-code in Algo. 1.

For a given a turn t, an error in belief state predic-
tion (i.e. Bt ̸= B′

t) can occur in two ways: 1) the
source of the error is turn t itself i.e. the turn-level
prediction is wrong, 2) the turn-level prediction of
turn t is correct but the source of the error is some
earlier turn terr ≺ t. FGA works differently from
JGA only for type 2 errors. Unlike JGA, FGA does
not penalize type 2 errors completely. It assigns
a penalized score based on the distance between
the error turn (terr) and the current turn (t) and the
penalty is inversely proportional to this distance
(t− terr). The main idea is to forget the mistakes
with time in order to attain a fair judgment of a
DST model offline.

We decide the correctness of a turn-level match
using the logic shown in line 10 of Algo. 1. A turn
t > 0 is locally correct if (T ′

t ⊆ Bt and Tt ⊆ B′
t)

where Tt = Bt \ Bt−1 and T ′
t = B′

t \ B′
t−1. In

other words, a turn-level or local match indicates
that all the intents shown by the user in a particular
turn have been correctly detected without any false
positives. Just comparing Tt and T ′

t to check a
turn-level or local match can be erroneous because
it will not credit the model for error corrections.
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Algorithm 1: FGA for single conversation
Input: B = list of groun-truth belief states,

B′ = list of predicted belief states,
N = #turns

Output: Flexible goal accuracy
1 T = {0, 1, . . . , N − 1} , terr ← −∞, f = 0
2 for t ∈ T do
3 w ← 1
4 if Bt ̸= B′

t then
5 if t = 0 then

/* Type 1 error */
6 w ← 0 , terr ← t

7 else
8 Tt ← Bt \Bt−1

9 T ′
t ← B′

t \B′
t−1

10 if T ′
t ̸⊆ Bt or Tt ̸⊆ B′

t then
/* Type 1 error */

11 w ← 0, terr ← t

12 else
/* Type 2 error */

13 x← (t− terr)
14 w ← 1− exp(−λx)
15 f ← f + w

16 return f/N

For the penalty function, we use the CDF of expo-
nential distribution (shown in Line 14 of Algo. 1)
parameterized by λ where λ ≥ 0. Clearly, the strict-
ness of FGA is inversely proportional to λ. Note
that λ = 0 will reduce FGA to JGA (strict metric)
whereas λ→∞ will report only the accuracy on
turn-level matches (relaxed metric). Finding the
appropriate λ for a specific DST task should be
done carefully in order to match the desired evalu-
ation criteria. However, we can take a theoretical
stand and approximate the hyper-parameter value
as λ = −ln(1 − p)/tf where tf is the number of
turns that it will take to forget a mistake by factor
p where (0 ≤ p < 1). For example, if tf=6 and
p=0.95, then λ=0.499. So, the strictness of FGA
is directly proportional to tf and inversely propor-
tional to p. If the dataset is clean, one can alterna-
tively find the best λ through a human evaluation,
although it would require additional human effort.
Hence, we can flexibly set the strictness criteria of
FGA through the hyper-parameter λ according to
our requirement.

In our running example (Fig. 1), the FGA score
for each turn with λ = 0.5 is {1, 1, 0, 0.39, 0, 0.39}
which results in a FGA score of 46.33% for the

entire conversation. We can observe two things
from these numbers. Firstly, it is not overestimat-
ing in comparison to SA and AGA. Secondly, it
gives a better estimate than JGA in keeping track of
both exact and turn-level matches simultaneously.
Hence, FGA can provide a relatively balanced esti-
mate than the existing metrics even in the presence
of annotation errors and inconsistencies.

4 Result and Analysis

In this section, we report the performance of FGA
along with the other metrics on four different DST
models: TRADE (Wu et al., 2019), Hi-DST (Dey
and Desarkar, 2021), SOM-DST (Kim et al., 2020),
and Trippy (Heck et al., 2020). We use the Mul-
tiWOZ 2.1 dataset (Eric et al., 2020) as most of
the recent progress in DST are showcased on this
dataset. The results are reported in Table 1. Since
the MultiWOZ dataset covers many domains (ho-
tel, restaurant, taxi, train, attraction) where each
domain may have different levels of tolerance (in-
tuitively train, taxi booking may be strict whereas
information seeking about attraction, restaurant do-
mains may be lenient), an overall common/single
strictness setting for the entire dataset may be diffi-
cult to reach at. Hence, we reported the FGA score
for multiple values of hyper-parameter λ rather
than showing the result for a single value. For the
same reason, we did not try to find the best λ for
evaluating the MultiWOZ dataset.

From Table 1, we can observe that Trippy has
the best JGA. Currently, most of the state-of-the-art
DST performances are shown using Trippy. How-
ever, we can notice that Trippy does not have the
same performance gain for turn-level matches. It
has lesser turn-level matches than SOM-DST and
Hi-DST. This behavior of Trippy can be a side-
effect of boosting the JGA using its intricate featur-
ization. In contrast, Hi-DST optimizes explicitly
for turn-level non-cumulative belief states, thereby
achieving better turn-level accuracy at the expense
of JGA. Among the four models, SOM-DST per-
forms well for both objectives because of their so-
phisticated selective overwrite mechanism. Now,
by comparing the numbers of Table 1, we can infer
that FGA does a better job in providing a fair esti-
mate while considering both exact and turn-level
matches. Moreover, we can also notice that FGA
acts as a better discriminator of DST models in
comparison to the existing metrics.

Human Evaluation: We conducted a human
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Model #Turns #M1 #M2 JGA SA AGA FGA0.25 FGA0.5 FGA0.75 FGA1
TRADE 7368 3600 5287 48.86% 96.96% 88.79% 56.58% 61.19% 64.16% 66.18%
Hi-DST 7368 3622 5903 49.16% 96.70% 90.74% 61.31% 67.69% 71.47% 73.91%
SOM-DST 7368 3912 6084 53.09% 97.36% 91.71% 64.94% 71.04% 74.61% 76.88%
Trippy 7368 3926 5875 53.28% 97.30% 90.75% 63.24% 68.67% 71.97% 74.13%

Table 1: Comparison of DST metrics. “M1” and “M2” represents exact and turn-level matches respectively. “FGAx”
indicates the FGA value calcualated using λ=x.

evaluation involving 11 evaluators on 100 randomly
picked conversations from the MultiWOZ 2.1 test
data. For each turn in a conversation, we pro-
vided the system and user utterances along with the
ground-truth and predicted belief states. The pre-
dictions were generated using SOM-DST. For each
conversation, the evaluators were asked to report
their satisfaction (1) or dissatisfaction (0) with the
performance of the model in keeping track of user
intent throughout the conversation. Pearson corre-
lation coefficient of JGA and FGA (with λ = 0.5)
with human ratings came out to be 0.33 and 0.37
respectively. This shows that FGA is slightly better
correlated than JGA with human evaluation.

5 Conclusion

In this work, we analyzed the limitations of exist-
ing DST metrics. We argued that joint accuracy
can underestimate the power of a DST algorithm,
whereas slot and average goal accuracy can overes-
timate it. We addressed the issues of joint accuracy
by introducing Flexible goal accuracy (FGA) which
tries to give partial credit to mispredictions that are
locally correct. We justified that FGA provides a
relatively balanced estimation of DST performance
along with better discrimination property. In con-
clusion, FGA is a practical and insightful metric
that can be useful to evaluate future DST models.
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A Appendix

A.1 MultiWOZ Dataset
MultiWOZ (Budzianowski et al., 2018) is a popular
DST corpus that contains both single and multi-
domain conversations. For this work, we used
MultiWOZ 2.1 (Eric et al., 2020) which is an up-
dated version of the original MultiWOZ 2.0 dataset.
In addition to the original dataset, MultiWOZ 2.1
contains fixes to some noisy annotations. Table 2
shows few elementary statistics of the dataset.

Data #Conversations #Turns Avg. turns
Train 8420 56668 6.73
Dev 1000 7374 7.37
Test 999 7368 7.37

Table 2: Elementary statistics of MultiWOZ 2.1 dataset.
“Avg. turns” indicate average turns per conversation.

A.2 Result generation procedure
We generated results for four DST models - Trade
(Wu et al., 2019) 2, Hi-DST (Dey and Desarkar,
2021) 3, SOM-DST (Kim et al., 2020) 4, and Trippy
(Heck et al., 2020) 5. We used their official code
to train them on MutiWOZ 2.1 dataset. All four
models generate an inference file that contains the
predicted belief states for the test set. We used these
inference files to compute the values of different
metrics shown in Table 1. As we trained all the
models from scratch, the results may not be exactly
the same as those reported in the original paper.

A.3 Human evaluation format
For each randomly picked conversation for human
evaluation, we prepared a file that logged the utter-
ances, ground-truth, and predicted belief state for
each turn. Additionally, we indicated whether the
ground truth exactly matched the predicted belief
state to speed up the evaluation process. A sample
file format is shown in Fig. 2.

2github.com/jasonwu0731/trade-dst
3github.com/SuvodipDey/Hi-DST
4github.com/clovaai/som-dst
5gitlab.cs.uni-duesseldorf.de/general/dsml/trippy-public
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Dialogue ID : MUL0379.json 

---------------------- 

Turn: 0 

Sys :   

Usr : I am looking to get to the Rajmahal restaurant please, how do I get there? 

 

GT  : {'restaurant': {'name': 'rajmahal'}} 

PR  : {'restaurant': {'name': 'rajmahal'}} 

Matched : True 

---------------------- 

Turn: 1 

Sys : Would you like for me to book you a taxi to the restaurant? 

Usr : I need you to book the restaurant for me if that's okay. For 2 people at 19:45 on tuesday is what I request. Can I get the reference 

number too? 

 

GT  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}} 

PR  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}} 

Matched : True 

---------------------- 

Turn: 2 

Sys : Okay I booked it and your reference number is 8D21ZMGT. Have a great day. 

Usr : Actually, I'm also looking for a train. I need to go to London Kings Cross on the same day as the restaurant booking. 

 

GT  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'departure': 'london kings cross'}} 

PR  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'day': 'tuesday', 'destination': 'london kings 

cross'}} 

Matched : False 

---------------------- 

Turn: 3 

Sys : No problem. Would you like to specify where you're departing from and what time you'd like? 

Usr : I am departing from London Kings Cross and need to go to Cambridge. I want to arrive by 09:15. 

 

GT  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'departure': 'london kings 

cross', 'destination': 'cambridge'}} 

PR  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'day': 'tuesday', 'departure': 

'london kings cross', 'destination': 'cambridge'}} 

Matched : False 

---------------------- 

Turn: 4 

Sys : I have several options to get you where you are going that arrive before 9:15. Which day would you be traveling? 

Usr : I will be traveling on Tuesday. 

 

GT  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'day': 'tuesday', 'departure': 

'london kings cross', 'destination': 'cambridge'}} 

PR  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'day': 'tuesday', 'departure': 

'london kings cross', 'destination': 'cambridge'}} 

Matched : True 

---------------------- 

Turn: 5 

Sys : There are two trains for that search. Would you look me to book you the one that leaves at 05:17? 

Usr : What are the travel times for those trains? 

 

GT  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'day': 'tuesday', 'departure': 

'london kings cross', 'destination': 'cambridge'}} 

PR  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'day': 'tuesday', 'departure': 

'london kings cross', 'destination': 'cambridge'}} 

Matched : True 

---------------------- 

Turn: 6 

Sys : They are both 51 minutes. 

Usr : Thank you, that should be all for today. 

 

GT  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'day': 'tuesday', 'departure': 

'london kings cross', 'destination': 'cambridge'}} 

PR  : {'restaurant': {'day': 'tuesday', 'people': '2', 'time': '19:45', 'name': 'rajmahal'}, 'train': {'arriveby': '09:15', 'day': 'tuesday', 'departure': 

'london kings cross', 'destination': 'cambridge'}} 

Matched : True 

--------------------- 

Figure 2: Data format for human evaluation
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Abstract
As a recent development in few-shot learn-
ing, prompt-based techniques have demon-
strated promising potential in a variety of nat-
ural language processing tasks. However, de-
spite proving competitive on most tasks in
the GLUE and SuperGLUE benchmarks, ex-
isting prompt-based techniques fail on the se-
mantic distinction task of the Word-in-Context
(WiC) dataset. Specifically, none of the ex-
isting few-shot approaches (including the in-
context learning of GPT-3) can attain a perfor-
mance that is meaningfully different from the
random baseline. Trying to fill this gap, we
propose a new prompting technique, based on
similarity metrics, which boosts few-shot per-
formance to the level of fully supervised meth-
ods. Our simple adaptation shows that the fail-
ure of existing prompt-based techniques in se-
mantic distinction is due to their improper con-
figuration, rather than lack of relevant knowl-
edge in the representations. We also show
that this approach can be effectively extended
to other downstream tasks for which a single
prompt is sufficient.†

1 Introduction

Recently, there has been a resurgence of interest in
few-shot learning, especially after the introduction
of GPT-3 (Brown et al., 2020). The current dom-
inant few-shot approach is the so-called prompt-
based learning which involves a simple reformu-
lation of the target task as a cloze-style (Taylor,
1953) fill-in-the-blank objective. The core idea is
to extract knowledge by asking the right question
from the pre-trained language model (PLM) using
a task-specific prompting template which directs
the PLM to generate a textual output correspond-
ing to a target class. This paradigm has proven its
effectiveness in the few-shot setting, even for rela-
tively smaller models, such as BERT (Devlin et al.,

*Work done as a Master’s student at IUST.
†The code is freely available at https://github.

com/tabasy/similarity_prompting

2019) and RoBERTA (Liu et al., 2019), when com-
bined with ensembling and fine-tuning (Schick and
Schütze, 2021a). From the practical point of view,
prompt-based learning is particularly well-suited
for massive models, such as GPT-3, since it does
not involve parameter tuning.

Prompt-based techniques have shown impres-
sive performance in the few-shot setting, especially
when compared to standard fine-tuning on datasets
of hundreds of data points (Le Scao and Rush,
2021). However, surprisingly, the Word-in-Context
task (Pilehvar and Camacho-Collados, 2019) –one
of the tasks in the SuperGLUE benchmark (Wang
et al., 2019)– is one exception on which these meth-
ods fail to stay on par with their fine-tuned coun-
terparts.‡ While a simple fine-tuned BERT-base
model achieves around 69% accuracy on this task
(Wang et al., 2019), GPT-3, with more than 100
times the number of parameters, performs no better
than a random baseline by employing a prompt-
based approach (Brown et al., 2020). The same pat-
tern of failure is also observed in the more recent
prompt based attempts (Liu et al., 2021; Schick and
Schütze, 2021a).

The natural question that arises here is if the fail-
ure of few-shot techniques on WiC is due to lack
of relevant encoded knowledge in PLMs or the in-
efficiency of the employed prompt-based methods.
Two issues could be responsible for the latter case:
(1) improper prompt, or (2) inefficient utilization
of PLM’s response. To address the first issue, there
have been proposals to automatically find a suit-
able prompt template using a search in the discrete
token space (Shin et al., 2020) or in the continuous
embedding space (Liu et al., 2021). However, none
of these have shown success on the WiC task.

In this work we investigate the latter issue by

‡Given an ambiguous target word in two different con-
texts, the task in WiC is defined as a simple binary classifica-
tion problem to identify if the triggered meaning of the target
word differs in the two contexts or not.

325



Template

I had lots of fun!

I had lots of fun! this movie was [mask]

[mask]
embedding

class
centroids

similarity scores

PLM

Similarity

Classifier

Template

[mask]
embeddings

similarity score

The body or [mask] of the
car was badly rusted.

Administrative
body or [mask].

PLM

Similarity

Classifier

Prompt
Generation

Feature
Extraction

Prediction

Figure 1: An illustration of the similarity-based method applied to sentiment analysis (left) and WiC (right).

introducing a new configuration for prompting.
Given the comparison-based nature of WiC, we
hypothesize that conventional prompting methods
fall short since they only utilize a single prompt
response. Hence, instead of relying on a single
response, we make use of the similarity of PLM’s
response to the combination of a pair of prompts.
The experimental results on the WiC dataset shows
that, with only 16 instances per class, our proposed
prompt-based technique can achieve comparable
results to the fine-tuned models (with access to
full training data of 2700+ instances per class).
Moreover, we show that with few adjustments, this
simple approach can be effectively used for other
downstream tasks.

2 Methodology

Fine-tuning on a specific task can potentially up-
date PLMs on what the task is and how to solve it.
Assuming that PLMs know how to solve some tasks
(to some extent), prompt-based learning focuses on
the former, i.e., teaching the model what the task
is, without needing to resort to large amounts of
data or additional parameters. The common ap-
proach in prompt-based learning is to reformulate
the task as a cloze-style question. For instance,
to ask about the sentiment of a movie review, one
can augment the review with a cloze question like
“this movie was ——.”. Existing methods often
pick a set of one or few word predictions as a rep-
resentative for each class, utilizing the language

model’s response in a sub-optimal manner. We pro-
pose a similarity-based method that not only better
exploits the response, but also allows using multi-
ple prompts which paves the way for comparison-
based tasks, such as WiC. In what follows in this
section, we describe our similarity-based prompt-
ing approach which we will refer to as SP (Similar-
ity Prompting).

As shown in Figure 1, SP consists of three main
steps: (1) prompt generation, (2) feature extrac-
tion, and (3) prediction. Given a task-specific input
consisting of one or more text sequences, we first
use a template function to generate a prompt—a
sequence of tokens containing one [MASK] to-
ken—per input sequence. For instance, in senti-
ment analysis, for the movie review “Just give it a
chance.”, a valid template function would generate
as output prompt: “Just give it a chance. this movie
was ——.”. The next step is feature extraction
from a PLM. This is done by giving the generated
prompts to the PLM as input and obtaining its con-
textualized embedding at the MASK index.

The third step is where SP differs from existing
prompt-based approaches. Here, we first obtain
class-specific centroids by taking the average of
the MASK embeddings of our few training exam-
ples. To classify a new sample at inference time, a
simple approach would be to employ a nearest cen-
troid classifier. However, this assumes the variance
of different classes to be equal in the embedding
space. To alleviate the problem, we perform a class
centroid-based dimension reduction (i.e. by taking
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the similarity to each centroid as a feature), and
train a simple linear classifier. This linear model is
then used at inference time to evaluate SP on test
set.

2.1 Similarity Prompting for WiC

The surprising failure of existing prompt-based
techniques on the Word-in-Context task (Pilehvar
and Camacho-Collados, 2019, WiC), motivated us
to focus on filling this gap. Given an ambiguous
target word in two different contexts, the task in
WiC is defined as a simple binary classification
problem to identify if the triggered meaning of the
target word differs in the two contexts or not.

Previous work has fallen short of designing a sin-
gle prompt template which make the PLM answer
about the target word having the same meaning
or not (e.g., with "yes" or "no"). Therefore, we
ask PLM about the triggered meaning of the tar-
get word, separately for each context, and leave
the comparison to similarity measures. Having an
input sentence and the target word index, we in-
sert “or ——” after the target word, where “——”
indicates the MASK token. In the first step of SP,
we apply this template function to both input sen-
tences which generates a pair of prompts. Next
the prompts are separately fed to PLM, resulting
in a pair of mask embeddings as PLM’s response.
Finally, our classification step reduces to that of
directly comparing our pair of embedding vectors
using a similarity function, to produce a single
similarity score for each instance. We then train
the same linear model as before on the similarity
scores of the training set examples to find the best
discriminating threshold.

Similarity Measures. We opted for two similar-
ity metrics: cosine similarity and Spearman’s rank
correlation. The latter is a rank-based comparison
measure which is insensitive to the absolute values
of individual dimensions (rather checks for their
relative rankings).

3 Experiments

3.1 Comparison Systems

We compare our results on WiC with three other
methods, all of which use 32 examples for their
training. PET (Schick and Schütze, 2021b)
prefers ALBERT-xxlarge-v2 (Lan et al., 2019) over
RoBERTa (with an average gain of 8 points on a
subset of SuperGLUE tasks) and fine-tunes it with

manually engineered cloze-style prompts. P-tuning
(Liu et al., 2021) uses the same PLM as PET, but
optimizes a continuous prompt instead of tuning
PLM parameters. GPT3 (Brown et al., 2020) is
different in that it employs the so-called in-context
learning which involves no parameter tuning.

3.2 Tasks
In addition to WiC, we also carried out experiments
on two more tasks. The goal of this additional ex-
periment is twofold: first, to show the applicability
of SP to other settings, including tasks with single
input sequence; and second, to evaluate if SP is
effective when using prompt templates from other
techniques, including those optimized for specific
tasks. For this experiment, we compare against
AutoPrompt (Shin et al., 2020). The approach
makes use of full training set to optimize discrete
prompts for each specific target task. Following
AutoPrompt, we report results for the following
two task:

SST. Stanford Sentiment Treebank (Socher et al.,
2013) contains fine-grained sentiment labeled parse
trees of sentences from movie reviews. Systems
are evaluated either on a five-way fine-grained
or binary classification task. We follow the lat-
ter (SST-2) in our experiments. For this task we
used the automatically-generated template of Auto-
Prompt, along with the following manual template:
T (sent) = sent + “ this movie was ——.”, where
sent is the input sentence and “+” is concatenation
operator. This is the same manual prompt used in
AutoPrompt.

SICK. Sentences Involving Compositional
Knowledge (Marelli et al., 2014) is a collection
of sentence pairs annotated with their entailment
relationship as well as a quantified measurement
of their semantic similarity. In our experiments,
we only use the former annotations (SICK-E) to
compare our results with AutoPrompt, which only
reports results for its optimized prompt. Thus
we define our own manual template function as:
T (pre, hyp) = pre + “? Answer: ——, ” + hyp,
where pre is the premise and hyp is the hypothesis
of an input example.

3.3 Setup
To train our models, we only used 16 examples per
class. As for PLM, we opted for RoBERTA-large
to be able to benchmark our results against Auto-
Prompt’s (Shin et al., 2020). Our experiments are
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Method WiC

dev test

Random Baseline 50.0 50.0
Fine-tuned RoBERTa-Large - 69.9

GPT3 few-shot (Brown et al., 2020) 55.3 49.4
PET (Schick and Schütze, 2021b) 52.4 50.7
P-tuning (Liu et al., 2021) 56.3 -

Similarity Prompting - Cosine 60.3±0.4 63.6±0.5
Similarity Prompting - Spearman 69.4±1.4 70.2±1.3

Table 1: Accuracy percentage scores for Word-in-
Context task. SP models are based on RoBERTa-Large.

repeated 5 times using different randomly sampled
training examples. For each experiment, we report
the average performance along with the standard
deviation.

3.4 Results

Given that our experiments are mainly focused on
the WiC dataset, we first report our results on this
benchmark, and then provide additional results for
the other two tasks.

3.4.1 WiC
Table 1 summarizes the results on WiC with
RoBERTa-Large as SP’s PLM. The performance
of SP in the few-shot setting is in the same ball-
park as supervised fine-tuning (with nearly 170
times the data, i.e., 2,714 instances per class). This
observation suggests that PLMs already encode a
certain amount of task-related knowledge and the
supervised fine-tuning mainly updates their task
description (i.e., what the task is, not how to solve
it). Therefore, using limited examples in the few-
shot setting they are able to reach their maximum
fine-tuning potential on WiC. We report SP’s per-
formance on WiC for other PLMs in the Appendix
which shows our method/observation does not de-
pend on a specific PLM. We also include some
detailed examples of how SP works for WiC in the
Appendix.

3.4.2 SICK and SST-2
The results on SST-2 and SICK-E are shown in
Table 2. We compare SP with AutoPrompt which
searches for the best template for each task. For
SST-2, we observe that SP can exploit a manual
prompt template significantly better than Auto-
Prompt, while being competitive using the best tem-
plate optimized by AutoPrompt (auto-generated).
This suggests that it is possible to gain significant

Method SST-2 SICK-E

Standard Balanced

Majority baseline 50.0 56.7 33.3
Fine-tuned BERT 93.5 86.7 84.0

Manual Prompt

AutoPrompt 85.2 - -
SP-Cosine 89.1±2.1 77.3±1.5 79.8±0.8
SP-Spearman 89.2±1.8 76.6±2.3 79.0±1.0

Auto-generated Prompt

AutoPrompt 91.4 65.0 69.3
SP-Cosine 90.7±2.3 62.1±1.0 63.2±1.9
SP-Spearman 91.8±1.5 61.6±0.7 62.2±1.6

Table 2: Test set accuracy on SST-2 and SICK-E tasks.
SP and AutoPrompt (Shin et al., 2020) methods are
based on RoBERTa-Large.

improvement by simply exploiting a non-optimized
manual prompt template.

To compare our results with AutoPrompt on the
SICK-E task, we report accuracy score of SP for the
standard test set (with neutral majority) and its bal-
anced variant. SP retains an acceptable level of per-
formance, particularly with the manual prompt, but
lags behind with the auto-generated prompt. We
note that the goal of this experiment was to show-
case that our simple adaptation is also applicable to
scenarios other than the setting of WiC. In fact, one
could argue that the auto-generated prompt of Auto-
Prompt is sub-optimal for our model, which results
in dropped performance on the SICK-E dataset.

3.5 Similarity Measures Comparison

Notably, the Spearman correlation score, which
is less commonly used for comparing embeddings,
outperforms the cosine similarity on WiC by a large
margin while maintaining the same level of per-
formance on other tasks. This superiority can be
explained by the assumption that cosine similarity
is more susceptible to variations in the dominant
dimensions. To evaluate this hypothesis, we per-
formed an experiment in which the most dominant
dimension was set to zero for all the embeddings
(the dominant dimension is identical across all vec-
tors). The results approve the assumption: pruned
cosine similarity gains around 10% absolute perfor-
mance boost on WiC, filling the gap to Spearman
correlation. However, the gain in the other two
tasks is negligible.

The difference in the gain across tasks can be ex-
plained by the difference in their underlying nature.
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Figure 2: The distribution of values for the most domi-
nant dimension of the MASK embedding for 1200 sam-
ples for the three tasks.

In WiC, the MASK embeddings can potentially re-
fer to any word, varying from sample to sample.
However, in SST and SICK the MASK template
embedding is more restricted, often representing
a closely related word to one of the class centroid
embeddings (e.g., in SST the MASK embedding
almost always represents a positive or negative ad-
jective). This results in a higher spread on the
most dominant dimension in the case of WiC. It is
known that the most dominant dimensions in PLMs
often encode irrelevant information, such as word
frequency (Gao et al., 2019), therefore hampering
performance for sensitive metrics such as cosine
similarity. To verify our hypothesis, we ran an ex-
periment using 1200 sample MASK embeddings
for each of our three tasks. Figure 2 illustrates
the distribution of values for the most dominant
dimension. The ratio of variance is 6.5 times for
WiC compared to SST and 27.3 times compared
to SICK. This further supports the sensitivity of
cosine similarity for WiC to the noisy variations
along the most dominant dimension compared to
the other two tasks.

4 Conclusion

We proposed an adaptation of prompt-based learn-
ing which addresses the common failure of existing
techniques on the WiC dataset. In this work we
showed that similarity based approach to prompt-
based learning is capable of achieving compara-
ble results to purely fine-tuning based methods on
Word-in-Context task, in which previous few-shot
attempts have failed. We also showed that Spear-
man’s ranking correlation is a more robust choice
of similarity measure compared to cosine similarity

in this setting. We hope that our positive results in-
spire other prompting strategies to better exploit the
encoded knowledge in PLMs. As future work, one
interesting direction could be to perform further
analysis on the behaviour of Spearman’s correla-
tion compared to cosine similarity anywhere it is
applicable as a similarity measure.
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A Experiments with other PLMs

This appendix contains more details on WiC exper-
iments. Table 3 shows full test set results of SP for
different PLMs and similarity measures to compare
the performance of SP in different scenarios. Since
our cloze-style prompt template is not applicable to
GPT2, we use a different template for it: sentence
+ targetword + " means ——". The results in
Table 3 generally confirm the effectiveness of SP
with different PLMs. Notably, this observation is in
line with our previous experiments that in general
Spearman has superior performance over Cosine
similarity.

Base model Cosine Spearman

RoBERTa-Large 63.6 70.2
BERT-Large-Cased 69.4 69.0
RoBERTa-Base 63.8 68.7
BERT-Base-Cased 64.8 67.1

GPT2-Large 56.4 63.3
GPT2-Base 62.3 62.6

Table 3: Test set accuracy of SP on WiC task, based
on different PLMs (both Masked language model and
Causal language models) and similarity metrics.

B Qualitative Analysis

We include some examples of how SP works on
WiC in Table 4 for qualitative analysis. The exam-
ples are those from WiC dev set which had negative
labels. We did not include the positive examples,
since the observation that the same words with the
same senses are treated similarly, might not provide
a useful insight. The table presents our generated
prompts, top-5 most probable words predicted by
RoBERTa-Large for each prompt and the final pre-
diction of SP. The top three examples are correctly
predicted as negative with high confidence (high
similarity score), while the bottom three are pre-
dicted positive again with high confidence. The
most probable predicted words for the top three
examples indicate that the PLM has spotted the
correct senses in both contexts. For the bottom
three where the model fails, we can observe that
the target words have very similar or close senses,
making them really hard to distinguish.
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Prompt1 (Top-5 words) Prompt2 (Top-5 words) Prediction Ground
Truth

The drawing or —— of water from
the well.

He did complicated pen-and-ink
drawings or —— like medieval
miniatures.

Not
matched

Not
matched

(use, extraction, taking, pumping,
consumption)

(paintings, sculptures, something,
more, looked)

The body or —— of the car was
badly rusted.

Administrative body or ——. Not
matched

Not
matched

(trunk, roof, chassis, frame, grill) (agency, institution, government,
commission, equivalent)

The main body of the sound or ——
ran parallel to the coast.

He strained to hear the faint sounds
or ——.

Not
matched

Not
matched

(river, bay, sea, ocean, channel) (voices, footsteps, whispers, con-
versations, cries)

He could not conceal his hostility
or ——.

He could no longer contain his hos-
tility or ——.

Matched Not
matched

(anger, disgust, irritation, contempt,
frustration)

(anger, rage, frustration, aggres-
sion, disgust)

There was a blockage or —— in the
sewer, so we called out the plumber.

We had to call a plumber to clear
out the blockage or —— in the
drainpipe.

Matched Not
matched

(something, leak, obstruction, de-
fect, overflow)

(debris, obstruction, water, leak,
crack)

The senator received severe criti-
cism or —— from his opponent.

The politician received a lot of pub-
lic criticism or —— for his contro-
versial stance on the issue.

Matched Not
matched

(threats, ridicule, mockery, attacks,
threat)

(backlash, ridicule, mockery, con-
demnation, criticism)

Table 4: Detailed examples of how SP works on WiC.
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Abstract

Abstract Meaning Representation (AMR) pars-
ing aims to translate sentences to semantic rep-
resentation with a hierarchical structure, and
is recently empowered by pretrained sequence-
to-sequence models. However, there exists a
gap between their flat training objective (i.e.,
equally treats all output tokens) and the hi-
erarchical AMR structure, which limits the
model generalization. To bridge this gap, we
propose a Hierarchical Curriculum Learning
(HCL) framework with Structure-level (SC)
and Instance-level Curricula (IC). SC switches
progressively from core to detail AMR seman-
tic elements while IC transits from structure-
simple to -complex AMR instances during
training. Through these two warming-up pro-
cesses, HCL reduces the difficulty of learning
complex structures, thus the flat model can bet-
ter adapt to the AMR hierarchy. Extensive
experiments on AMR2.0, AMR3.0, structure-
complex and out-of-distribution situations ver-
ify the effectiveness of HCL.

1 Introduction

Abstract Meaning Representation (AMR) (Ba-
narescu et al., 2013) parsing aims to translate a
natural sentence into a directed acyclic graph. Fig-
ure 1(a) illustrates an AMR graph where nodes
represent concepts, e.g., ‘die-01’ and ‘soldier’,
and edges represent relations, e.g., ‘:ARG1’ and
‘:quant’. AMR has been exploited in the down-
stream NLP tasks, including information extraction
(Rao et al., 2017; Wang et al., 2017; Zhang and Ji,
2021), text summarization (Liao et al., 2018; Hardy
and Vlachos, 2018) and question answering (Mitra
and Baral, 2016; Sachan and Xing, 2016).

The powerful pretrained encoder-decoder mod-
els, e.g., BART (Lewis et al., 2020), have been
successfully adapted to the AMR parsing and be-
came the mainstream and state-of-the-art meth-
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Figure 1: The AMR (sub-)graphs of the sentence “Nine
of the twenty soldiers died”. The deeper sub-graphs
contain more sophisticated semantics compared with
shallower ones.

ods (Bevilacqua et al., 2021). Through directly
generating the linearized AMR graph (e.g., Fig-
ure 1(a)) from the sentence, these sequence-to-
sequence methods (Xu et al., 2020b; Bevilacqua
et al., 2021) circumvent the complex data pro-
cessing pipeline and can be easily optimized com-
pared with transition-based or graph-based meth-
ods (Naseem et al., 2019; Lee et al., 2020; Lyu and
Titov, 2018; Zhang et al., 2019a,b; Cai and Lam,
2020; Zhou et al., 2021b). However, there exists
a gap between the flat sentence-to-AMR training
objective1 and AMR graphs, since sequence-to-
sequence models deviate from the essence of graph
representation. Therefore, it is difficult for sequen-
tial generators to learn the inherent hierarchical
structure of AMR (Zhou et al., 2021b).

Humans usually adapt to difficult tasks by deal-
ing with examples gradually from easy to hard, i.e.,
Curriculum Learning (Bengio et al., 2009; Platan-
ios et al., 2019; Su et al., 2021; Xu et al., 2020a). In-
spired by human behavior, we propose a hierarchi-

1Flat means the objective equally treats all output tokens.
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Figure 2: The overview of our hierarchical curriculum learning framework with two curricula, Structure-level (SC)
and Instance-level Curricula (IC). During training, SC follows the principle of learning core semantics first, which
switches progressively from shallow to deep AMR sub-graphs. IC follows the human intuition to start with easy
instances, which transits from easy to hard AMR instances.
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Figure 3: The average SMATCH scores for AMR graphs
with different depths. The AMR graphs with at least
depth 7 accounted for 43.6% in the AMR-2.0 test set.

cal curriculum learning framework with two curric-
ular strategies to help the flat pretrained model pro-
gressively adapt to the hierarchical AMR graph. (1)
Structure-level Curriculum (SC). AMR graphs
are organized in a hierarchy where the core se-
mantic elements stay closely to the root node (Cai
and Lam, 2019). As depicted in Figure 1, the con-
cepts and relations that locate in the different layers
of the AMR graph correspond to different levels
of abstraction in terms of the semantic represen-
tation. Motivated by the human learning process,
i.e., core concepts first, then details, SC enumer-
ates all AMR sub-graphs with different depths, and
deals with them in order from shallow to deep. (2)
Instance-level Curriculum (IC). Our preliminary
study in Figure 3 shows that the performance of
the vanilla BART baseline would drop rapidly as
the depth of AMR graph grows, which indicates
that handing deeper AMR hierarchy is more diffi-
cult for pretrained models. Inspired by the human
cognition, i.e., easy ones first, then hard ones, we
propose IC which trains the model by starting from
easy instances with a shallower AMR structure and
then handling hard instances.

To sum up: (1) Inspired by the human learn-
ing process, i.e., core concepts first and easy in-

stances first, we propose a hierarchical curriculum
learning (HCL) framework to help the sequence-to-
sequence model progressively adapt to the AMR
hierarchy. (2) Extensive experiments on AMR2.0,
AMR3.0, structure-complex and out-of-distribution
situations verify the effectiveness of HCL.

2 Methodology

We formulate AMR parsing as a sequence-to-
sequence transformation. Given a sentence x =
(x1, ..., xN ), the model aims to generate a lin-
earized AMR graph y = (y1, ..., yM ). As shown
in Figure 1(a), following Bevilacqua et al. (2021),
the AMR graph is linearized by the DFS-based
linearization method with special tokens to indi-
cate variables and parentheses to mark visit depth.
Specifically, variables of AMR nodes are set to a
series of special tokens <R0>, ..., <Rk> (more de-
tails of linearization are included in Appendix A).
In this paper, we propose a hierarchical curriculum
learning framework (Figure 2) with the structure-
and instance-level curricula to help the flat model
progressively adapt to the structured AMR graph.

2.1 Structure-level Curriculum

Motivated by learning core concepts first, we pro-
pose Structure-level Curriculum (SC). AMR graphs
are organized in a hierarchy where the core seman-
tics stay closely to the root (Cai and Lam, 2019),
thus SC divides all AMR sub-graphs into N buck-
ets according to their depths {Si : i = 1, 2, ..., N},
where Si contains AMR sub-graphs with the depth
i. As shown in Figure 2(a), SC has N training
episodes, and each episode consists of Tsc steps.
In each step of the i-th episode, the training sched-
uler samples a batch of examples from buckets
{Sj : j ≤ i} to train the model. When parsing

334



Model SMATCH
Structure-independent Structure-dependent

NoWSD Conc. NER Neg. Wiki. Unll. Reen. SRL
A

M
R

2.
0

Lyu and Titov (2018)G 74.4 75.5 85.9 86.0 58.4 75.7 77.1 52.3 69.8
Zhang et al. (2019a)G 76.3 76.8 84.8 77.9 75.2 85.8 79.0 60.0 69.7
Cai and Lam (2020) 78.7 79.2 88.1 87.1 66.1 81.3 81.5 63.8 74.5
Cai and Lam (2020)G 80.2 80.8 88.1 81.1 78.9 86.3 82.8 64.6 74.2
Fernandez Astudillo et al. (2020) 80.2 80.7 88.1 87.5 64.5 78.8 84.2 70.3 78.2
Zhou et al. (2021a) 81.7 82.3 88.7 88.5 69.7 78.8 85.5 71.1 80.8
Bevilacqua et al. (2021) 83.8 84.4 90.2 90.6 74.4 84.3 86.1 70.8 79.6
HCL (Ours) 84.3 85.0 90.2 91.6 75.9 84.0 87.7 74.5 83.2

A
M

R
3.

0

Cai and Lam (2020) 78.0 78.5 88.5 83.7 68.9 75.7 81.9 63.7 73.2
Cai and Lam (2020)G 76.7 77.2 86.5 74.7 72.6 77.3 80.6 62.6 72.2
Zhou et al. (2021a) 80.3 - - - - - - - -
Bevilacqua et al. (2021) 83.0 83.5 89.8 87.2 73.0 82.7 85.4 70.4 78.9
HCL (Ours) 83.7 84.2 89.5 89.0 73.0 82.6 86.9 73.9 82.4

Table 1: SMATCH and fine-grained F1 scores on the AMR 2.0 and 3.0 test set. Our results are the average of 3 runs
with different random seeds. ModelsG indicate models with graph re-categorization (a data processing method that
may hurt the model generalization ability Bevilacqua et al. (2021)).

a sentence into a sub-graph with the depth d, we
append a special string “parse to d layers” to the
input sentence, and replace the start token of the
decoder with an artificial token <d>, so the model
can perceive layers that need to be parsed.

2.2 Instance-level Curriculum

Inspired by learning easy instances first, we pro-
pose Instance-level Curriculum (IC). Figure 3
shows AMR graphs with deeper layers can be re-
garded as harder instances for the flat pretrained
model, thus IC divides all AMR graphs into M
buckets according to their depths {Ii : i =
1, ...,M}, where Ii contains AMR graphs with the
depth i. As shown in Figure 2(b), IC has M train-
ing episodes, and each episode consists of Tic steps.
In each step of the i-th episode, the training sched-
uler samples a batch of examples from buckets
{Ij : j ≤ i} to train the model. Specifically, we
first use SC and then IC to train the model, since SC
(follows learning core semantics first) is for AMR
sub-graphs, which can be regarded as a warming-
up stage of IC (obeys learning easy instances first),
which is for AMR full graphs.

3 Experiments

Datasets and Evaluation Metrics We evalu-
ate our hierarchical curriculum learning frame-
work on two popular AMR benchmarks, AMR2.0
(LDC2017T10) and AMR3.0 (LDC2020T02).
Please refer to the Appendix B for details of two
benchmarks. Following Bevilacqua et al. (2021),
we use the SMATCH scores (Cai and Knight, 2013)

and the fine-grained evaluation metrics (Damonte
et al., 2017)2 to evaluate the performances.

Experiment Setups Our implementation is
based on Huggingface’s transformers library (Wolf
et al., 2020) and the open codebase of Bevilac-
qua et al. (2021)3. We use BART-large as our
sequence-to-sequence model the same as Bevilac-
qua et al. (2021). We utilizes RAdam (Liu et al.,
2020) as our optimizer with the learning rate 3e-
5. The batch size is 2048 graph linearization to-
kens with the gradient accumulation 10. Dropout
is set to 0.25 and beam size is 5. The train-
ing steps Tsc is 1000 and Tic is 500. After the
curriculum training, the model is trained for 30
epochs on the training set. We use cross-entropy
as our loss function. We train our model on a
single NVIDIA TESLA V100 GPU with 32GB
memory. We adopt the same post-processing pro-
cess as Bevilacqua et al. (2021). Our code and
model are available at https://github.com/
Wangpeiyi9979/HCL-Text2AMR.

Main Results We compare our method with pre-
vious approaches in Table 1. As is shown, on
AMR2.0 and AMR3.0, our hierarchical curriculum
learning model achieves 84.3± 0.1 and 83.7± 0.1
SMATCH scores, and outperforms Bevilacqua et al.
(2021) 0.5 and 0.7 SMATCH scores, respectively.
For the fine-grained results, our model achieves
the best performance in 6 out of 8 metrics on both
AMR2.0 and AMR3.0, which shows the effective-

2https://github.com/mdtux89/amr-evaluation
3https://github.com/SapienzaNLP/spring
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Model AMR2.0 AMR3.0

Ours 84.3 83.7
w/o instance curriculum 84.1 83.5
w/o structure curriculum 84.0 83.3
w/o curricula 83.8 83.0

Table 2: The effect of our proposed curricula on the test
set of AMR2.0 and AMR3.0. ‘w/o’ denotes without.

ness of our method. Although Cai and Lam (2020)
outperforms our model in Neg. and Wiki. on
AMR2.0, they adopt a complex process, which
may hurt the model generalization ability. Bevilac-
qua et al. (2021) outperforms slightly our model
in Conc. and Wiki. on AMR3.0. However, these
metrics are unrelated to the AMR structure that our
HCL focuses on.

4 Analysis

Structure Benefit In order to explore the ef-
fectiveness of our HCL framework for the struc-
tured AMR parsing. We divide the fine-grained
F1 scores into 2 categories, “structure-dependent”
(unlabelled, re-entrancy and SRL) and “structure-
independen” (the left 5 metrics). Please refer
to Appendix C for the reason for this division.
As shown in Table 1, compared with Bevilac-
qua et al. (2021) (also a sequence-to-sequence
model based on BART-large), our method achieves
2.97 and 2.83 average F1 scores improvement on
3 structure-dependent metrics on AMR2.0 and
AMR3.0, respectively, which proves HCL helps
the flat sequence-to-sequence model better adapt to
AMR with the hierarchical and complex structure.

Hard Instances Benefit Figure 4 shows the per-
formances of our HCL and Bevilacqua et al. (2021)
(SPRING) at different layers. As is shown, as the
number of layers increases, HCL exceeds SPRING
greater, which shows our HCL helps the model
better handle hard instances.4 In addition, to some
extend, out-of-distribution (OOD) instances can be
regarded as hard instances, thus we also consider
the OOD situation. Bevilacqua et al. (2021) pro-
pose the OOD evaluation for AMR parsers. Follow-
ing Bevilacqua et al. (2021), we train our model on
the training dataset of AMR2.0, and then evaluate
it on 3 OOD test datasets, BIO, TLP and News3.
Please refer to Appendix B for details of OOD
datasets. As shown in Table 3, our method out-

4An intuitive case study for the hard instance parsing is
included in Appendix D.

Model BIO TLP News3

Bevilacqua et al. (2021) 59.7 77.3 73.7
HCL (Ours) 61.1 78.2 75.3

Table 3: Results on out-of-distribution data.
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Figure 4: The average SMATCH scores of our HCL and
Bevilacqua et al. (2021) (SPRING) at different depths
on the AMR2.0 test set.

performs Bevilacqua et al. (2021) on all 3 OOD
datasets, which shows our HCL framework can also
improve the generalization ability of the model.

Ablation Study To illustrate the effect of our pro-
posed curricula. We conduct ablation studies by
removing one curriculum at a time. Table 2 shows
the SMATCH scores on both AMR2.0 and AMR3.0.
As shown in Table 2, we can see both curricula are
conducive to the performance of the model, and
they are complementary to each other. Specifically,
the structure-level curriculum (SC) is more effec-
tive than the instance-level curriculum (IC). We
think the reason is that SC constructs AMR sub-
graphs for training, which enhances the model’s
ability to perceive the AMR hierarchy.

5 Conclusion

In this paper, we propose a Hierarchical Curricu-
lum Learning (HCL) framework for sequence-
to-sequence AMR parsing, which consists of
Structure-level Curriculum (SC) and Instance-level
Curriculum (IC). inspired by human cognition, SC
follows the principle of learning the core concepts
of AMR first, and IC obeys the rule of learning
easy instances first. SC and IC train the model on
different hierarchies (AMR sub-graphs and AMR
full graphs). Extensive experiments on AMR2.0,
AMR3.0, structure-complex and out-of-distribution
situations verify the effectiveness of HCL.
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A Linearzation

tell-01

you wash-01

dogI

:ARG1:ARG0

:ARG2

:ARG1:ARG0

DFS Linearization:
( <R0> tell-01  :ARG0  ( <R1> you ) :ARG1 ( <R3> wash-
01 : ARG0 <R2> :ARG1 ( <R4> dog ) ) :ARG2 ( <R2> I ) )

Figure 5: The linearization for the AMR graph of the
sentence “You told me to wash the dog”.

As shown in Figure 5, following Bevilacqua et al.
(2021), the AMR graph is linearized by the DFS-
based linearization method according to the edge
order (‘:ARG0’→‘:ARG1’→‘:ARG2’). Variables
of the AMR graph are set to a series of special
tokens <R0>, <R1>, <R2>, <R3>, <R4>, and
the depth is marked by parentheses.

B Datasets

B.1 In-domain Distribution

AMR2.0 (LDC2017T10) contains 36, 521,
1, 368 and 1, 371 sentence-AMR pairs in training,
development and testing sets, respectively.

AMR3.0 (LDC2020T02) is larger than AMR2.0
in size, which contains 55, 635, 1, 722 and 1, 898
sentence-AMR pairs for training development and
testing set, respectively. AMR3.0 is a superset of
AMR2.0.

B.2 Out-domain Distribution

BIO is a test set of the Bio-AMR corpus, consist-
ing of 500 instances.

TLP is a AMR dataset annoated on the children’s
novel The Little Prince (version 3.0), consisting of
1, 562 instances.

New3 is a sub-set of AMR3.0, which is not in-
cluded in the AMR2.0 training set, consisting of
527 instances.

C Fine-grained Metric Division

There are 8 fine-grained AMR metrics: (1) Unla-
beled: Smatch score computed on the predicted
graphs after removing all edge labels. (2) No
WSD.: Smatch score while ignoring Propbank

senses (e.g., duck-01 vs duck-02). (3) Named Ent.:
F-score on the named entity recognition (:name
roles). (4) Wikification: F-score on the wikifi-
cation (:wiki roles). (5) Negation: F-score on
the negation detection (:polarity roles). (6) Con-
cepts: F-score on the concept identification task.
(7) Reentrancy: Smatch computed on reentrant
edges only, e.g., the edges of node ‘I’ in Figure A.
(8) SRL: Smatch computed on :ARG-i roles only.

We only regard Unlabeled, Reentrancy and SRL
as “structure-dependent” metrics, since: (1) Unla-
beled does not consider any edge labels, and only
considers the graph structure. (2) Reentrancy is a
typical structure feature for the AMR graph. With-
out reentrant edges, the AMR graph is reduced to a
tree. (3) SRL denotes the core-semantic relation of
the AMR, which determines the core structure of
the AMR. (4) As described above, all other metrics
have little relationship with the structure.

D Case Study
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can get your deadlines extended to try and ease the pressure a bit?

possible-01

person

andinterrogative

sub-AMR (depth 4)
see-01

you sub-AMR (depth 6)

:arg1

and

interrogative
and

possible-01

see-01
:op1

sub-AMR (depth 3)

you

:arg1

sub-AMR (depth 3)

Figure 6: A specific case from the test set of AMR2.0.
For the input sentence, our method achieves the
right AMR, while the baseline model (i.e., SPRING
(Bevilacqua et al., 2021)) gets a shallower and wrong
structure AMR.

Figure 6 shows a case study (we omit some de-
tails of AMR graphs for a more clear description).
As is illustrated, our method achieves the right
AMR for the input sentence. However, the AMR
parsed by the SPRING model (depth:5) is shal-
lower than the gold AMR (depth:9), and their struc-
tures are also different (e.g., the root of the gold
AMR and the SPRING parsed AMR are ‘possible-
01’ and ‘and’, respectively). This case intuitively
shows our HCL framework can help the model
better handle the hard instance with complex struc-
ture.
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Abstract

Neural models for distantly supervised rela-
tion extraction (DS-RE) encode each sentence
in an entity-pair bag separately. These are then
aggregated for bag-level relation prediction.
Since, at encoding time, these approaches do
not allow information to flow from other sen-
tences in the bag, we believe that they do
not utilize the available bag data to the fullest.
In response, we explore a simple baseline ap-
proach (PARE) in which all sentences of a bag
are concatenated into a passage of sentences,
and encoded jointly using BERT. The contex-
tual embeddings of tokens are aggregated us-
ing attention with the candidate relation as
query – this summary of whole passage pre-
dicts the candidate relation. We find that our
simple baseline solution outperforms existing
state-of-the-art DS-RE models in both mono-
lingual and multilingual DS-RE datasets.

1 Introduction

Given some text (typically, a sentence) t mention-
ing an entity pair (e1, e2), the goal of relation ex-
traction (RE) is to predict the relationships between
e1 and e2 that can be inferred from t. Let B(e1, e2)
denote the set of all sentences (bag) in the cor-
pus mentioning e1 and e2 and let R(e1, e2) denote
all relations from e1 to e2 in a KB. Distant su-
pervision (DS) trains RE models given B(e1, e2)
and R(e1, e2), without sentence level annotation
(Mintz et al., 2009). Most DS-RE models use
the “at-least one” assumption: ∀r ∈ R(e1, e2),
∃tr ∈ B(e1, e2) such that tr expresses (e1, r, e2).

Recent neural approaches to DS-RE encode each
sentence t ∈ B(e1, e2) and then aggregate sen-
tence embeddings using an aggregation operator
– the common operator being intra-bag attention
(Lin et al., 2016). Various models differ in their
approach to encoding (e.g., PCNNs, GCNs, BERT)
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and their loss functions (e.g., contrastive learn-
ing, MLM), but agree on the design choice of en-
coding each sentence independently of the others
(Vashishth et al., 2018; Alt et al., 2019; Christou
and Tsoumakas, 2021; Chen et al., 2021). We posit
that this choice leads to a suboptimal usage of the
available data – information from other sentences
might help in better encoding a given sentence.

We explore this hypothesis by developing a sim-
ple baseline solution. We first construct a pas-
sage P (e1, e2) by concatenating all sentences in
B(e1, e2). We then encode the whole passage
through BERT (Devlin et al., 2019) (or mBERT
for multilingual setting). This produces a contex-
tualized embedding of every token in the bag. To
make these embeddings aware of the candidate re-
lation, we take a (trained) relation query vector, r,
to generate a relation-aware summary of the whole
passage using attention. This is then used to predict
whether (e1, r, e2) is a valid prediction.

Despite its simplicity, our baseline has some con-
ceptual advantages. First, each token is able to ex-
change information with other tokens from other
sentences in the bag – so the embeddings are likely
more informed. Second, in principle, the model
may be able to relax a part of the at-least-one as-
sumption. For example, if no sentence individually
expresses a relation, but if multiple facts in differ-
ent sentences collectively predict the relation, our
model may be able to learn to extract that.

We name our baseline model Passage-Attended
Relation Extraction, PARE (mPARE for multi-
lingual DS-RE). We experiment on four DS-RE
datasets – three in English, NYT-10d (Riedel et al.,
2010), NYT-10m, and Wiki-20m (Gao et al., 2021),
and one multilingual, DiS-ReX (Bhartiya et al.,
2022). We find that in all four datasets, our pro-
posed baseline significantly outperforms existing
state of the art, yielding up to 5 point AUC gain.
Further attention analysis and ablations provide
additional insight into model performance. We re-
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Figure 1: Model architecture for PARE. Entity markers not shown for brevity.

lease our code for reproducibility.1 We believe that
our work represents a simple but strong baseline
that can form the basis for further DS-RE research.

2 Related Work

Monolingual DS-RE: Early works in DS-RE
build probabilistic graphical models for the task
(e.g., (Hoffmann et al., 2011; Ritter et al., 2013).
Most later works follow the multi-instance multi-
label learning framework (Surdeanu et al., 2012)
in which there are multiple labels associated with
a bag, and the model is trained with at-least-one
assumption. Most neural models for the task en-
code each sentence separately, e.g., using Piece-
wise CNN (Zeng et al., 2015), Graph Convolu-
tion Net (e.g., RESIDE (Vashishth et al., 2018)),
GPT (DISTRE (Alt et al., 2019)) and BERT (RED-
SandT (Christou and Tsoumakas, 2021), CIL (Chen
et al., 2021)). They all aggregate embeddings us-
ing intra-bag attention (Lin et al., 2016). Beyond
Binary Cross Entropy, additional loss terms in-
clude masked language model pre-training (DIS-
TRE, CIL), RL loss (Qin et al., 2018), and auxiliary
contrastive learning (CIL). We show that PARE
is competitive with DISTRE, RESIDE, CIL, and
other natural baselines, without using additional
pre-training, side information or auxiliary losses
during training, unlike some comparison models.

To evaluate DS-RE, at test time, the model
makes a prediction for an unseen bag. Unfortu-
nately, most popular DS-RE dataset (NYT-10d)
has a noisy test set, as it is automatically annotated
(Riedel et al., 2010). Recently Gao et al. (2021)
has released NYT-10m and Wiki-20m, which have
manually annotated test sets. We use all three
datasets in our work.

Multilingual DS-RE: A bilingual DS-RE model
named MNRE (tested on English and Mandarin)
introduced cross-lingual attention in language-
specific CNN encoders (Lin et al., 2017). Re-
cently, Bhartiya et al. (2022) has released a dataset,

1https://github.com/dair-iitd/DSRE

DiS-ReX, for four languages – English, Spanish,
German and French. We compare mPARE against
the state of the art on DiS-ReX, which combines
MNRE architecture with mBERT encoder. See
Appendix E for details on all DS-RE models.

Passage Construction from Bag of Sentences:
At a high level, our proposed model builds a pas-
sage by combining the sentences in a bag that
mentions a given entity pair. This idea of passage
construction is related with the work of Yan et al.
(2020), but with important differences, both in task
definitions and neural models. First, they focus on
predicting the tail entity of a given query (e1, r, ?),
whereas our goal is relation prediction given an
entity pair. There are several model differences
such as in curating a passage, in use of trainable
query vectors for relations, in passage construc-
tion strategy, etc. Importantly, their architecture
expects a natural language question for each candi-
date relation – not only this requires an additional
per-relation annotation (that might not be feasible
for datasets having too many relations in the ontol-
ogy), but also, it makes their method slower, since
separate forward passes are needed per relation.

3 Passage Attended Relation Extraction

PARE explores the value of cross-sentence atten-
tion during encoding time. It uses a sequence of
three key steps: passage construction, encoding
and summarization, followed by prediction. Figure
1 illustrates these for a three-sentence bag.

Passage Construction constructs a passage
P (e1, e2) from sentences t ∈ B(e1, e2). The con-
struction process uses a sequential sampling of sen-
tences in the bag without replacement. It terminates
if (a) adding any new sentence would exceed the
maximum number of tokens allowed by the en-
coder (512 tokens for BERT), or (b) all sentences
from the bag have been sampled.

Passage Encoding takes the constructed passage
and sends it to an encoder (BERT or mBERT) to
generate contextualized embeddings zj of every
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Model AUC P@M

PCNN-Att 34.1 69.4
RESIDE 41.5 77.2
DISTRE 42.2 66.8
REDSandT 42.4 75.3
CIL 50.8 86.0
PARE 53.4 84.8

Model NYT-10m Wiki-20m
AUC M-F1 AUC M-F1

B+Att 51.2 25.8 70.9 64.3
B+Avg 56.7 35.7 89.9 82.0
B+One 58.1 33.9 88.9 81.1

CIL 59.4 36.3 89.7 82.6
PARE 62.2 38.4 91.4 83.9

Model AUC µF1 M-F1
PCNN+Att 67.8 63.4 43.7
mB+Att 80.6 74.1 69.9
mB+One 80.9 74.0 68.9
mB+Avg 82.4 75.3 71.0
mB+MNRE 82.1 76.1 72.7
mPARE 87.0 79.3 76.0

Table 1: Results on (a) NYT-10d, (b) NYT-10m & Wiki-20m, and (c) DiS-ReX. B=BERT and mB=mBERT. PARE
and mPARE outperforms all models by statistically significant margins (McNemar’s test): all p values < 10−5.

token wj in the passage. For this, it first creates
an encoder input. The input starts with the [CLS]
token, followed by each passage sentence sepa-
rated by [SEP], and pads all remaining tokens with
[PAD]. Moreover, following best-practices in RE
(Han et al., 2019), each mention of e1 and e2 in the
passage are surrounded by special entity marker
tokens <e1>,</e1>, and <e2>,</e2>, respectively.
Passage Summarization maintains a (randomly-
initialized) query vector ri for every relation ri. It
then computes αi

j , the normalized attention of ri
on each token wj , using dot-product attention. Fi-
nally, it computes a relation-attended summary of
the whole passage z(e1,ri,e2) =

∑j=L
j=1 α

i
jzj , where

L is the input length. We note that this summa-
tion also aggregates embeddings of [CLS], [SEP],
[PAD], as well as entity marker tokens.
Tuple Classifier passes z(e1,ri,e2) through an MLP
followed by Sigmoid activation to return the prob-
ability pi of the triple (e1, ri, e2). This MLP is
shared across all relation classes. At inference, a
positive prediction is made if pi > threshold (0.5).
Loss Function is simply Binary Cross Entropy be-
tween gold and predicted label set for each bag. No
additional loss terms are used.

4 Experiments and Analysis

Figure 2: PR Curve for Models on NYT-10d

We compare PARE and mPARE against the state
of the art models on the respective datasets. We

Figure 3: PR Curve for Models on DiS-ReX

also perform ablations and analyses to understand
model behavior and reasons for its performance.

Datasets and Evaluation Metrics: We evaluate
PARE on three English datasets: NYT-10d, NYT-
10m, Wiki-20m. mPARE is compared using the
DiS-ReX benchmark. Data statistics are in Table 2,
with more details in Appendix C. We use the evalu-
ation metrics prevalent in literature for each dataset.
These include AUC: area under the precision-recall
curve, M-F1: macro-F1, µ-F1: micro-F1, and
P@M : average of P@100, P@200 and P@300,
where P@k denotes precision calculated over a
model’s k most confidently predicted triples.

Comparison Models and Hyperparameters:
Since there is substantial body of work on NYT-
10d, we compare against several recent models:
RESIDE, DISTRE, REDSandT and the latest state
of the art, CIL. For NYT-10m and Wiki-20m, we
report comparisons against models in the original
paper (Gao et al., 2021), and also additionally run
CIL for a stronger comparison. For DiS-ReX, we
compare against mBERT based models. See Ap-
pendix E for more details on the baseline models.
For PARE and mPARE, we use base-uncased check-
points for BERT and mBERT, respectively. Hyper-
parameters are set based on a simple grid search
over devsets. (see Appendix A).
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Dataset #Rels #Total #Test Test set
NYT-10d 58 694k 172k Distant Sup.
NYT-10m 25 474k 9.74k Manual
Wiki-20m 81 901k 140k Manual
DiS-ReX 37 1.84M 334k Distant Sup.

Table 2: Dataset statistics.

4.1 Comparisons against State of the Art

The results are presented in Table 1, in which, the
best numbers are highlighted and second best num-
bers are underlined. On NYT-10d (Table 1(a)),
PARE has 2.6 pt AUC improvement over CIL, the
current state of the art, while achieving slightly
lower P@M. This is also reflected in the P-R curve
(Figure 2), where in the beginning our P-R curve
is slightly on the lower side of CIL, but overtakes
it for higher threshold values of recall. Our model
beats REDSandT by 11 AUC pts, even though both
use BERT, and latter uses extra side-information
(e.g., entity-type, sub-tree parse).

On manually annotated testsets (Table 1(b)),
PARE achieves up to 2.8 pt AUC and 2.1 pt macro-
F1 gains against CIL. We note that Gao et al.
(2021) only published numbers on simpler base-
lines (BERT followed by attention, average and
max aggregators, the details for which can be found
in Appendix E), which are substantially outper-
formed by PARE. CIL’s better performance is likely
attributed to its contrastive learning objective – it
will be interesting to study this in the context of
PARE.

For multilingual DS-RE (Table 1(c)), mPARE
obtains a 4.9 pt AUC gain against mBERT+MNRE.
P-R curve in Figure 3 shows that it convincingly
outperforms others across the entire domain of re-
call values. We provide language-wise and relation-
wise metrics in Appendix L – the gains are consis-
tent on all languages and nearly all relations.

4.2 Analysis and Ablations

Generalizing to Unseen KB: Recently, Ribeiro
et al. (2020) has proposed a robustness study in
which entity names in a bag are replaced by other
names (from the same type) to test whether the
extractor is indeed reading the text, or is simply
overfitting on the regularities of the given KB. We
also implement a similar robustness study (details
in Appendix K), where entity replacement results in
an entity-pair bag that does not exist in the original
KB. We find that on this modified NYT-10m, all
models suffer a drop in performance, suggesting

Figure 4: AUC on different bins of the NYT-10m test
set. The x-axis denotes the range of lengths of untrun-
cated passages in each bin
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that models are not as robust as we intend them
to be. We, however, note that CIL suffers a 28.1%
drop in AUC performance, but PARE remains more
robust with only a 16.8% drop. We hypothesize
that this may be because of PARE’s design choice
of attending on all words for a given relation, which
could reduce its focus on entity names themselves.

Scaling with Size of Entity-Pair Bags: Due to
truncation when the number of tokens in a bag
exceed 512 (limit for BERT), one would assume
that PARE may not be suited for cases where the
number of tokens in a bag is large. To study this,
we divide the test set of NYT-10m into 6 differ-
ent bins based on the number of tokens present
in the untruncated passage (details on the experi-
ment in Appendix J). We present results in Figure
4. We find that PARE shows consistent gains of
around 2 to 3 pt in AUC against CIL for all groups
except the smallest group. This is not surprising,
since for smallest group, there is likely only one
sentence in a bag, and PARE would not gain from
inter-sentence attention. For large bags, relevant
information is likely already present in truncated
passage, due to redundancy.

Attention Patterns: In PARE, each relation class
has a trainable query vector, which attends on ev-
ery token. The attention scores could give us some
insight about the words the model is focusing on.
We observe that for a candidate relation that is not
a gold label for a particular bag, surprisingly, the
highest attention scores are obtained by [PAD] to-
kens. In fact, for such bags, on an average, roughly
90% of the attention weight goes to [PAD] tokens,
whereas this number is only 0.1% when the rela-
tion is in the gold set (see Appendices H and I).
We find this to be an example of model ingenu-
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Modification Change in AUC
w/o passage summarization -4.9
w/o [PAD] attention -3.1
w/o entity markers -36.9

Table 3: Change in AUC on NYT-10d by removing var-
ious architectural components from PARE

ity – PARE seems to have creatively learned that
whenever the most appropriate words for a relation
are not present, it could simply attend on [PAD]
embeddings, which may lead to similar attended
summaries, which may be easily decoded to a low
probability of tuple validity. In fact, as a further
test, we perform an ablation where we disallow rela-
tion query vectors to attend on [PAD] tokens – this
results in an over 3 pt drop in AUC on NYT-10d,
indicating the importance of padding for prediction
(see Table 3).

Ablations: We perform further ablations of the
model by removing entity markers and removing
the relation-attention step that computes a summary
(instead using [CLS] token for predicting each re-
lation). PARE loses significantly in performance in
each ablation obtaining 16.5 and 48.5 AUC, respec-
tively (as against 53.4 for full model) on NYT-10d
(table 3). The critical importance of entity mark-
ers is not surprising, since without them the model
does not know what is the entity-pair it is predict-
ing for. We also notice a very significant gain due
to relation attention and passage summarization,
suggesting that this is an important step for the
model – it allows focus on specific words relevant
for predicting a relation. We perform the same ex-
periments on the remaining datasets and observe
similar results (Appendix G).

Effect of Sentence Order: We build 20 random
passages per bag (by varying sentence order and
also which sentences get selected if passage needs
truncation). On all four datasets (Appendix M),
we find that the standard deviation to be negligi-
ble. This analysis highlights 1) the sentence-order
invariance of PARE’s performance and 2) In practi-
cal settings, the randomly sampled sentences with
token limit of 512 in the passage is good enough to
make accurate bag-level predictions.

5 Conclusion and Future Work

We introduce PARE, a simple baseline for the task
of distantly supervised relation extraction. Our

experiments demonstrate that this simple baseline
produces very strong results for the task, and out-
performs existing top models by varying margins
across four datasets in monolingual and multilin-
gual settings. Several experiments for studying
model behavior show its consistent performance
that generalizes across settings. We posit that our
framework would serve as a strong backbone for
further research in the field of DS-RE.

There are several directions to develop the PARE
architecture further. E.g., PARE initializes relation
embeddings randomly and also constructs passage
via random sampling. Alternatively, one could
make use of label descriptions and aliases from
Wikidata to initialize label query vectors; one could
also use a sampling strategy to filter away noisy
sentences (e.g. a sentence selector (Qin et al., 2018)
module integrated with PARE). In the multilingual
setting, contextualized embeddings of entity men-
tions in a passage may be aligned using constrained
learning techniques (Mehta et al., 2018; Nandwani
et al., 2019) to learn potentially better token embed-
dings. Constraints can be imposed on the label hier-
archy as well (E.g. PresidentOf ⇒ CitizenOf, etc.)
since label query vectors operate independently of
each other on the passage in PARE. Additionally,
translation-based approaches at training or infer-
ence (Nag et al., 2021; Kolluru et al., 2022) could
improve mPARE performance. Recent ideas of
joint entity and relation alignment in multilingual
KBs (Singh et al., 2021) may be combined along
with mPARE’s relation extraction capabilities.
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A Experimental Settings

We train and test our model on two NVIDIA GeForce GTX 1080 Ti cards. We use a linear LR scheduler
having weight decay of 1e-5 with AdamW (Loshchilov and Hutter, 2019; Kingma and Ba, 2015) as the
optimizer. Our implementation uses PyTorch (Paszke et al., 2019), the Transformers library (Wolf et al.,
2020) and OpenNRE 2 (Han et al., 2019). We use bert-base-uncased checkpoint for BERT initialization in
the mono-lingual setting. For multi-lingual setting, we use bert-base-multilingual-uncased.

For hyperparameter tuning, we perform grid search over {1e-5, 2e-5} for learning rate and {16, 32, 64}
for batch size and select the best performing configuration for each dataset.

PARE takes 2 epochs to converge on NYT-10d (152 mins/epoch), 3 epochs for NYT-10m (138
mins/epoch), 2 epochs for Wiki-20m (166 mins/epoch) and 4 epochs for DiS-ReX (220 mins/epoch).

The numbers we report for the baselines come from their respective papers. We obtained the code base
of CIL, BERT+Att, BERT+Avg, BERT+One from their respective authors, so that we could run them on
additional datasets. We were able to replicate same numbers as reported in their papers. We trained those
models on other datasets as well by carefully tuning the bag size hyperparameter.

B Sizes of different models

We report the number of additional trainable parameters, in each model, on top of the underlying
BERT/mBERT encoder (all models except MNRE use the bert-base-uncased checkpoint, whereas MNRE
uses the bert-base-multilingual-uncased checkpoint) in table 4. We note that the key reason why PARE
has significantly lower number of additional parameters (on top of the BERT/mBERT encoder) is because
all the other models use entity pooling (Soares et al., 2019) for constructing instance representations. The
entity pooling operation requires an additional fully-connected layer which projects the concatenated
encoded representations of head and tail entity in an input instance to a vector of the same size (for
BERT/mBERT, this results in additional (2× 768)2 weight and 2× 768 bias parameters).

Model #Parameters (excluding BERT)

Att 2400793
One 2399257
Avg 2399257
CIL 2453052
MNRE 2645029
PARE 46082

Table 4: Comparison of trainable parameters between our model and other state-of-the-art models

C Dataset Details

We evaluate our proposed model on four different datasets: NYT-10d (Riedel et al., 2010), NYT-10m
(Gao et al., 2021), Wiki-20m (Gao et al., 2021) and DiS-ReX (Bhartiya et al., 2022). The statistics for
each of the datasets is present in table 2.

NYT-10d
NYT-10d is the most popular dataset for monolingual DS-RE, constructed by aligning Freebase entities to
the New York Times Corpus. The train and test splits are both distantly supervised.

NYT-10m
NYT-10m is a recently released dataset to train and evaluate models for monolingual DS-RE. The dataset
is built from the same New York Times Corpus and the Freebase KB but with a new relation ontology and
a manually annotated test set. It aims to tackle the existing problems with the NYT-10d dataset by 1)

2https://github.com/thunlp/OpenNRE
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establishing a public validation set 2) establishing consistency among the relation classes present in the
train and test set 3) providing a high quality, manually labeled test set.

Wiki-20m
Wiki-20m is also a recently released dataset for training DS-RE models and evaluating them on manually
annotated a test set. The test set in this case corresponds to the Wiki80 dataset (Han et al., 2019). The
relation ontology of Wiki80 is used to re-structure the Wiki20 DS-RE dataset (Han et al., 2020), from
which the training and validation splits are created. It is made sure that their is no overlap between the
instances present in the testing and the training and validation sets.

DiS-ReX
DiS-ReX is a recently released benchmarking dataset for training and evaluating DS-RE models on
instances spanning multiple languages. The entities present in this dataset are linked across the different
languages which means that a bag can contain sentences from more than one languages. We use the
publicly available train, validation and test splits and there is no overlap between the bags present in any
two different dataset splits.
We obtain the first three datasets from OpenNRE and DiS-ReX from their official repository.

D Description of Intra-Bag attention

Let t1, t2, ..., tn denote n instances sampled from B(e1, e2). In all models using intra-bag attention for
instance-aggregation, each ti is independently encoded to form the instance representation, E(ti), follow-
ing which the relation triple representation Br for the triple (e1, e2, r) is given by Br =

∑i=n
i=0 α

r
iE(ti).

Here r is any one of the relation classes present in the dataset and αr
i is the normalized attention score

allotted to instance representationE(ti) by relation query vector−→r for relation r. The model then predicts
whether the relation triple is a valid one by sending each Br through a feed-forward neural network.
In some variants, −→r is replaced with a shared query vector for all relation-classes, −→q , resulting in a
bag-representation B corresponding to (e1, e2) as opposed to triple-representation.

E Baselines

The details for each baseline is provided below:

PCNN-Att
Lin et al. (2016) proposed the intra-bag attention aggregation scheme in 2016, obtaining the then
state-of-the-art performance on NYT-10d using a piecewise convolutional neural network (PCNN (Zeng
et al., 2015)).

RESIDE
Vashishth et al. (2018) proposed RESIDE which uses side-information (in the form of entity types and
relational aliases) in addition to sentences present in the dataset. The model uses intra-bag attention
with a shared query vector to combine the representations of each instance in the bag. The sentence
representations are obtained using a Graph Convolutional Network (GCN) encoder.

DISTRE
Alt et al. (2019) propose the use of a pre-trained transformer based language model (OpenAI GPT Radford
et al. (2018)) for the task of DS-RE. The model uses intra-bag attention for the instance aggregation step.

REDSandT
Christou and Tsoumakas (2021) propose the use of a BERT encoder for DS-RE by using sub-tree parse of
the input sentence along with special entity type markers for the entity mentions in the text. The model
uses intra-bag attention for the instance aggregation step.
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CIL
Chen et al. (2021) propose the use of Masked Language Modeling (MLM) and Contrastive Learning (CL)
losses as auxilliary losses to train a BERT encoder + Intra-bag attention aggregator for the task.

BERT+Att/mBERT+Att
The model uses intra-bag attention aggregator on top of a BERT/mBERT encoder.

BERT+Avg/mBERT+Avg
The model uses “Average” aggregator which weighs each instance representation uniformly, hence
denoting bag-representation as the average of instance-representations.

BERT+One/mBERT+One
The model independently performs multi-label classification on each instance present in the bag and then
aggregates the classification results by performing class-wise max-pooling (over sentence scores). In
essence, the “One” aggregator ends up picking one instance for each class (the one which denotes the
highest confidence for that particular class), hence the name.

mBERT+MNRE
The MNRE aggregator was originally introduced by Lin et al. (2017) and used with a shared mBERT
encoder by Bhartiya et al. (2022) 3. The model assigns a query vector for each (relation, language)
tuple. A bag is divided into sub-bags where each sub-bag contains the instances of the same language. In
essence, a bag has L sub-bags and each relation class corresponds to L query vectors, where L denotes
the number of languages present in the dataset. These are then used to construct L2 triple representations
(using intra-bag attention aggregation on each (sub-bag,query vector) pair for a candidate relation) which
are then scored independently. The final confidence score for a triple is the average of L2 triple scores.

F Statistical Significance

We compare the predictions of our model on the non-NA triples present in the test set with the predictions
of the second-best model using the McNemar’s test of statistical significance (McNemar, 1947). In all
cases, we obtained the p-value to be many orders of magnitude smaller than 0.05, suggesting that the
improvement in results is statistically significant in all cases.

G Ablation Study

Modification NYT-10d NYT-10m Wiki-20m DiS-ReX
w/o passage summarization -4.9 -2.9 -4.2 -0.8
w/o [PAD] attention -3.1 -2.3 -1.9 -0.1
w/o entity markers -36.9 -16.5 -29.9 -20.5

Table 5: Model ablation i.e. change in AUC performance with different components of PARE

We perform ablation studies on various datasets to understand which components are most beneficial
for our proposed model. We provide the results in table 5.

We observe that upon replacing our passage summarization step with multi-label classification using
[CLS] token (present at the start of the passage), we observe a significant decrease in AUC, indicating that
contextual embedding of [CLS] token might not contain enough information for multi-label prediction of
bag.

3Obtained from the original repository for DiS-ReX
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For NYT-10, it is interesting to note here that the AUC is still higher than that of REDSandT, a model
which uses BERT+Att as the backbone (along with other complicated machinery). This means that one
can simply obtain an improvement in performance by creating a passage from multiple instances in a bag.

Removing entity markers resulted in the most significant drop in performance. However, this is also
expected since without them, our model would have no way to understand which entities to consider while
performing relation extraction.

H Attention on [PAD] tokens

In the passage summarization step (described in section 3), we allow the relation query vector −→r to
also attend over the encodings of the [PAD] tokens present in the passage. We make this architectural
choice in-order to provide some structure to the relation-specific summaries created by our model. If a
particular relation class r is not a valid relation for entity pair (e1, e2), then ideally, we would want the
attended-summary of the passage P (e1, e2) created by the relation vector −→r to represent some sort of a
null state (since information specific to that relation class is not present in the passage). Allowing [PAD]
tokens to be a part of the attention would provide enough flexibility to the model to represent such a state.
We test our hypothesis by considering 1000 non-NA bags correctly labelled by our trained model in the
test set of NYT-10d. Let R(e1, e2) denote the set of valid relation-classes for entity pair (e1, e2) and let R
denote all of the relation-classes present in the dataset. We first calculate the percentage of attention given
to [PAD] tokens for a given passage P (e1, e2) for all relation-classes in R. The results are condensed into
two scores, sum of scores for R(e1, e2) and sum of scores for R \R(e1, e2). The results are aggregated
for all 1000 bags, and then averaged out by dividing with the total number of positive triples and negative
triples respectively. We obtain that on an average, only 0.07% of attention weight is given to [PAD]
tokens by relation vectors corresponding to R(e1, e2), compared to 88.35% attention weight given by
relation vectors corresponding to R \ R(e1, e2). We obtain similar statistics on other datasets as well.
This suggests that for invalid triples, passage summaries generated by the model resemble the embeddings
of the [PAD] token. Furthermore, since we don’t allow [PAD] tokens to be a part of self-attention update
inside BERT, the [PAD] embeddings at the output of the BERT encoder are not dependent on the passage,
allowing for uniformity across all bags.

Finally, we train a model where we don’t allow the relation query vectors to attend on the [PAD] token
embeddings and notice a 3.1pt drop in AUC on NYT-10d (table 5). We also note that the performance
is still significantly higher than models such as REDSandT and DISTRE, suggesting that our instance
aggregation scheme still performs better than the baselines, even when not optimized fully.

I Examples of Attention Weighting during Passage Summarization

To understand how the query vector of a relation attends over passage tokens to correctly predict that
relation, we randomly selected from correctly predicted non-NA triples and selected the token obtaining
the highest attention score (by the query vector for the correct relation). For the selection, we ignore the
stop words, special tokens and the entity mentions. The results are presented in table 6.

J Performance vs Length of test passages

Our instance aggregation scheme truncates the passage if the number of tokens exceed the maximum
number of tokens allowed by the encoder. In such cases, one would assume that the our model is not
suited for cases where the number of instances present in a bag is very large. To test this hypothesis,
we divide the non-NA bags, (e1, e2), present in the NYT-10m data into 6 bins based on the number of
tokens present in P (e1, e2) (after tokenized using BERT). We then compare the performance with CIL on
examples present in each bin. The results in figure 4 indicate that a) our model beats CIL in each bin-size
b) the performance trend across different bins is the same for both models. This trend is continued even for
passages where the number of tokens present exceed the maximum number of tokens allowed for BERT
(i.e. 512). This results indicate that 512 tokens provide sufficient information for correct classification
of a triple. Moreover, models using intra-bag attention aggregation scheme fix the number of instances
sampled from the bag in practice. For CIL, the best performing configuration uses a bag-size of 3. This
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Input Passage (tokenized by BERT) correctly predicted label
[CLS] six months later , his widow met the multi ##mill ##ion
##aire [unused2] vincent astor [unused3] , a descendant of the
fur trader turned manhattan real - estate magnate [unused0] john
jacob astor [unused1] , and a man considered so unpleasant by
his peers l ##rb and even by his own mother rr ##b - that
he reportedly required a solitary seating for lunch at his club
because nobody would share a meal with him . [SEP]

/people/person/children

[CLS] the [unused2] robin hood foundation [unused3] , founded
by [unused0] paul tudor jones [unused1] ii and perhaps the best
- known hedge fund charity , raised $ 48 million at its annual
benefit dinner last year . [SEP]

/business/person/company

[CLS] she is now back in the fourth round , where she will
face 11th - seeded je ##lena jan ##kovic of serbia , a 6 - 3 , 6 -
4 winner over [unused0] victoria az ##are ##nka [unused1] of
[unused2] belarus [unused3] . [SEP]

/people/person/nationality

[CLS] [unused2] boston [unused3] what : a two - bedroom condo
how much : $ 59 ##9 , 000 per square foot : $ 83 ##6 located
in the [unused0] back bay [unused1] area of the city , this 71
##6 - square - foot condo has views from the apartment and its
private roof deck of the charles river , one block away . [SEP]
seven years ago , when nad ##er tehran ##i and monica ponce
de leon , partners at office da , an architecture firm in [unused2]
boston [unused3] , were asked to reno ##vate a five - story town
house in the [unused0] back bay [unused1] neighborhood , they
faced a singular design challenge . [SEP] far more inviting is
first church in [unused2] boston [unused3] , in [unused0] back
bay [unused1] , which replaced a gothic building that burned in
1968 . [SEP]

/location/neighborhood/neighborhood_of

[CLS] [unused0] michael sm ##uin [unused1] , a choreographer
who worked for major ballet companies and led his own , marshal
##ing eclectic dance forms , robust athletic ##ism and striking
theatrical ##ity to create works that appealed to broad audiences
, died yesterday in [unused2] san francisco [unused3] . [SEP]

/people/deceasedperson/place_of_death

[CLS] [unused2] steve new ##comb [unused3] , a [unused0]
powers ##et [unused1] founder and veteran of several successful
start - ups , said his company could become the next google .
[SEP]

/business/company/founders

Table 6: Attention analysis on a few random correctly predicted non-NA triples on NYT-10m test set. The highest
attention-scored token (excluding entity mentions and special markers and stop words) are present in bold. [un-
used0], [unused1] denote the start and end head entity markers. [unused2], [unused3] denote the start and end tail
entity markers.

analysis therefore indicates that our model doesn’t particularly suffer a drop in performance on large bags
when compared with other state-of-the-art models.

K Entity Permutation Test

To understand how robust our trained model would be to changes in the KB, we design the entity
permutation test (inspired by Ribeiro et al. (2020)). An ideal DS-RE model should be able to correctly
predict the relationship between an entity pair by understanding the semantics of the text mentioning them.
Since DS-RE models under the multi-instance multi-label (Surdeanu et al., 2012) (MI-ML) setting are
evaluated on bag-level, it might be the case that such models are simply memorizing the KB on which
they are being trained on.

To test this hypothesis, we construct a new test set (in fact, 5 such sets and report average over those 5)
using NYT-10m by augmenting its KB. Let B(e1, e2) denote a non-NA bag already existing in the test
set of the dataset. We augment this bag to correspond to a new entity-pair (which is not present in the
combined KB of all three splits of this dataset). The augmentation can be of two different types: replacing
e1 with e′1 or replacing e2 with e′2. We restrict such augmentations to the same type (i.e the type of ei
and e′i is same for i = 1, 2). For each non-NA entity pair in the test set of the dataset, we select one such
augmentation and appropriately modify each instance in B(e1, e2) to have the new entity mentions. We
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note that since each instance in NYT-10m is manually annotated and since our augmentation ensures
that the type signature is preserved, the transformation is label preserving. For the NA bags, we use the
ones already present in the original split. This entire transformation leaves us with an augmented test
set, having same number of NA and non-NA bags as the original split. The non-NA entity pairs are not
present in the KB on which the model is trained on.

L More Analysis on DiS-ReX

L.1 Relation-wise F1 scores

To show how our model performs on each relation label compared to other competitive baselines, we
present relation-wise F1 scores on DiS-ReX in table 7.

L.2 Language-wise AUC scores

We compare the performance of our model compared to other baselines on every language in DiS-ReX.
For this, we partition the test data into language-wise test sets i.e. containing instances of only a particular
language. The results are presented in table 8. We observe that the order of performance across languages
is consistent for all models including ours i.e. German < English < Spanish < French. Further we observe
that our model beats the second best model by an AUC ranging from 3 upto 4 points on all languages.

L.3 Do multilingual bags improve performance?

To understand whether the currently available aggregation schemes (including ours) are able to benefit
from multilingual bags or not, we conduct an experiment where we only perform inference on test-set bags
that contain instances from all four languages. In the multilingual case, the passage constructed during
the Passage Summarization step will contain multiple sentences of different languages. To understand
whether such an input allows improves (or hampers) the performance, we devise an experiment where
we perform inference by removing sentences from any one, two or three languages from the set of bags
containing instances of all four languages. There are roughly 1500 bags of such kind. Note that removing
any k languages (k <= 3) would result in

(
4
k

)
different sets and we take average of AUC while reporting

the numbers. The results are presented in figure 5.

Figure 5: AUC vs number of languages in a bag in DiS-ReX test set
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We observe that in all aggregation schemes, AUC increases with increase in number of languages
of a multilingual bag. mPARE consistently beats the other models in each scenario, indicating that the
encoding of a multilingual passage and attention-based summarization over multilingual tokens doesn’t
hamper the performance of a DS-RE model with increasing no. of languages.
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Relation mPARE mBERT-MNRE mBERT-Avg

http://dbpedia.org/ontology/birthPlace 77.5 75.3 74.9
http://dbpedia.org/ontology/associatedBand 77.9 70.9 74.7
http://dbpedia.org/ontology/director 88.4 83.2 85.5
http://dbpedia.org/ontology/country 88.4 86 85.2
http://dbpedia.org/ontology/deathPlace 71.0 67.3 65.5
http://dbpedia.org/ontology/nationality 70.4 67.7 68.7
http://dbpedia.org/ontology/location 74.2 70.5 67.5
http://dbpedia.org/ontology/related 78.9 75.5 73.2
http://dbpedia.org/ontology/isPartOf 74.8 68.6 64.7
http://dbpedia.org/ontology/influencedBy 57.7 58.4 57.4
http://dbpedia.org/ontology/starring 87.5 86.1 83.9
http://dbpedia.org/ontology/headquarter 74.0 70.7 66.7
http://dbpedia.org/ontology/successor 74.2 71.8 71.3
http://dbpedia.org/ontology/bandMember 76.2 74.6 74.3
http://dbpedia.org/ontology/producer 56.7 53.6 48.5
http://dbpedia.org/ontology/recordLabel 90.5 86.9 86.1
http://dbpedia.org/ontology/city 83.2 78.8 77.6
http://dbpedia.org/ontology/influenced 56.3 61.9 51.5
http://dbpedia.org/ontology/author 81.6 78.2 80.5
http://dbpedia.org/ontology/team 84.8 82.5 78.6
http://dbpedia.org/ontology/formerBandMember 56.4 57.4 56.5
http://dbpedia.org/ontology/state 86.9 83.9 82.4
http://dbpedia.org/ontology/region 84.8 80.4 78.8
http://dbpedia.org/ontology/subsequentWork 74.1 72.4 69.6
http://dbpedia.org/ontology/department 96.4 95.4 95.5
http://dbpedia.org/ontology/locatedInArea 76.4 72.5 72.3
http://dbpedia.org/ontology/artist 80.8 77.2 78.6
http://dbpedia.org/ontology/hometown 78.8 73.6 73.7
http://dbpedia.org/ontology/province 82.1 79.2 78.2
http://dbpedia.org/ontology/riverMouth 77.2 72.4 71.9
http://dbpedia.org/ontology/locationCountry 66.9 62.5 64.2
http://dbpedia.org/ontology/predecessor 67.3 68.1 62
http://dbpedia.org/ontology/previousWork 68.6 69.6 65.5
http://dbpedia.org/ontology/capital 68.6 55.1 58
http://dbpedia.org/ontology/leaderName 78.4 70.4 63.3
http://dbpedia.org/ontology/largestCity 65.7 59.1 48.6

Table 7: Relation-wise F1 scores on DiS-Rex. Bold and underline represent best and second best models respec-
tively on a class. Our model consistently beats the other 2 models in 31 out of 36 relation classes, thus showing
how strong our approach is for the multilingual setting.

Model English French German Spanish
mPARE 83.2 86.8 81.7 85.3
mBERT-Avg 79.9 83.1 77.7 82.1
mBERT-MNRE 79.6 82.2 75.5 81.6

Table 8: Language-wise AUC comparison of our model v/s baseline models.
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M Negligible effect of random ordering

Since we order the sentences randomly into a passage to be encoded by BERT, this may potentially cause
some randomness in the results. However, we hypothesize that the BERT encoder must also be getting
fine-tuned to treat the bag as a set (and not a sequence) of sentences when being trained with random
ordering technique. And as a result, it’s performance must be agnostic to the order of sentences it sees
in a passage during inference. To validate this, we perform 20 inference runs of our trained model with
different seeds i.e. the ordering of sentences is entirely random in each run. We measure mean and
standard deviation for each dataset as listed in table 9. We observe negligible standard deviation in all
metrics. A minute variation in Macro-F1 or P@M metrics may be attributed to the fact that these are
macro-aggregated metrics and a variation in performance over some data points may also affect these to
some extent.

NYT-10m NYT-10d Wiki-20m DiS-ReX

AUC M-F1 AUC P@M AUC M-F1 AUC M-F1

62.11 38.35 53.49 84.82 91.41 83.87 87.03 76.01
62.11 38.44 53.43 84.72 91.41 83.88 87.06 76.18
62.18 38.27 53.49 84.69 91.41 83.85 87.0 76.04
62.11 38.32 53.45 84.56 91.42 83.88 86.98 75.93
62.12 38.34 53.64 84.62 91.43 84.04 87.03 76.03
62.25 38.46 53.6 84.73 91.42 83.82 87.04 76.07
62.16 38.54 53.54 85.18 91.42 83.81 87.01 76.0
62.2 38.68 53.45 84.57 91.41 83.91 86.99 75.98
62.22 38.27 53.43 84.4 91.42 83.83 87.06 76.2
62.19 38.47 53.47 84.68 91.41 83.81 87.02 76.06
62.22 38.43 53.45 84.51 91.41 83.85 87.03 75.99
62.13 38.4 53.5 85.18 91.41 83.85 87.06 76.14
62.21 38.3 53.58 85.23 91.42 83.87 87.02 75.96
62.18 38.15 53.4 84.51 91.43 83.91 87.01 75.97
62.21 38.51 53.44 84.54 91.41 83.88 87.04 76.1
62.2 38.34 53.53 84.51 91.41 83.91 87.03 76.04
62.13 38.29 53.61 84.56 91.43 83.96 87.02 76.05
62.23 38.63 53.46 84.79 91.41 83.81 87.04 76.13
62.19 38.3 53.42 84.46 91.41 83.85 87.03 75.96
62.29 38.36 53.47 85.07 91.42 83.87 87.01 76.01

Average 62.18 38.39 53.49 84.71 91.42 83.87 87.03 76.01
Std-Dev 0.05 0.13 0.07 0.25 0.01 0.06 0.01 0.07
Std-Dev(%) 0.08 0.34 0.13 0.3 0.01 0.07 0.01 0.1

Table 9: We perform 20 inference runs with random seeds of our trained model on each dataset and report the
mean and standard deviation. All numbers have been rounded upto second decimal place. We observe negligible
stdandard deviation in all metrics on all datasets thus validating our hypothesis that the model learns to treat a
bag of sentences as a set (and not a sequence) of sentences treating any random order almost alike. Note that the
results presented in main paper are for inference done with same seed value with which the model has been trained.
However, in current analysis we select random seed values at inference (irrespective of the one with which it was
trained).
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Abstract

We present a debiased dataset for the Person-
centric Visual Grounding (PCVG) task first
proposed by Cui et al. (2021) in the Who’s
Waldo dataset. Given an image and a cap-
tion, PCVG requires pairing up a person’s
name mentioned in a caption with a bound-
ing box that points to the person in the im-
age. We find that the original Who’s Waldo
dataset compiled for this task contains a large
number of biased samples that are solvable
simply by heuristic methods; for instance, in
many cases the first name in the sentence cor-
responds to the largest bounding box, or the se-
quence of names in the sentence corresponds
to an exact left-to-right order in the image.
Naturally, models trained on these biased data
lead to over-estimation of performance on the
benchmark. To enforce models being correct
for the correct reasons, we design automated
tools to filter and debias the original dataset
by ruling out all examples of insufficient con-
text, such as those with no verb or with a
long chain of conjunct names in their cap-
tions. Our experiments show that our new sub-
sampled dataset1 contains less bias with much
lowered heuristic performances and widened
gaps between heuristic and supervised meth-
ods. We also demonstrate the same benchmark
model trained on our debiased training set out-
performs that trained on the original biased
(and larger) training set on our debiased test
set. We argue our debiased dataset offers the
PCVG task a more practical baseline for reli-
able benchmarking and future improvements.

1 Introduction

A newly released task called Person-centric Visual
Grounding (Cui et al., 2021) poses an interesting
angle into contextual reasoning in vision-language.
The task is motivated by humans’ reasoning ability.

1Available at: https://github.com/fpsluozi/
tofindwaldo

Figure 1: We find many biased data from the origi-
nal Who’s Waldo dataset contain insufficient contextual
cues and cannot be used to map names to persons in
an image. Left: An unsolvable example with no ac-
tions nor descriptions w.r.t the detected persons. Given
no background knowledge about the individuals, one
can only guess the masked [NAME]’s based on heuris-
tic biases such as the locations of the bounding boxes.
Right: A qualifying example with clearly worded in-
teractions (e.g. detectable verbs such as ’watches’ &
’signs’) about each masked name - the very type of data
we incorporate into our debiased dataset.

Humans viewing an image with a caption as shown
in Figure 1 can reason (and if needed, speculate)
which name refers to which person in the image.
This reasoning task involves multiple abilities, such
as perceiving characteristics and behaviors of peo-
ple, understanding their actions in context, specu-
lating about their intentions and effects human of
actions (Fang et al., 2020), and connecting visually
perceived characteristics with grounded descrip-
tions in natural language (Kazemzadeh et al., 2014;
Yu et al., 2016; Zellers et al., 2019). In many cases,
this task can be performed without knowing the
names of the people; for instance in the example on
the right, one person is signing and the other is not,
as such it is possible to predict which person refers
to President and Secretary of State respectively.
However, in cases such as the example on the left,
if all persons are performing the same action (run-
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ning on a track), then it is hard to match names with
these runners without any additional information.
Progress in the PCVG task can thus help better
capture what exact contextual cues are needed to
learn about a person’s characteristics in a scenario,
and can aid improvements in visual understanding
about human interactions and behaviors.

To support this task, Cui et al. (2021) offer
a large-scale dataset called Who’s Waldo which
consists of 272K annotated real life images. Ide-
ally, the dataset should consist of input-output pairs
(such as the example on the right in Figure 1) which
are ‘solvable’ as opposed to the one on the left
which is ambiguous. However, as we explore the
original Who’s Waldo dataset, we encounter a great
portion of cases that resemble the left example in
Figure 1, unsolvable data with insufficient contex-
tual cues. Given such context, if we do not recog-
nize who exactly is in the picture, even we human
beings cannot tell which name is who. We can then
only make predictions with biased assumptions,
such as the first named person would always be
on the leftmost, or the main subject would always
make up the largest area. Such biases in the orig-
inal dataset may explain why the heuristic meth-
ods perform very strongly, outperforming random
guessing by a big 27% increase in test accuracy and
trailing the top benchmark only by 6%. We believe
a fair dataset should not encourage approaches to
adopt biases to such an extent, and thus the original
baseline model overestimates its performance.

Inspired by dataset debiasing works such as
VQA-CP (Agrawal et al., 2018) and GQA-
OOD (Kervadec et al., 2021), we create a debi-
ased collection of 84K annotated image-captions
out of the Who’s Waldo dataset by filtering out all
biased data with insufficient context. We evaluate
the quality of our new dataset by applying the orig-
inal heuristic methods as well as Who’s Waldo’s
benchmark model. Results show that our debiased
dataset greatly reduces the heuristic biases from
the original dataset and provides the PCVG task a
more practical baseline for future developments.

2 Related Work

Dataset Debiasing. We take many inspirations
from previous studies on uncurated datasets. A task
dataset if not curated properly could lead to meth-
ods that cheat their ways through without learning
generalized information. For example, VQAv2
(Goyal et al., 2017) addresses the imbalance be-

tween language and images in VQAv1 (Antol et al.,
2015) which results in visual information being
ignored and inflated model performance. VQA-
CP (Agrawal et al., 2018) and GQA-OOD (Ker-
vadec et al., 2021) were designed to test model
performance if spurious correlations exist in the
training dataset. Cadene et al. (2019); Chen et al.
(2020a); Gokhale et al. (2020) are bias-aware tech-
niques that mitigate dataset bias with modeling and
data augmentation. Ye and Kovashka (2021) intro-
duce exploits by matching repeated texts in ques-
tions and answers to achieve high scores in Visual
Commonsense Reasoning (Zellers et al., 2019).

We also learn from various techniques to amend
priors, biases, or shortcuts in datasets. REPAIR
(Li and Vasconcelos, 2019) uses resampling to fix
representation biases in image datasets. Dasgupta
et al. (2018) incorporate compositional information
into sentence embeddings for Natural Language
Inference. DQI (Mishra et al., 2020) offers quanti-
tative metrics to assess biases in automated dataset
creation in Natural Language Processing. Le Bras
et al. (2020) introduce adversarial measures to miti-
gate biases in various Natural Language Processing
and Computer Vision tasks.

Visual Grounding. The PCVG task adapts pre-
vious supervised Visual Grounding models as its
original baselines. The Visual Grounding task is de-
fined as locating specific objects in an image from
a textual description. First established by Karpathy
et al. (2014), following researches have evolved
into extracting attention information such as works
by Deng et al. (2018) and Endo et al. (2017). A
huge variation of datasets for Visual Grounding
have also been created, including Flicker30k (Plum-
mer et al., 2015), Visual Genome (Krishna et al.,
2017), and RefCOCO (Yu et al., 2016).

Referring Expression Comprehension (REC).
An active branch from Visual Grounding, the Re-
ferring Expression Comprehension task (Rohrbach
et al., 2016) is no longer restricted to object cate-
gories. Instead its goal is to relate a free region in
an image to a sentence description. Mattnet (Yu
et al., 2018) is one prominent approach that lever-
ages both attention features and relation extraction
for the objects in the image. Qiao et al. (2020)
offers a comprehensive survey on this topic.

Human Detection. A specialized category under
Object Detection, detecting humans with bounding
boxes in images nowadays can easily use open
source toolboxes including MMDetection (Chen
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Selection Train Val. Test Unused

Original 179073 6740 6741 79193
no-verb 125585 3446 3529 34366
conjunct-names 16446 2237 2227 15693

Ours 45884 2102 2049 33611

Table 1: The data in our debiased dataset are filtered
and regrouped from all four splits in the original. No-
tice, examples such as the Left in Figure 1 can have
both zero verb and at least three conjunct names.

et al., 2019) or Detectron (Wu et al., 2019) that
are trained on large-scale real life image datasets
like COCO (Lin et al., 2014). Recent works such
as DarkPose (Zhang et al., 2020) also attempt to
utilize human pose information to better single out
human traits from complex background.

3 Method

In this section, we introduce the Person-centric Vi-
sual Grounding task, discuss the original Who’s
Waldo dataset, and provide our analysis of short-
cuts, biases, and other issues that we discovered in
the dataset. We describe the process via which we
curate, debias, and filter the dataset.

3.1 The Task
The Person-centric Visual Grounding task is de-
fined as follows. The givens are an image I, a set
of m ≥ 1 person detections B (in form of bound-
ing boxes), and a corresponding image caption T
where its tokens contain references to n ≥ 1 per-
sons. For each referred person, we look for the
best matching detection from the givens. We also
assume no two persons can be matched with the
same detection.

3.2 The Who’s Waldo Dataset
The dataset consists of 272K real-life captioned
images sourced from the free Wikimedia Com-
mons repository. Each image pictures individu-
als under the ’People by name’ category on Wiki-
media Commons, while its caption describes the
scene and explicitly mentions the featured people
in real names. Key dataset creation procedures,
text pre-processing, identifying person entities in
captions, detecting bounding boxes of people in im-
ages, and generating ground truths linking bound-
ing boxes and names, are all done with existing
automated tools such as FLAIR (Akbik et al., 2019)
and MMDetection (Chen et al., 2019). To prevent
misuse, in the publicly released version, all the

real names in the captions are replaced with the
[NAME] token, but references between bounding
boxes and token indices are given in individual an-
notation files. This is equivalent to masking each
name with indexed placeholders such as PERSON1,
PERSON2, etc. Amongst the entirety of 272K an-
notated samples, 179K samples are used for train-
ing, 6.7K for validation, and 6.7K for testing. Each
test sample is supposed to either mention at least
two persons or choose from at least two bounding
boxes. The original test set is further validated
manually on Amazon Mechanical Turk.

3.3 Biases in Who’s Waldo
The premise of the Person-centric Visual Ground-
ing task is to use ONLY the caption text and the
image as the cues to find out the correct bounding
box from the image per mentioned name. However,
we observe a large portion of the original Who’s
Waldo dataset does not provide sufficient contexts
and can only be solved by heuristic methods. We
discuss two major types of biases that we discover
in the following sections.

The first type no-verb is that the caption text
contains zero detectable verbs. Since linguistically
a verb is the crucial part of an action that assigns
participants with semantic roles, we technically
have no way to tell who performs or who receives
an action without verbs. For example in Figure
2(a), we are unable to tell who is who from the
image and the no-verb caption alone, unless we
recognize Vladimir Putin or the Georgian President
with external knowledge.

The second type conjunct-names is that the
caption contains a long chain of conjunct referred
names. Shown in Figure 2(b), all the referred
names share the verb perform, joined together only
with conjunct words such as and or along with.
With no indication of the order amongst these per-
sons, we can only resort to a naive positional order
such as left-to-right. But since we may also have
extra bounding boxes as choices, such naive as-
sumption is indeed unreliable. Figure 2(b) is such
an example that the first mentioned name is not
always the one in the left-most bounding box.

3.4 Data Curation for De-biasing
In order to resolve the aforementioned limitations
of the original dataset, we utilize two pipelines
in SpaCy ver 3.0 (Honnibal et al., 2020) to filter
out the biased data. We apply the POS-Tagging
pipeline to find out if sentences in an image cap-
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Figure 2: (a) and (b) represent the two major types of insufficient and biased data that we filter out. (c) represents
the ones we choose for our debiased dataset. We label all detected verbs in italic. We apply color coding to indicate
different person entities in a caption. We also use gray bounding boxes to refer to those ’incorrect options’ not
included in ground truth, such that in the ground truth of (b), the only pair we need to associate is [NAME] with
Bounding Box 0, while the two other bounding boxes serve as mere distractions.

tion contain verbs in any form of conjugation. In
parallel, we use the Dependency Parsing pipeline
to examine if any [NAME] token conjuncts with
more than one [NAME]’s from different referred
persons. We jointly filter out any example that
either (a) contains zero verbs, or (b) has at least
three conjunct referred person names in a sentence.
For both pipelines, we replace the [NAME] tokens
that refer to the same person in a caption with
a random popular first name, so that the natural
language-based SpaCy pipelines can yield more
accurate results. Both pipelines use the state-of-
the-art en-web-core-trf model which is built
on RoBERTa (Liu et al., 2019).

Ultimately, our filtering procedure produces 84K
qualifying image-caption pairs. Table 1 shows the
distribution of samples sourced from each split of
the original through our two debiasing pipelines.
We utilize data from the unused yet legitimately
annotated 79K samples of the original dataset. We
reorganize and split all the qualifying 84K samples
into 74K for training, 5K for validation, and 5K
for test. Our new test set does not overlap with the
original training set. Similarly to the design of the
original, we enforce that all samples in our new test
set involves no trivial case that contains exactly one
referred name and exactly one bounding box. We
also make sure that any test set sample always has
at least one name-to-bounding-box pair as ground
truth.

4 Experiments and Baselines

Setup. We evaluate the quality of our debiased
dataset with the same heuristic and Transformer-
based methods from the original paper. We also
train the benchmark model on both the original
and our new training set. We report the accuracies
obtained from our new test set as the new baselines.
Heuristics. We inherit the original heuristic mea-
sures to study the potential biases of our debiased
dataset versus those of the original dataset. Along-
side Random guessing, we assign the names in the
caption to the bounding boxes sorted by: (a) de-
creasing area size (Big→ Small), (b) left-to-right
upper-left coordinates (L→R (All)), and (c) left-to-
right upper-left coordinates of the largest d bound-
ing boxes, d being the larger between the number
of bounding boxes and the number of names in a
test case (L→ R (Largest)).
Transformer-based Models. We adapt the origi-
nal benchmark Who’s Waldo model to our debiased
dataset and see how well it can perform under the
updated contexts. The benchmark model is a multi-
layer multi-modal Transformer (Vaswani et al.,
2017). Based on UNITER (Chen et al., 2020b),
it learns to maximize the similarities between the
corresponding person names and bounding boxes
while minimize the similarities between those that
do not match up. We fine-tune the Who’s Waldo
model with pre-trained weights from UNITER.
Analysis of Results. Table 2 shows the test set
accuracies for the original dataset and our debi-
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Method Training Set Test Set Test Accuracy ∆r ∆h

Random – Original Test 30.9 0.0 –
Big → Small – Original Test 48.2 +17.3 –
L → R (All) – Original Test 38.4 +7.5 –
L → R (Largest) – Original Test 57.7 +26.8 0.0
Gupta et al. COCO Original Test 39.3 +8.4 -18.4
SL-CCRF Flickr30K Entities Original Test 46.4 +15.9 -11.3
MAttNet RefCOCOg Original Test 44.0 +13.1 -13.7
Who’s Waldo Original Train Original Test 63.5 +32.6 +5.8
Random – Our Test 31.0 0.0 –
Big → Small – Our Test 43.8 +12.8 –
L → R (All) – Our Test 32.4 +1.4 –
L → R (Largest) – Our Test 44.3 +13.3 0.0
Who’s Waldo Original Train Our Test 50.2 +19.2 +5.9
Who’s Waldo Our Train Our Test 54.0 +23.0 +9.7

Who’s Waldo Our Train Biased samples of
Original Test 48.2 – –

Table 2: Evaluation on the test sets using the original What’s Waldo and our debiased dataset. ∆r denotes relative
improvement over random guessing, and ∆h denotes relative improvement over the best heuristic. The biased
samples represents a total of 4.7K samples from the original test set that are filtered out by our debiasing procedure.
The original work also compares its baseline performance with multiple pre-trained visual grounding models, such
as Gupta et al. (2020) trained with COCO (Lin et al., 2014), SL-CCRF (Liu and Hockenmaier, 2019) trained with
Flickr30K Entities (Plummer et al., 2015), and MAttNet (Yu et al., 2018) trained with RefCOCOg (Mao et al.,
2016). All reported accuracies in this table are the strongest averaged performances per setting and fall within a
fluctuation of ±1% .

ased dataset. We find that the heuristic measures
have overall lower performance on our new dataset,
meaning we have successfully reduced the effects
of the positional and the size-based biases from
the original dataset. Most significantly, we have
lowered L→ R (All) from +7.5% to +1.4%, almost
equal to randomness. Even the strongest L → R
(Largest) heuristic has been lowered from +26.8%
all the way down to +13.3% as well. Our dataset is
thus proven less biased compared to the original.

We also show that our dataset has better prac-
ticality for the task. Measured with our new test
set, the performance of the Who’s Waldo bench-
mark model trained with the original training set
performs 3.8% lower than that trained with our new,
smaller training set. Meanwhile, the test accuracy
gap between the Transformer-based method and
the heuristic methods has become larger using our
debiased dataset, widened from 5.8% to 9.7%. In
addition, using the filtered biased samples from the
original test set on our new trained model yields
an even lower performance at 48.2%, which indi-
cates our new baseline model now adopts fewer
biases during training compared to the original.
Altogether with the lowered new baseline accu-
racy of 54.0%, we argue that our debiased dataset
improves the quality of contextual cues that su-

pervised models can learn from, and leaves more
applicable room for improvements in the future.

5 Conclusion

We present a refined dataset for the PCVG task
with samples that contain contextual information
required for the task. We address prominent biases
that we identified in the original task dataset by
filtering out a large number of unsolvable cases,
and report new baseline performances on the new
benchmark. Our refined dataset can serve as a more
reliable benchmark to enable fair comparisons for
new modeling techniques and training protocols.
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Abstract

Translate-train is a general training approach
to multilingual tasks. The key idea is to use
the translator of the target language to gener-
ate training data to mitigate the gap between
the source and target languages. However, its
performance is often hampered by the artifacts
in the translated texts (translationese). We
discover that such artifacts have common pat-
terns in different languages and can be mod-
eled by deep learning, and subsequently pro-
pose an approach to conduct translate-train
using Translationese Embracing the effect of
Artifacts (TEA). TEA learns to mitigate such
effect on the training data of a source lan-
guage (whose original and translationese are
both available), and applies the learned mod-
ule to facilitate the inference on the target lan-
guage. Extensive experiments on the multi-
lingual QA dataset TyDiQA demonstrate that
TEA outperforms strong baselines.

1 Introduction

Cross-lingual transfer has drawn wide attention in
recent years (Hu et al., 2020; Liang et al., 2020). It
has great potentials to be applied in advanced in-
dustries and real applications such as for improving
dialog and advertisement systems in multilingual
countries (Schuster et al., 2019; Yu et al., 2021).
It aims to reuse NLP models trained on a source
language for the task of a target language. The
most intuitive method is transfer learning by lever-
aging pre-trained multilingual language models
(LMs) such as mBERT (Devlin et al., 2019) and
XLM-R (Conneau et al., 2020). These pre-trained
LMs encode different languages into a joint space
of multilingual representations (Wu and Dredze,
2019; Lauscher et al., 2020), and they perform well
especially for zero-shot cross-lingual tasks (Wu
and Dredze, 2019; Lauscher et al., 2020). An-
other method orthogonal to this is called translate-
train (Hu et al., 2020; Fang et al., 2021). It trans-
lates training data from the source language into
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Figure 1: Monolingual QA performance comparison
between (i) training using originals and (ii) training us-
ing translated texts on TyDiQA. Note that for each lan-
guage, training data and test data are in the same lan-
guage. “EM” stands for Exact Match.

the target language and uses the translated texts for
training. Our paper focuses on this second method.

Translate-train mitigates the language gap be-
tween the source and the target languages in mul-
tilingual tasks in a straightforward manner as it
directly generates the needed target language train-
ing samples. However, the translation process in-
troduces artifacts in the translated texts (i.e., trans-
lationese1). It has been observed that translationese
often exhibits features such as stylistic ones that
are different from text written directly in the same
language (which we call the originals) and thus
can mislead model training (Selinker, 1972; Volan-
sky et al., 2015; Bizzoni et al., 2020). In Figure 1,
we show that even in a monolingual setting where
training and test data are in the same language,
when the test data are original texts, using transla-
tionese to train a QA model results in substantial
performance drop compared with using originals
for training.

To tackle the issue with translationese artifacts,
inspired by domain mapping techniques (Zhu et al.,
2017), we explore the idea of projecting originals

1We refer to texts directly written by humans in a certain
language as originals of that language and translated texts
(translated by either humans or machines) as translationese.
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Figure 2: The XLM-R (Conneau et al., 2020) classifi-
cation results of translationese for different languages
on TyDiQA (Clark et al., 2020). We use the classifiers
trained with only English pairs (originals and transla-
tionese), or randomly initialized (without any training).
More details of the experiments are given in Appendix
B.

and translationese into a common embedding space
to close their gap. Since only the originals of the
source language are available under the translate-
train setting, whether this idea is feasible depends
on whether the projection function is learnable
from the source language and transferable to other
languages. Therefore, we first conduct experiments
to investigate if translationese artifacts, or patterns
of differences between orginals and translationese,
are recognizable and transferable across languages
by deep learning models. Specifically, we train
a binary classifier to distinguish English originals
from English translationese. We then test the effec-
tiveness of this binary classifier on other languages.
Our intuition is that (1) if the model converges, it
suggests that the patterns of translationese artifacts
can be potentially learned to some extent, and 2)
if the trained model recognizes the translationese
of other languages, it means the model can likely
transfer the learned patterns across different lan-
guages. Our results in Figure 2 validate both: 1)
The model converges well and achieves 97% ac-
curacy on English, the training language. (2) It
also performs reasonably well on other languages
(77% ∼ 91%).

Based on the above intuition and validation,
we propose a Translationese Embracing Artifacts
(TEA) method that projects originals and transla-
tionese into a common space to mitigate the trans-
lationese artifacts. TEA explicitly learns a map-
ping function from originals to translationese us-
ing originals and translationese of the source lan-

guage (English in our experiments), where learn-
ing is through minimizing the distance between
the mapped representation of originals and of the
corresponding translationese. TEA then applies
this mapping function to the originals of the target
language during the testing stage. For evaluation,
we conduct experiments on multilingual QA us-
ing the TyDiQA dataset (Clark et al., 2020)2. Our
results show that TEA outperforms translate-train
baselines and SOTA translationese mitigation meth-
ods designed for machine translation (Marie et al.,
2020; Wang et al., 2021).

2 Related Work

The effect of translationese has been widely stud-
ied in translation tasks (Lembersky et al., 2012;
Zhang and Toral, 2019; Edunov et al., 2020; Gra-
ham et al., 2020; Freitag et al., 2020). Some works
focus on mitigating or controlling the effect of
translationese, e.g., tagged training (Marie et al.,
2020; Riley et al., 2020; Wang et al., 2021), which
are adopted as baselines in our paper. In the field
of cross-lingual transfer, there are very few works
about translationese. Artetxe et al. (2020) is the
only attempt for translate-test and zero-shot learn-
ing. In contrast, we focus on translate-train and
aim to mitigate the artifacts in translationese.

Our research is also related to domain adaptation
(DA) that aims to transfer the knowledge from a
source domain to target domains. Our original-to-
translationese projection function can be seen as
something similar to projecting source domain and
target domain data into a common space, which
has been used before for domain adaptation (Zhu
et al., 2017; Shen et al., 2017).

3 Our Approach (TEA)

Let x represent the input text and y represent the
output label. X denotes the domain (i.e., all pos-
sible values) of x and Y is the set of labels. The
input x comes from different languages, and it can
be either originals or translationese during training.
Specifically, we use Xsrc, orig to denote the domain
of source language originals, and define Xtrgt, orig
and Xtrgt, trans in a similar way (where trgt refers
to the target language and trans refers to transla-
tionese). We further use back-translation (Sennrich
et al., 2016) to generate source language trans-

2To the best of our knowledge, TyDiQA is the only large-
scale multilingual benchmark dataset where test data is origi-
nal text written by humans.
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lationese (i.e., the source language originals are
first translated into a pivot language and then trans-
lated back into the source language), denoted as
Xsrc, trans, for the purpose of learning a mapping
function to project originals and translationese into
the same space.

We now present our TEA method. Our ultimate
goal is to learn a mapping function f ∶ Xtrgt, orig →

Y , which takes target language originals as input.
However, we only have Dsrc, orig ∈ Xsrc, orig×Y and
Dtrgt, trans ∈ Xtrgt, trans×Y during training. The chal-
lenge is that an f learned from either Dsrc, orig or
Dtrgt, trans may not work effectively on Xtrgt, orig be-
cause of the differences between the source and the
target languages and between originals and trans-
lationese. To mitigate the differences between the
source and the target languages, we rely on pre-
trained multilingual language models, as many ex-
isting works do. As for the differences between
originals and translationese, based on the idea dis-
cussed in Section 1, we propose to mitigate the
translationese artifacts of the target language us-
ing an original-to-translationese mapping function,
and because of the lack of target originals, we pro-
pose to learn the original-to-translationese mapping
function from the source language.

To concretely illustrate our idea, we break down
the mapping from X to Y into the following steps3:
Multilingual Projection (MP): First, input x is
projected into a language-agnostic multilingual
space by using a pre-trained multilingual LM. We
use Xml to denote the projected multilingual space,
and fMP is a multilingual projection (i.e., the multi-
lingual LM) that maps an input x in any language
into Xml.
Original-to-Translationese Projection (OTP):
Suppose Xml consists of two subspaces: Xml =

Xml, orig⋃Xml, trans, where Xml, orig and Xml, trans
denote the multilingual representations of any orig-
inals and translationese, respectively. To close the
gap between originals and translationese, we de-
fine an original-to-translationese projection func-
tion fOTP ∶ Xml, orig → Xml, trans to convert the vec-
tor representation of a piece of originals to its cor-
responding representation of translationese.
Language-Agnostic QA (QA): The last step is a
language-agnostic classifier for the QA task itself.
We use fQA ∶ Xml, trans → Y to denote it.

Given an input x, depending on whether it is
from originals or translationese, we use different

3A diagram showing the pipeline is in Appendix A.

compositions of the functions above to map x to y:

y = { fQA ◦ fOTP ◦ fMP(x) x ∈ X*, orig,
fQA ◦ fMP(x) x ∈ X*, trans.

Here ◦ represents the composition of two func-
tions, i.e., f ◦ g(x) = f(g(x)), and ∗ denotes
source language or target languages. More con-

cretely, for (x,y) ∈ Dsrc, orig, we use Xsrc, orig
fMP
−−→

Xml, orig
fOTP
−−−→ Xml, trans

fQA
−−→ Y; for (x,y) ∈

Dtrgt, trans, we use Xtrgt, trans
fMP
−−→ Xml, trans

fQA
−−→ Y .

As discussed in Section 1, we make use of the
source language originals and translationese to
learn fOTP. Specifically, for (x,y) ∈ Dsrc, orig,
we use x

′
∈ Xsrc, trans to represent its corre-

sponding translationese, i.e., generated by back-
translation (Sennrich et al., 2016) through a pivot
language. Let {(x,x′)} ∈ Dsrc, pairs denotes all the
pairs of originals and translationese in the source
language. Then, we minimize the distance between
fOTP(fMP(x)) and fMP(x′) to optimize fOTP.

In summary, the loss function consists of the
following three components:

L = ∑
(x,y)∈Dsrc, orig

l(fQA ◦ fOTP ◦ fMP(x),y)

+ ∑
(x,y)∈Dtrgt, trans

l(fQA ◦ fMP(x),y)

+ ∑
(x,x′)∈Dsrc, pairs

(1 − g(x,x′)),

where g(x,x′) = cos(fOTP(fMP(x)), fMP(x′).
l(⋅, ⋅) is standard cross entropy loss and cos(⋅, ⋅)
is the cosine similarity function.
Model Details. For fMP, we use XLM-R (Conneau
et al., 2020). For fOTP, we utilize a transformer
layer (Vaswani et al., 2017). fQA is implemented
by a linear layer.

4 Experiments

Dataset. We conduct experiments on Ty-
DiQA (Clark et al., 2020). Specifically, we evaluate
our approach on the gold-passage subtask of Ty-
DiQA, which includes 9 languages. We set English
as source language and others as target languages,
and report the results on target languages. During
training, we utilize translated training data in all
target languages for joint training. We use Exact
Match (EM) and F1 scores as evaluation metrics.
Implementation. Translations of English training
data for target languages are from XTREME (Hu
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Method D ar bn fi id ko ru sw te med all-in-one avg
STT 8 40.4/67.6 47.8/64.0 53.2/70.5 61.9/77.4 10.9/31.9 42.1/67.0 48.1/66.1 43.6/70.1 45.7/67.3 45.2/67.2 43.5/64.3

FILTER 8 50.8/72.8 56.6/70.5 57.2/73.3 59.8/76.8 12.3/33.1 46.6/68.9 65.7/77.4 50.4/69.9 53.7/71.7 51.6/70.3 49.9/67.8
STT∗ 8 58.0/76.6 54.6/70.2 59.0/74.8 64.7/80.2 48.0/61.6 49.5/71.2 58.7/74.6 57.0/76.2 57.5/74.7 56.8/74.4 56.2/73.2
TAG∗

4 56.9/76.4 55.5/70.0 59.4/75.2 64.4/79.6 48.6/61.7 49.1/70.4 60.7/76.0 57.8/76.4 57.4/75.5 56.9/74.5 56.5/73.2
TST∗ 4 58.4/75.5 60.2/72.2 58.3/74.4 65.5/78.9 49.3/62.6 49.0/69.7 63.5/76.7 56.2/76.1 58.3/75.0 57.3/74.1 57.6/73.3
GRL∗ 4 57.6/75.6 58.4/72.6 59.7/74.8 65.3/79.9 49.6/62.2 49.1/70.4 62.9/76.9 58.2/77.0 58.3/75.2 57.6/74.6 57.6/73.7
TEA∗

4 56.5/76.1 60.2/74.9 60.9/76.5 63.6/79.3 48.6/61.4 51.5/72.0 66.7/78.9 60.7/78.7 60.5/76.3 58.6/75.6 58.6/74.7

Table 1: Main results (Exact Match / F1 scores) on TyDiQA. All methods use XLM-R as backbone. The “D” col-
umn indicates whether the model design considers translationese artifacts. The columns “ar” to “te” are different
target languages. The “med” and “avg” columns denote median and average performance across the 8 target lan-
guages. The “all-in-one” column is the result by combining all data as one dataset. ∗ indicates our implementation.

et al., 2020) and translationese English is trans-
lated by Google Cloud Translation. German (de)
is selected as the default pivot language in back-
translation. More details are in the Appendix B.
Baselines. We compare our model with the
following baselines: (1) Standard Translate-
Train (STT) (Devlin et al., 2019). (2) FIL-
TER (Fang et al., 2021) is an advanced translate-
train method fully utilizing the parallel data. (3)
Tagging (TAG) (Marie et al., 2020), which distin-
guishes originals and translationese by adding a
tag for machine translation. (4) Two-Stage Train-
ing (TST) (Wang et al., 2021), which is another
approach to address the gap between translationese
and originals for machine translation. It first uses
the combination of them for training followed by
another round of training only on originals. (5) Gra-
dient Reversal Layer (GRL) (Ganin and Lempitsky,
2015), which is a general DA method.
Main results. Table 1 summarizes the compari-
son between our TEA and the baselines. We make
the following observations: (1) TEA outperforms
all baselines. For instance, TEA surpasses STT
by 2.4% (EM) and 1.5% (F1) on average, which
demonstrates the effectiveness of our method. (2)
Methods considering translationese artifacts gen-
erally perform better than methods without such
design, which reinforces the importance of miti-
gating translationese artifacts. (3) Compared to
the baselines for translationese artifacts, TEA still
shows its superiority. We highlight that our OTP
module with explicit projection is better than im-
plicit DA approaches. E.g., TAG only uses different
tags to distinguish the translationese from origi-
nals. (4) The improvements from TEA across dif-
ferent languages are different. For high-resource4

target languages, TEA brings more gains on the
4Here we distinguish high-resource and low-resource ac-

cording to XLM-R (Conneau et al., 2020).

Settings EM F1

STT 56.2 73.2
(1) STT+Xsrc, trans 56.6 73.2
(2) STT+params 56.3 73.5
(3) TOP 57.9 74.1
(4) MLP in OTP 56.7 73.3
(5) MSE loss 58.0 73.9
Full method 58.6 74.7

Table 2: Ablation study on TyDiQA. We report the aver-
age EM and F1 performance on the 8 target languages.

languages in Indo-European family, e.g., ru, and
marginal gains on others, e.g., ar. For low-resource
target languages, the performance improvements
are obvious, e.g., sw. It is because both language
model and machine translation model are of lower
quality on low-resource languages, and thus mit-
igating the gap between translationese and orig-
inals shows more effectiveness in such scenario.
For high-resource languages, TEA prefers Indo-
European languages, which are closer to English.
Ablation studies. We conduct in-depth ablation
studies to analyze TEA. Specifically, we explore
the following settings: (1) Since we use 11% more
data in TEA (unlabeled Xsrc, trans) compared to
STT, here we add labeled Xsrc, trans in STT. (2)
Since we use additional 0.38% parameters (OTP)
in our method compared to STT, here we add
the same OTP module in STT. (3) We replace
the Original-to-Translationese Projection (OTP) by
Translationese-to-Original Projection (TOP). (4)
We replace the self-attention layer in OTP with a
multi-layer perceptron (MLP). (5) We replace the
cosine distance function in loss with mean square
function. The results are summarized in Table 2.
Compared to the variants, our full method performs
best over all settings. (1)/(2) incorporate additional
data/parameters, which demonstrates the improve-
ment of our method is not caused by the two factors.
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Settings Language Family EM F1

Scottish (gd) Indo-European 58.8 74.0
Korean (ko) Koreanic 57.8 74.0
Chinese (zh) Sino-Tibetan 57.6 73.8
German (de) Indo-European 58.6 74.7

Table 3: Experiment results of utilizing different lan-
guage as pivot language for generating Xsrc, trans.

(3) proves that TOP still mitigates the artifacts, but
OTP obtaining better performance. We argue that
it is because most of the training data is transla-
tionese. (4) and (5) demonstrate the effectiveness
of our loss function and architecture.
Pivot Languages Analysis. Here we study the ef-
fect of pivot language used in generating Xsrc, trans.
Specifically, we select four pivot languages, i.e.,
German (de), Scottish (gd), Korean (ko) and Chi-
nese (zh), for evaluation. We fix our approach and
only replace the Xsrc, trans used in OTP. The results
are reported in Table 3. We observe that pivot lan-
guages from Indo-European family are superior to
that from other language families. We believe it is
because the training data of other target languages
in translate-train is translated from English, while
English belongs to the Indo-European family.

5 Conclusions
We aim to mitigate the translationese artifacts when
training translate-train models. After varifying the
transferability of the translationese patterns across
languages, we propose the TEA that mitigates ar-
tifacts using a source language and to facilitate
the prediction on unseen target languages. Our ap-
proach is simple and generic. Moreover, our results
on multilingual QA show its effectiveness.

Ethical Considerations

Although our method requires fine-tuning of the
pre-trained multilingual language model, the com-
putational cost of our experiments is not high. We
utilize two pieces of NVIDIA V100 and it takes
around 1 hour for the fine-tuning process. This
is partly due to the relatively small QA training
dataset used for fine-tuning. It is possible that if our
method is applied to either a much larger training
dataset for fine-tuning or a much larger pre-trained
language model, the computational cost and power
consumption will go up. To reduce such costs, one
way is to fine-tune only part of the pre-trained lan-
guage model. Another way is to apply the recently
proposed Adapter method (Houlsby et al., 2019) to

fine-tune the language model.
Our method relies on machine translation sys-

tems. It has been found in a previous study that in-
dustrial MT systems as well as SOTA academic MT
systems may suffer from gender bias (Stanovsky
et al., 2019), and it would not be surprising if other
types of societal biases and stereotypes are also
found in machine translated texts. If our method
uses translationese containing societal biases, our
learned original-to-translationese projection func-
tion will likely also contain such biases, which may
affect the fairness of the final trained system. How-
ever, this is not due to our method but rather the
translated text we use. Nevertheless, this is some-
thing we need to keep in mind if our method is
adopted for real applications.
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A Training Pipeline

Figure 3 illustrates the training pipelines our
method. The goal is to map the originals and trans-
lationese domains into the same embedding space
for prediction. Specifically, the module on the top
of the figure is to train the Dsrc, orig and Dtrgt, trans,
i.e., the first two terms of loss function, while the
module at the bottom aims to map the originals-
translationese pairs in Dsrc, pairs into same space,
i.e., the last term of loss function.

B Implementation

General Implementation. We adopt the Hugging-
Face Transformers (Wolf et al., 2020) toolkit to im-
plement the pre-trained language model, i.e., XLM-
R. The maximal input length, i.e., concatenation
of question and passage tokens, is set as 384. We
also utilize a document sliding window with stride
length of 128 to tackle the long passage issue. The
learning rate and batch size are set as 2e−5 and 32,
respectively. We use back-translate (Sennrich et al.,
2016) to generate the translationese. Back-translate
means to translate the source language to a pivot
language and then translate back to the source lan-
guage. By doing this, we are able to obtain the
translationese of source language.
Implementation of Experiment in Figure 1. Ty-
DiQA (Clark et al., 2020) provides both training
and testing datasets of originals for all languages.
Here we adopt the originals training data to gener-
ate the corresponding translationese training data
through back-translation 5. The results in Fig-
ure 1 are obtained by training originals and gener-
ated translationese data for en, ar and fi, respec-
tively. Note all the translationese is generated
by the Google Cloud Translation6 service, where
the English translationese is generated by back-
translationese with de as pivot language, the trans-
lationeses of ar and fi use en as pivot language. The
The test set is originals of each language.
Implementation of Experiment in Figure 2.
Similarly, we generate the translationese of the orig-
inals for each language using Google Cloud Trans-
lation service, where en is set as pivot language for
non-English languages, and German for English
language. We split the originals-translationese
pairs of English into two groups, where 80% sam-
ples are used for training, and the rest 20% samples
together with all pairs of other languages are used
for evaluation. As the originals and translationese
are paired, a random guess could achieve 50% ac-
curacy for all languages ideally.
Implementation of TEA. It is worth noting that
we can only access the originals of English and
the translationese of other target languages during
training. We use the translationese data, i.e., the
target language data translated from English, from

5We emphasize that non-English originals data is only
utilized in Figure 1 and Figure 2 for analysis purpose. In
addition, we only utilize the originals data of English in exper-
iment, which follows the same settings as previous works, for
translate-train.

6https://cloud.google.com/translate
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Figure 3: Overall training pipeline of TEA. All modules are shared. Indicator is used to forward different kind of
data into upper path or lower path, i.e., originals data for upper path and translationese data for lower path. The
task losses are standard cross entropy loss and the map loss is computed by cosine distance function.

XTREME official website7, while the translated
data from XTREME is utilized in translate-train
for all previous works (Fang et al., 2021). Besides,
we also augment translationese of English, which is
generated by back-translation, in our TEA. Again,
we resort to the Google Cloud Translation service
to generate the translationese for all experiments
in Section 4, where the German is set as pivot lan-
guage by default.

C Data and Parameters

The sample sizes of the data sets in all 9 languages
are equal, since they are all translated from En-
glish originals training data. The standard translate-
train (STT) directly adopt the data samples of 9
languages for training. In addition to the data sam-
ples of 9 languages, we also incorporate the En-
glish translationese, leading to 11% more samples
used compared to SST. Besides, our Original-to-
Translationese Projection (OTP) module also intro-
duce additional parameters compared to SST.

D Additional Experiments

Main Results. In this part, we replenish the Ty-
DiQA results of two advanced multilingual lan-
guage models, i.e., VECO (Luo et al., 2021) and
HICTL (Wei et al., 2020) in Table 4.
Originals-Translationese Pair Sample. In Fig-
ure 4, we list examples of originals-translationese
pair in English used for TEA training.
Effect of Translation Quality on Translationese
English. Here we conduct an ablation study about

7https://console.cloud.google.com/
storage/browser/xtreme_translations

the effect of translation quality on translationese
English used in cosine distance loss. Due to the
limited resource, we are unable to train a machine
translation model from scratch by ourselves. In-
stead, we select the free Google Translate toolkit8

(compared to the paid Google Cloud service) as the
proxy of low-quality translator. We fix all the im-
plementation settings and change the translationese
English data only. Consequently, we obtain the av-
erage performance of EM/F1 = 58.0/73.9. The
result indicates that a better translator is more effec-
tive for the translationese English generation. It is
because that the low-quality translator may create
more translation errors, then those errors are propa-
gated during training, which hinders the learning
of the originals to translationese mapping.

8https://translate.google.com
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LM Method ar bn fi id ko ru sw te avg
XLM-R STT 40.4/67.6 47.8/64.0 53.2/70.5 61.9/77.4 10.9/31.9 42.1/67.0 48.1/66.1 43.6/70.1 43.5/64.3

FILTER 50.8/72.8 56.6/70.5 57.2/73.3 59.8/76.8 12.3/33.1 46.6/68.9 65.7/77.4 50.4/69.9 49.9/67.8
STT∗ 58.0/76.6 54.6/70.2 59.0/74.8 64.7/80.2 48.0/61.6 49.5/ 71.2 58.7/74.6 57.0/76.2 56.2/73.2

TAG∗ 56.9/76.4 55.5/70.0 59.4/75.2 64.4/79.6 48.6/61.7 49.1/70.4 60.7/76.0 57.8/76.4 56.5/73.2
TST.∗ 58.4/75.5 60.2/72.2 58.3/74.4 65.5/78.9 49.3/62.6 49.0/69.7 63.5/76.7 56.2/76.1 57.6/73.3
GRL∗ 57.6/75.6 58.4/72.6 59.7/74.8 65.3/79.9 49.6/62.2 49.1/70.4 62.9/76.9 58.2/77.0 57.6/73.7
TEA∗ 56.5/76.1 60.2/74.9 60.9/76.5 63.6/79.3 48.6/61.4 51.5/72.0 66.7/78.9 60.7/78.7 58.6/74.7

HICTL STT 52.1/72.7 45.3/64.6 61.8/79.1 61.7/79.6 37.1/53.8 51.6/71.3 56.9/71.5 51.7/68.3 52.3/70.1
VECO STT 57.5/77.0 56.6/72.2 59.3/76.6 64.4/80.0 52.2/63.4 50.5/72.8 67.1/79.4 58.0/76.0 58.2/74.7

Table 4: Main results on TyDiQA dataset. “LM”: language models; “avg” denotes average performance across 8
languages; “∗”: our implementation.

Originals Translationese

Quantum field theory naturally began with the study of
electromagnetic interactions, as the electromagnetic
field was the only known classical field as of the 1920s.

Quantum field theory, of course, began by studying the
electromagnetic interactions, because in the 1920s
electromagnetic fields was the only classical fields known
at the time.

The Guardians of the Universe are a fictional race of
extraterrestrials appearing in American comic books
published by DC Comics, commonly in association with
Green Lantern.

The video game series took inspiration from the novel
Alamut by the Slovenian writer Vladimir Bartol, while
building upon concepts from the Prince of Persia
series. It begins with the self-titled game in 2007, and
has featured eleven main games.

The video game series was inspired by the novel Alamut
by Slovenian writer Vladimir Bartol, and is based on the
concept of the Prince of Persia series. It starts with the
self-titled game in 2007 and has presented eleven major
games.

The total number of military and civilian casualties in
World War I were about 40 million: estimates range
from 15 to 19million deaths and about 23million
wounded military personnel, ranking it among the
deadliest conflicts in human history.

The total number of military and civilian casualties in
World War I was approximate 40 million: estimates
between 15 and 19 million deaths and around 23 million
military personnel wounded, making them one of the
deadliest conflicts in human history.

Wolfstein was founded in 1275 on Habsburg King
Rudolph I's orders, which called for a “fortified and free”
town near his castle, “Woluisstein”, now known as the
Alt-Wolfstein (“Old Wolfstein”) ruin. Rudolph forthwith
granted the new town the same town rights.

Wolfstein was established in 1275 on the orders of the
Habsburg King Rudolf I, who demanded a "fortified and
free" city near his castle "Woluisstein", which is known
today as the Alt-Wolfstein-Ruin. Rudolph immediately
granted the new city the same rights.

Hitler later declared that this was when he realized he
could really "make a good speech". At first, Hitler
spoke only to relatively small groups, but his
considerable oratory and propaganda skills were
appreciated by the party leadership.

Hitler later stated that this was when he realized that he
could really "give a good speech". Initially, a relatively
small group was the subject of Hitler's speech, but his
considerable eloquence and propaganda skills were
valued by the party leadership.

Super Editions are stand-alone books in the Warriors
series that are approximately double the length of a
normal Warriors book.

Super Editions are stand-alone books in the Warriors
series that are roughly twice as long as a regular
Warriors book.

The Guardians of the Universe are a fictional race of
aliens, usually related to Green Lantern and appearing
in American comic books published by DC Comics.

Figure 4: Examples of originals-translationese pair in English from TyDiQA (Clark et al., 2020). The main differ-
ences are underlined.
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Abstract

We consider the problem of pretraining a two-
stage open-domain question answering (QA)
system (retriever + reader) with strong trans-
fer capabilities. The key challenge is how
to construct a large amount of high-quality
question-answer-context triplets without task-
specific annotations. Specifically, the triplets
should align well with downstream tasks by:
(i) covering a wide range of domains (for open-
domain applications), (ii) linking a question to
its semantically relevant context with support-
ing evidence (for training the retriever), and
(iii) identifying the correct answer in the con-
text (for training the reader). Previous pre-
training approaches generally fall short of one
or more of these requirements. In this work,
we automatically construct a large-scale cor-
pus that meets all three criteria by consulting
millions of references cited within Wikipedia.
The well-aligned pretraining signals benefit
both the retriever and the reader significantly.
Our pretrained retriever leads to 2%-10% ab-
solute gains in top-20 accuracy. And with our
pretrained reader, the entire system improves
by up to 4% in exact match.1

1 Introduction

Open-domain question answering (QA) aims to ex-
tract the answer to a question from a large set of
passages. A simple yet powerful approach adopts a
two-stage framework (Chen et al., 2017; Karpukhin
et al., 2020), which first employs a retriever to fetch
a small subset of relevant passages from large cor-
pora (i.e., retriever) and then feeds them into a
reader to extract an answer (text span) from them.

∗Work was done when interning at Tencent AI Lab.
1Our code, data, and pretrained models are available at:

https://github.com/xiangyue9607/C-MORE

Due to its simplicity, a sparse retriever such as
TF-IDF/BM25 is generally used together with a
trainable reader (Min et al., 2019). However, re-
cent advances show that transformer-based dense
retrievers trained on supervised data (Karpukhin
et al., 2020) can greatly boost the performance,
which better captures the semantic relevance be-
tween the question and the correct passages. Such
approaches, albeit promising, are restricted by the
limited amount of human annotated training data.

Inspired by the recent progresses of language
models pretraining (Devlin et al., 2019; Lee et al.,
2019; Guu et al., 2020; Sachan et al., 2021), we
would like to address the following central ques-
tion: can we pretrain a two-stage open-domain QA
system (retriever + reader) without task-specific hu-
man annotations? Unlike general language models,
pretraining such a system that has strong transfer
capabilities to downstream open-domain QA tasks
is challenging. This is mainly due to the lack of
well-aligned pretraining supervision signals. In par-
ticular, we need the constructed pretraining dataset
(in the form of question-answer-context triplets) to:
(i) cover a wide range of domains (for open-domain
applications), (ii) link a question to its semantically
relevant context with supporting evidence (for train-
ing the retriever), and (iii) identify the correct an-
swer in the context (for training the reader).

There have been several recent attempts in ad-
dressing these challenges. ORQA (Lee et al., 2019)
creates pseudo query-passage pairs by randomly
sampling a sentence from a paragraph and treat-
ing the sampled sentence as the question while
the rest sentences as the context. REALM (Guu
et al., 2020) adopts a retrieve-then-predict ap-
proach, where the context is dynamically retrieved
during training and an encoder (reader) predicts
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Question: The boarding crew freed 14 Iranian and Pakistani
fishermen who had been held as hostages for over two months.

Pretraining Data Instance

On 7 January 2012, Absalon intercepted and boarded a
Somali pirate mother ship in the Indian Ocean. The boarding
crew freed 14 Iranian and Pakistani fishermen who had been
held as hostages for over two months.[18] On 30 November
2015, Minister of Defence Peter Christensen, announced
that Absalon was to be moved to the Mediterranean Sea...

HDMS Absalon (F341)
Wikipedia

the free
encyclopedia

A Sampled Wikipedia Article

Reference

(Posted 2012-01-08) The Danish navy says it has captured
a suspect pirate mothership off the Horn of Africa and
rescued 14 people who were being held hostage on it. The
navy says its warship HDMS Absalon, which participates in
NATO’s Ocean Shield anti-piracy force, encountered the
ship Saturday and the crew boarded it.

Context: On 7 January 2012, Absalon intercepted ...On 30  
November 2015,Minister of Defence Peter Christensen ... 

Question: The boarding crew freed [MASK] Iranian and Pakistani
fishermen who had been held as hostages for over two months.
Answer: 14

Question: The boarding crew freed how many Iranian and Pakistani
fishermen who had been held as hostages for over two months.
Answer: 14
Context: (Posted 2012-01-08) The Danish navy says it has captured
a suspect pirate mothership off the Horn of Africa and rescued 14
people who were being held hostage on it...

ORQA: Inverse-Cloze Task

REALM: Retrieval-augmented Masked Language Modeling

C-MORE: Consulting Millions of References 

Pretraining Comparison

REAL
M C-MO

RE

✓

✓

✓

✓

✓

✓

✘✘

✓

✘

✓

✓ ✘

✘
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ORQA

[18] "Danish warship captures suspected pirate mothership," 
 Worldnews.com. 8 January 2012

Direct Retrieval
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Direct Reader
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Figure 1: Different pretraining methods for open-domain QA. Our C-MORE pretrains both retriever and reader by
using direct signals extracted from millions of references cited in the verified knowledge source.

the masked token in the question based on the re-
trieved context. The retriever pretraining signals
constructed in these approaches are not aligned
with question-context pairs in open-domain QA
settings. For example, as shown in Figure 1, the
context (in blue color) of ORQA pretraining data
instance does not contain direct supporting evi-
dence to the question. Likewise, the dynamically
retrieved context in REALM cannot be guaranteed
to contain direct supporting evidence either. In
addition, existing pretraining methods (Lee et al.,
2019; Guu et al., 2020) mostly focus on the re-
triever and do not jointly provide direct pretraining
signals for the reader (Figure 1).

To meet all three aforementioned criteria, we
propose a pretraining approach named Consulting
Millions Of REferences (C-MORE), which auto-
matically constructs pretraining data with well-
aligned supervision signals (Figure 1). Specifically,
we first extract three million statement-reference
pairs from Wikipedia along with its cited refer-
ences. Then, we transform them into question-
answer-context triplets by replacing a potential
answer span in the statement (e.g., “14” in the
Figure 1) by an interrogative phrase (e.g, “how
many”). Such kind of pseudo triplets are in the
exact same form as human-annotated ones, and
the question is linked to the context that contains
the most direct-supporting evidence, a highly de-
sirable feature for open-domain QA tasks. We
experiment the pretraining with a widely-adopted
open-domain QA system, Dense Passage Retriever
(DPR) (Karpukhin et al., 2020). The experimen-
tal results show that our pretrained retriever not
only outperforms both sparse and dense retrieval
baselines in the zero-shot retrieval setting (2%-10%
absolute gain in top-20 accuracy), but also leads to

further improvement in the downstream task fine-
tuning. By integrating with our pretrained reader,
the entire open-domain pretraining improves the
end-to-end QA performance by 4% in exact match.

2 Method

Recall that we want to automatically construct a
large-scale open-domain QA pretraining dataset
that satisfies three criteria: (i) The dataset should
cover a wide range of domains for the open-domain
QA purpose. (ii) The context passage is semanti-
cally relevant to the question and contains direct
supporting evidence for answering the question.
(iii) The correct answer span in the context passage
for answering the question should also be identi-
fied for training the reader. This section first dis-
cusses how to extract a large amount of statement-
reference pairs from the Wikipedia and then explain
how to construct pseudo question-answer-context
triplets for pretraining open-domain QA systems.

2.1 Statement-Reference Pairs Collection

Wikipedia articles usually contain a list of knowl-
edge sources (references) at the end that are verified
by human editors to support the statements in the
articles (Li et al., 2020). And the reference docu-
ments always consist of strong supporting evidence
to the statements. For example, as shown in Figure
1, the document (in green color) contains the di-
rect evidence “...rescued 14 people who were being
held hostage on it...” to support the query (red text)

“The boarding crew freed 14 Iranian and Pakistani
fishermen who had been held as hostages over two
months”. Additionally, such knowledge sources
are often organized in a good structure and can be
automatically extracted and processed. Moreover,
the statement-reference pairs in Wikipedia cover

372



Data Type Dataset Train Dev Test
Pretraining C-MORE 2.96M 40K -

Finetuning
QA Data

NaturalQuestion 58,880 8,757 3,610
TriviaQA 60,413 8,837 11,313
WebQuestion 2,474 361 2,032

Table 1: Statistics of pretraining and finetuning data.

a wide range of topics and domains. Thus, when
converted into question-context pairs, they satisfy
the first two criteria and are suitable for training an
accurate dense retriever at a large scale.

In our study, we extract around six million
statement-reference pairs from Wikipedia. We
filter the pairs whose reference documents are
not reachable and finally obtain around three mil-
lion statement-reference pairs (see statistics in Ap-
pendix Table 1). The data collection method we
proposed is very general and therefore can be
easily extended to other domains, e.g., WikiEM
(wikem.org) for medical domain or other languages,
e.g., Baidu Baike (baike.baidu.com) for Chinese.

2.2 QAC Triplets Construction

We now explain how to further convert the
statement-reference pairs into question-answer-
context pairs. Inspired by previous unsupervised
extractive QA work (Lewis et al., 2019), we extract
entities as potential answers to construct pseudo
question-answer-context pairs where an answer
span is extracted from the context given an question
to accommodate the extractive QA setting. Specif-
ically, we first adopt an off-the-shelf named en-
tity recognition tool spaCy (Honnibal and Montani,
2017) to identify entities in each query. Next, we
filter the entities that do not appear in the evidence
based on string matching. If multiple entities are
found, we sample one of them as the potential an-
swer to the query. The sampled entity in the query
is replaced by an interrogative phrase based on
the entity type (e.g., a [DATE] entity will be re-
placed by phrases such as “when”, “what date”. In
this way, we can construct question-answer-context
triplets to train open-domain QA models. See more
question reformation rules in Appendix Table 5).

3 Experiment

3.1 Experimental Setup

Pretraining Model Architecture. Since concep-
tually the construed triplets is in the same format as
the annotated QA data, they can be used to pretrain
any existing neural open-domain QA model. Here,

we adopt DPR (Karpukhin et al., 2020), which con-
sists of a dual-encoder as the retriever and a BERT
reader, considering its effectiveness and popularity.
Specifically, the retriever first retrieves top-k (up
to 400 in our experiment) passages, and the reader
assigns a passage score to each retrieved passage
and extracts an answer with a span score. The span
with the highest passage selection score is regarded
as the final answer. The reader and retriever can
be instantiated with different models and we use
BERT-base-uncased for both of them follow-
ing (Karpukhin et al., 2020).
Pretraining Data Processing. For our extracted
pseudo question-answer-context triplets, some-
times the context (reference document) is too long
to fit into a standard BERT (maximum 512 tokens)
in the DPR model. Thus, we chunk a long doc-
ument into n-word text blocks with a stride of
m. Without loss of generality, we use multiple
combinations of n and m: n = {128, 256, 512},
n = {64, 128, 256}. Then we calculate relevance
scores (using BM25) of the derived blocks with
the question and select the most relevant block as
the context. Note that the retrieval step is done
within the single document (usually less than 20
text blocks). In contrast, the baseline model (Sec-
tion 3.2) - sparse retriever BM25 - looks up the
entire knowledge corpus (20M text blocks). In this
way, we can automatically collect the most relevant
context that supports the query from a long article.
Finetuning QA Datasets. We consider three pop-
ular open-domain QA datasets for finetuning: Nat-
uralQuestions (NQ) (Kwiatkowski et al., 2019),
TriviaQA (TQA) (Joshi et al., 2017), and WebQues-
tions (WebQ) (Berant et al., 2013), whose statistics
are shown in Table 1.

Following the setting of DPR (Karpukhin et al.,
2020), we use the Wikipedia as the knowledge
source and split Wikipedia articles into 100-word
units for retrieval. All the datasets we use are the
processed versions from the DPR implementation.
Overlap between Pretraining and Finetuning
Datasets. Though both C-MORE and downstream
QA data are constructed based on Wikipedia,
the overlap between them would be very little.
C-MORE extracts queries from Wikipedia while the
queries of downstream QA data are annotated by
human. C-MORE extracts contexts from the exter-
nal referenced pages (general Web) while the down-
stream QA data extract contexts from Wikipedia.
Implementation Details. For pretraining, we set
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Settings Methods Training
Data

Top-20 Accuracy Top-100 Accuracy
NQ TQA WebQ NQ TQA WebQ

Unsupervised

BM25 - 59.1* 66.9* 55.0* 73.7* 76.7* 71.1*
ORQA (Lee et al., 2019) Wikipedia 50.6= 57.5= - 66.8= 73.6= -
REALM (Guu et al., 2020) Wikipedia 59.8= 68.2= - 74.9= 79.4= -
C-MORE Wikipedia 61.9 72.2 62.7 75.8 81.3 78.5

Domain
Aaptation

DPR-NQ NaturalQuestion - 69.7 69.0 - 79.2 78.8
+ C-MORE + Wikipedia - 72.8 71.2 - 81.6 81.3
DPR-TQA TriviaQA 69.2 - 71.5 80.3 - 81.0
+ C-MORE + Wikipedia 71.0 - 74.3 81.7 - 83.2
DPR-WebQ WebQ 56.1 66.1 - 70.7 77.6 -
+ C-MORE + Wikipedia 67.3 74.2 - 79.2 82.6 -

Supervised DPR-supervised Supervised Data 78.4* 79.4* 73.2* 85.4* 85.0* 81.4*
+ C-MORE + Wikipedia 80.3 81.3 75.0 86.7 85.9 83.2

Table 2: Overall retrieval performance of different models. Results marked with “*” are from DPR (Karpukhin
et al., 2020), “=” are from (Sachan et al., 2021) and “-” means it does not apply to the current setting.

Row Model Architecture Retriever Reader NQ TQA WebQPretrain Finetune Pretrain Finetune
1 ORQA (Lee et al., 2019) 3 3 7 3 33.3 45.0 36.4
2 REALM (Guu et al., 2020) 3 3 3 3 40.4 - 40.7
3

DPR (Karpukhin et al., 2020)

3 7 3 7 11.3 24.8 4.5
4 7 7 7 3 32.6 52.4 29.9
5 3 7 7 3 35.3 55.1 32.1
6 7 3 7 3 41.5 56.8 34.6
7 3 3 7 3 41.9 58.6 35.6
8 3 3 3 3 41.6 60.3 38.6

Table 3: End-to-end QA performance based on different retrievers and readers. Note that we only test the effec-
tiveness of C-MORE based on the DPR (Karpukhin et al., 2020) model architecture. ORQA and REALM are listed
here as references. The retriever of Row 4 is BM25, which does not involve either pretraining or finetuning.

training epochs to 3, batch size to 56 for retrievers
and 16 for readers, and learning rate to 2e-5. We
select the best checkpoint based on the pretraining
dev set. For finetuning, we use the same set of
hyperparameters as the original DPR paper. The
comparing baselines ORQA (Lee et al., 2019) and
REALM (Guu et al., 2020) use 288-token trunca-
tion over Wikipedia, which are not directly compa-
rable to our results. To enable a fair comparison,
we report the retrieval results from a recent paper
(Sachan et al., 2021), which uses the same retrieval
corpus as ours.

3.2 Retrieval Performance

We consider three settings to demonstrate the use-
fulness of our pretrained retriever.
Unsupervised. We assume no annotated training
QA pairs are available. In this setting, We compare
our method with existing unsupervised retrievers:
a sparse retriever BM25 and two pretrained dense
retrievers ORQA and REALM.
Domain Adaptation. We consider the condition
in which there are QA training pairs in the source
domain but no training data in the target domain.
The task is to obtain good retrieval performance on

the target test set only using source training data.
We compare our method with two baselines: one
is to directly train a dense retriever on the source
domain while the other is to first pretrain a dense re-
triever on our constructed corpus and then finetune
it on the source domain training set.
Supervised. In this setting, all the annotated QA
training instances are used. Similar to the previous
setting, we compare a supervised retriever with and
without our C-MORE pretraining.

For all settings, we report the top-k retrieval
accuracy (k ∈ {20, 100}) on the test set following
(Karpukhin et al., 2020). See the overall retrieval
performance of different models in each setting in
Table 2. We have the following observations.

In the unsupervised setting, compared with the
strong sparse retrieval baseline BM25, our pre-
trained dense retriever shows significant improve-
ment. For example, we obtain around 7% absolute
improvement in terms of both Top-20 and Top-100
accuracy on the WebQuestion dataset. Compared
with pretrained dense retrievers (i.e., ORQA and
REALM), our pretrained model outperforms them
by a large margin. This is not surprising as our
pretraining data contain better aligned retrieval su-
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pervision signals: reference documents often have
supporting evidence for the question while their
retrieval training signals are relatively indirect.

In the domain adaptation and supervised set-
tings, our pretrained dense retriever provides a bet-
ter finetuning initialization and leads to improve-
ment compared with randomly initialized DPR
models. Another surprising result is that our pre-
trained dense retriever even outperforms some DPR
domain adaptation models. For example, on the
TriviaQA testing set, our pretrained DPR model
achieves 72.2% top-20 and 81.3% top-100 accu-
racy while the DPR-NQ model obtains 69.7% and
79.2% respectively. This indicates that our pre-
trained dense retriever can generalize well even
without using any annotated QA instances.

All the results demonstrate the usefulness and
generalization of our pretrained dense retriever for
open-domain QA tasks.

3.3 End-to-End QA performance
We now examine how our pretrained retriever
and reader improve the end-to-end QA perfor-
mance, measured in exact match (EM). The re-
sults are shown in Table 3, from which we make
the following observations. (i) Surprisingly, our
fully-unsupervised system (pretrained retriever +
pretrained reader) shows a certain level of open-
domain QA ability (see row #3). For example, on
TriviaQA, our fully-unsupervised system can an-
swer around 25% of questions correctly. (ii) Com-
pared to the system with BM25 retriever (row #4),
the one with our pretrained dense retriever (line
#5) retrieves more relevant passages, leading to
better QA performance. (iii) Initializing either the
retriever or the reader from our pretrained check-
point can lead to further improvement (rows #6-#8).
For example, on the TriviaQA and WebQuestion
datasets, our entire pipeline pretrain leads to about
4% absolute gain in terms of EM. Note that on the
WebQuestion dataset, all the DPR models perform
worse than REALM, this is because of the limited
training data of WebQuestion. The issue can be eas-
ily solved by adding Multi datasets for finetuning
according to (Karpukhin et al., 2020).

3.4 Computational Resource Comparison
In addition to the performance gain, another benefit
of C-MORE is its training scalability. We compare
the C-MORE pretraining with ORQA and REALM
in terms of computational resources they use in
Table 4. As can be seen, C-MORE only requires

GPU TPU

#cards
batch
size

Train
steps

#cards
batch
size

Train
steps

ORQA 128 4096 100K - 4096 100K
REALM 240 - 100K 64 512 200K
C-MORE 8 56 20K - - -

Table 4: Computational resource comparison between
different retriever pretraining methods. Our C-MORE
provides more direct retrieval pretraining signals, thus
leading to fast converge. ORQA and REALM GPU
setups are from (Sachan et al., 2021) and TPU setups
are from their original papers.

reasonable GPU computational resources, which
could be normally conducted on an academic-level
computational platform. On the contrary, due to
the lack of direct retrieval supervision, ORQA and
REALM often needs more computational resources
and requires more training steps to converge.

4 Conclusion

This paper proposes an effective approach for pre-
training open-domain QA systems. Specifically,
we automatically construct three million pseudo
question-answer-context triplets from Wikipedia
that align well with open-domain QA tasks. Exten-
sive experiments show that pretraining a widely-
used open-domain QA model (DPR) on our con-
structed data achieves promising performance gain
in both retrieval and QA accuracies. Future work
includes exploring the effectiveness of the con-
structed data on more open-domain QA models
(e.g., REALM) and training strategies (e.g., joint
optimizing the retriever and reader).
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A Appendix

NER Type Candidate Question Phrases
CARDINAL "what",

DATE
"when","what time",
"what date",

EVENT
"what event","what",
"which event",

FAC "where","what buildings",
GPE "where", "what country",
LANGUAGE "what language","which language",
LAW "which law","what law",

LOC
"where", "what location",
"which place", "what place",

MONEY "how much money","how much",
NORP "what", "what groups", "where",
ORDINAL "what rank","what",

ORG
"which organization",
"what organization", "what",

PERCENT "what percent", "what percentage",
PERSON "who", "which person",
PRODUCT "what", "what product",
QUANTITY "how many", "how much",
TIME "when", "what time",
WORK_OF_ART "what", "what title"

Table 5: Question phrase replacement rules for differ-
ent types of entities.
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Abstract

Since the inception of crowdsourcing, aggre-
gation has been a common strategy for deal-
ing with unreliable data. Aggregate ratings are
more reliable than individual ones. However,
many natural language processing (NLP) appli-
cations that rely on aggregate ratings only re-
port the reliability of individual ratings, which
is the incorrect unit of analysis. In these in-
stances, the data reliability is under-reported,
and a proposed k-rater reliability (kRR) should
be used as the correct data reliability for aggre-
gated datasets. It is a multi-rater generalization
of inter-rater reliability (IRR). We conducted
two replications of the WordSim-353 bench-
mark, and present empirical, analytical, and
bootstrap-based methods for computing kRR
on WordSim-353. These methods produce very
similar results. We hope this discussion will
nudge researchers to report kRR in addition to
IRR.

1 Introduction

Crowdsourcing has become a mainstay for data
collection in NLP (Geva et al., 2019; Sabou et al.,
2014). It can produce data in a scalable and cost
effective manner. However, these benefits come at
a cost: quality. The reliability of crowd workers is
always of central concern. One common strategy
to increase the data reliability is to collect multiple,
independent judgements and to use the aggregated
judgements instead. Indeed, early papers such as
Snow et al. (2008) show that average ratings cor-
relate more strongly with expert judgements. This
makes sense, as average ratings are known to have a
higher reliability than individual ones (Ebel, 1951).

A number of strategies have been proposed to ad-
dress data quality issues, e.g. rater modeling, label
correction, label pruning (Kumar and Lease, 2011),
but aggregation remains very popular (Prabhakaran
et al., 2021). Sheshadri and Lease (2013) present
nine crowdsourced datasets across a wide range of

NLP tasks to compare different aggregation meth-
ods. See Difallah and Checco (2021) for a recent
review of aggregation techniques. In short, aggre-
gation has become the default method for acquiring
reliable data from the crowd.

Interestingly, after we adopted aggregation as
a community, we forgot to update our reliability
measures correspondingly. The field continues to
report data reliability in terms of IRR, even when
aggregate ratings are used. Focusing on IRR, we
are unable to capture the increase in reliability due
to aggregation. The actual data reliability is hence
unknown. This has important consequences. Relia-
bility is often used as a safeguard for reproducibil-
ity. Therefore conclusions about the reproducibility
of a dataset drawn based the reliability of individ-
ual ratings may be different than that based on the
reliability of aggregate ratings.

By reporting the correct reliability that is actu-
ally higher, this may even have a side effect of
lessening the stigma on low-IRR datasets. As a
result, this may create a path forward towards reli-
able data on subjective tasks, where a high IRR is
difficult to obtain, such as emotions (Wong et al.,
2021) and toxicity (Wulczyn et al., 2017). With a
reproducibility crisis looming in the background
(Baker, 2016; Hutson, 2018), more frequent and
accurate reporting of reliability is our primary safe-
guard (Paritosh, 2012).

We denote the reliability of aggregate ratings
as k-rater reliability (kRR), in order to differenti-
ate it from inter-rater reliability. In this paper we
present a few methods for computing kRR. First,
we demonstrate a general, empirical approach that
is based on replications. To that end, we conducted
two replications of WordSim-353 (Finkelstein et al.,
2001), a widely used word similarity dataset. We
then discuss two other alternatives that do not re-
quire replications. One is a re-sampling-based boot-
strap approach (Efron and Tibshirani, 1994). It is
suitable for experiments with a high rating redun-
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dancy. The other is an existing analytical approach
based on intraclass correlation (ICC). It is suitable
for continuous data where the aggregation is the
mean. We conclude with recommendations for
reporting reliability of crowdsourced annotations,
and novel research questions to expand the useful-
ness of kRR.

2 Related Work

Various authors have stressed the importance of
measuring reliability for the correct unit of analy-
sis. Ebel (1951) asks “Is it better to estimate the
reliability of individual ratings or the reliability of
average ratings? If decisions are based upon aver-
age ratings, it of course follows that the reliability
with which one should be concerned is the relia-
bility of those averages.” Shrout and Fleiss (1979)
and Hallgren (2012) reiterate similar points.

These studies primarily focus on the reliability
of the mean, which is just one of many different
aggregation methods. There is a reason. Not only
is the mean a popular choice, it is also the only
known choice where the reliability of the aggregate
ratings can be computed analytically from the re-
liability of individual ratings. This is done in the
ICC framework. ICC is typically used to measure
the reliability of single ratings, but it actually has
a variant that can be used for mean ratings as well.
Shrout and Fleiss (1979) list several types of ICC
coefficient, one of which is for mean ratings. They
call it ICC(k), where k is the number of ratings per
item. In this generalized notation, ICC(1) is just the
reliability of individual ratings, or the IRR. Note
that McGraw and Wong (1996) use a slightly dif-
ferent notation, ICC(1, k), to explicitly denote that
it is for a one-way random effects model, where
the raters are treated as interchangeable. That is
a common assumption in most crowdsourcing ex-
periments done on commercial platforms such as
Amazon Mechanical Turk.

ICC(k) is an established way of measuring the
reliability of mean ratings, hence it is readily us-
able by researchers. However, it has some draw-
backs. Being part of the ICC family, ICC(k) is
only applicable to continuous data. In addition,
ICC(k) measures the reliability of mean ratings,
therefore it cannot accommodate other aggrega-
tion functions. In other words, for other popular
data types, such as majority votes of binary data,
there is no known coefficients for measuring the
reliability of aggregate ratings. Other than ICC(k),

the authors are not aware of any multi-rater gen-
eralization for other coefficients such as Cohen’s
(1960) kappa or Krippendorff’s alpha (Krippen-
dorff, 2011). We therefore take ICC(k) as an inspi-
ration and abstract away from it to define a class of
reliability that describes the reliability of aggregate
ratings for any data types. We denote it kRR.

3 Contributions

• We emphasise the reliability of aggregate rat-
ings is higher than that of individual ratings.

• We give a general definition of kRR, extend-
ing from the definition of IRR, and discuss
three methods for computing it.

• We conduct two replications of the WordSim-
353 benchmark to validate these methods.

4 k-Rater Reliability

We define kRR as the chance-adjusted agreement
between replications of aggregate ratings. This def-
inition is very similar to IRR. In fact, they only
differ in terms of interpretation. kRR is identical
to IRR other than that each individual rating in
the IRR calculation is replaced by a k-rater aggre-
gate rating. After all, the mathematics in IRR are
agnostics to how those labels are produced.

Just like IRR, a minimum of two replications is
required to calculate kRR. Given two vectors of
aggregate ratings, one can calculate the reliability
between them using any IRR coefficients that fit
the purpose. kRR is designed to be analogous to
IRR so that we can build upon the rich IRR litera-
ture and the various coefficient choices for different
experimental conditions and assumptions. For ex-
ample, in a binary task, if all the items are rated
by two fixed but distinct groups of raters (raters
from different locales), Cohen’s (1960) kappa is a
suitable choice. Whereas if the raters groups are
homogeneous, and the rating scale is ordinal (e.g.
Likert), then Krippendorff’s alpha (Krippendorff,
2011) can be used. Just like IRR, kRR is a general
concept and is agnostic to the choice of coefficient.

This definition of kRR can be directly opera-
tionalized by creating replications. We call this
approach to calculating kRR the empirical ap-
proach. We demonstrate it in the next section on
the WordSim-353 benchmark. The empirical ap-
proach is the most direct and most general, with
the drawback that a minimum of two replications
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are required. We later present two narrower alter-
natives in Section 5 that do not require replications.
The empirical results will be used as a golden ref-
erence to validate them.

4.1 Replicating the WordSim Dataset
WordSim-353 (Finkelstein et al., 2001) is a widely
used benchmark for measuring a system’s ability
to compute similarity between two words, and has
been cited over 1500 times. The dataset contains
353 word pairs. Each word pair is rated by the
same 13 workers for their similarity on a scale from
1 to 10, to indicate how similar their meanings
are. The 13 ratings on each word pair are then
aggregated into a mean score. It is important to
note that only the mean of the ratings are utilized by
all the research using this dataset as a benchmark.
So the unit of analysis is the aggregate of the 13
ratings, not individual ratings.

Nearly twenty years have elapsed since the cre-
ation of the WordSim dataset. It is impossible to
recreate the original experimental conditions due
to rater population changes. Therefore, we created
two replications in order to approximate the kRR
of the original dataset. Two is the minimum repli-
cation factor required for the empirical approach,
though a higher replication would result in a more
accurate measure of kRR.

We used the original annotation guidelines on
Amazon Mechanical Turk. Raters were paid on
average USD 9.5 per hour. In each replication,
we collected 13 judgements on each of the same
353 word pairs. There was a detail that we did not
follow. In the original experiment, the authors em-
ployed 13 unique raters, and each one rated all 353
word pairs. In our replications, we followed more
modern conventions and limited the contributions
of each individual rater for better generalizability.
This detail aside, these are our best attempts
to replicate the original experiment. The data
is publicly available at https://github.
com/google-research-datasets/
wordsim-replications.

4.2 Empirical kRR Results
We take k columns of ratings at random from each
of the two replications, compute the k-rater mean
scores for each replication, and measure the relia-
bility between them using Krippendorf’s alpha, the
most widely used and general reliability index. We
do this for k = 1, 2, . . . , 13. The resulting kRR val-
ues are shown in Fig.1. At k = 1, the IRR is 0.574,

Figure 1: k-rater reliability for replications of WordSim bench-
mark, calculated using 3 different methods: 1) Empirical,
based on replications, 2) ICC(k), analytical, and 3) SB predic-
tions. Note ICC(1) is not available as we only have a single
column of ratings available at k = 1. All SB predictions are
based on only 2 ratings per item.

slightly lower than the 0.6 originally reported in
Finkelstein et al. (2001). At k = 13, the k-rater
reliability is 0.940, quite a bit higher than the IRR.
In addition, Fig.1 shows the marginal returns on
increasing the number of ratings on the replicated
datasets.

5 Other Approaches to Computing kRR

The empirical approach is general, as it can ac-
commodate any choice of rating scale, aggregation
function, and reliability coefficient. However, it
has a major drawback. As we see in Section 4.1,
it can be difficult to do a perfect replication post-
fact. This backward incompatibility will present a
challenge to computing kRR for existing datasets.
Below we present two alternatives that can work
on existing datasets under some conditions without
requiring any additional data collection. One is a
re-sampling based bootstrap approach (Efron and
Tibshirani, 1994), the other is ICC(k).

5.1 Bootstrap

Bootstrap (Efron and Tibshirani, 1994) is a re-
sampling technique commonly used for quantify-
ing uncertainty in statistical parameter estimation.
One can bootstrap an NLP annotations dataset by
re-sampling ratings within each annotation item
with replacement at the same sample size. If one
treats each bootstrap sample as a replication, then
one can apply the technique discussed in Section 4
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to obtain a bootstrapped kRR. Bootstrap is an ap-
proximate technique and works better with larger
sample sizes, typically 20 observations and above
for a single distribution. The 13-rating redundancy
in the WordSim replications is arguably small for
a typical bootstrap exercise, but it makes up for it
with a large number of items.

Before we apply bootstrap to the original Word-
Sim dataset, we first verify its soundness by com-
paring it against the empirical results in Section 4.2.
When applied to one of the two recent replications,
the bootstrapped kRR is 0.943. This is comparable
to the 0.940 reported in Section 4.2. We then apply
bootstrap to the original WordSim dataset and find
a bootstrapped kRR of 0.953 (Table 1). The exact
method introduced below produces a very similar
value at 0.950.

5.2 Intraclass Correlation

Intraclass correlation is a popular reliability coeffi-
cient for continuous data in behavioral and medical
sciences. ICC gives researchers granular control
over assumptions about the raters. For example,
each annotation item can be rated by the same set
of raters, or different sets of raters (interchange-
ability). In the former, the raters can be treated as
either fixed or randomly drawn from a population.
Shrout and Fleiss (1979) and McGraw and Wong
(1996) give very extensive treatment on different
ICC types for different rater assumptions.

In this paper, we focus on the most basic defini-
tion, one that treats raters as interchangeable. The
ICC for k-rater averages is denoted as ICC(k) using
McGraw and Wong’s notation. The reliability of
individual ratings is thus given by ICC(1). ICC(k)
can be computed by summing squares of differ-
ences on the data matrix. Please see Appendix A
for derivation and an illustration. Otherwise, soft-
ware implementations of ICC are also widely avail-
able, e.g. in R and Python.

We first verify ICC(k)’s accuracy by comparing
it against the empirical results in Section 4.2. To
do that, we calculate ICC(k) for one of the two
recent WordSim replications for k = 1, 2, . . . , 13
and overlay the results (solid blue) over the empiri-
cal curve in Fig.1. We can see ICC(k) matches the
empirical results quite well.

After verifying the technique, we compute
ICC(k) on the original WordSim dataset. We report
in Table 1 both ICC(1) and ICC(13) to show the
increase in reliability. They are respectively 0.590

Unit of analysis Method reliability
single-rating ICC(1) 0.590

13-rating mean ICC(13) 0.950
13-rating mean bootstrap 0.953

Table 1: Reliability of the original WordSim benchmark. First
two rows are analytical estimates ICC(1) and ICC(13). Both
computed using all 13 available ratings. Third row is a re-
sampling-based bootstrapped estimate based on 100 bootstrap
samples.

and 0.950.1

5.3 Spearman-Brown Formula

Given an experiment with a k-rating redundancy,
ICC(k) quantifies the reliability of the k-rater av-
erage. If this reliability is too low, the researcher
may want to increase the value of k. In this case,
it would be helpful to know how additional ratings
would impact reliability. This is analogous to calcu-
lating the required sample size for a given margin
of error in a poll. For this purpose, the Spearman-
Brown prophecy formula (Spearman, 1910; Brown,
1910) can be a useful tool. It predicts ICC(k) for
any value of k based on ICC(1) in the current ex-
periment:

ICC(k) =
k · ICC(1)

1 + (k − 1) · ICC(1)
. (1)

Warrens (2017) and de Vet et al. (2017) recently
proved that SB and ICC(k) are indeed equivalent in
expectation,2 even though they look nothing alike
and were derived in very different contexts. These
findings confirm past observations that SB predicts
empirical results accurately (Remmers et al., 1927).
A limitation of SB is clearly that it only works
with ICC. However, Fleiss and Cohen (1973) show
ICC is actually equivalent to weighted-kappa with
quadratic weights, so it likely has wider applicabil-
ity.

To verify the formula, we apply SB to one of
the two recent WordSim replications and overlay
the results (dotted red) over the empirical curve
obtained earlier. When computing SB, we only
provide it with 2 ratings, in order to assess its pre-
dictive accuracy. That is, we first compute ICC(1)
with 2 randomly drawn ratings from each word

1The former is computed using two-way random without
interaction ICC(1), the latter two-way random without interac-
tion ICC(13). The equivalent one-way models yield identical
point estimates.

2The only exception is two-way mixed model with interac-
tion (Warrens, 2017).
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pair, then we plug this ICC(1) value into Eq.1 for
k = 1, 2, . . . , 13. The SB curve is overlaid over
the empirical curve in Fig.1. We see that SB tracks
the empirical results very well even at high k. This
is remarkable as the empirical approach requires
26 ratings for k = 13, whereas SB merely requires
2 for any value of k.

6 Conclusions and Discussion

We pointed out where aggregated ratings are used,
as is the case in many crowdsourced datasets, relia-
bility of aggregate ratings is the correct accounting
of data reliability. We introduced k-rater reliability
(kRR) as a multi-rater extension of IRR. We em-
phasise the reliability of aggregate ratings is higher
than that of individual ratings. We present analyti-
cal and bootstrap-based methods for computing the
kRR on the original WordSim dataset. Both meth-
ods produce similar estimates for 13-rater reliabil-
ity ranging from 0.940 to 0.953. We conduct two
replications of the entire WordSim-353 benchmark
to validate these methods. We make our replication
data publicly available on GitHub.

While aggregation makes it possible to have reli-
able benchmarks on subjective topics, some read-
ers may feel uneasy about increasing reliability via
gathering additional ratings, as opposed to other tra-
ditional means such as improving rater guidelines.
We suggest to mediate this concern by reporting
both IRR and kRR. In fact, kRR is not meant to re-
place IRR, but rather complement it. IRR speaks to
the reliability of the labeling process, whereas kRR
quantifies the reliability of the aggregated data we
consume. We urge researchers to report both where
possible. In fact, Hallgren (2012) states, "In cases
where single measures ICCs are low but average-
measures ICCs are high, the researcher may report
both ICCs to demonstrate this discrepancy."

This research also raises interesting questions
for future research:

1. How do we derive multi-rater generalizations
for coefficients other than ICC? A lot of NLP
annotations are binary and multi-class. Such
a generalization for majority voting would be
particularly useful to the field.

2. Should we apply the Landis and Koch (1977)
style of reliability cutoffs to kRR, or should
kRR go by a different set of standards?

We urge researchers to report both IRR and kRR
of aggregated human annotations, and for further

inquiry around the above fundamental questions
about reliability.
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A Appendix on ICC(k)

ICC is a family of coefficients. It has slightly dif-
ferent formulations to accommodate different ex-
perimental designs. One of them, ICC(k), quan-
tifies the reliability of average ratings based on k
raters, where the raters are treated as interchange-
able. We illustrate its close form calculation here.
It is mainly re-expressing results from previous
works on ICC calculation, such as Liljequist et al.
(2019) and McGraw and Wong (1996).

ICC(k) predicates on the one-way random ef-
fects model being the data generation process. The
model takes the form

xij = µ+ ϕi + ϵij ,
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where xij is the rating on item i from rater j, µ is
the grand mean, ϕi is the mean of item i, and ϵij is
a random perturbation term. Assume a data matrix
with n rows (item) and k columns (raters) with no
missing data, as one shown in Fig. 2. Let

x̄·· =
1

nk

k∑
j=1

n∑
i=1

xij

be the sample grand mean, and

x̄i· =
1

k

k∑
j=1

xij

be the ith sample item mean. Let

SSW =

k∑
j=1

n∑
i=1

(xij − x̄i·)
2

SSB = k

n∑
i=1

(x̄i· − x̄··)
2

be respectively the sum of squares due to differ-
ences within items and the sum of squares due to
differences between items. Then the estimator for
the variance of ϵ, σ2

ϵ , and the estimator for the vari-
ance of ϕ, σ2

ϕ, are respectively

σ̂2
ϵ =

SSW

n(k − 1)

σ̂2
ϕ =

SSB

k(n− 1)
− σ̂2

ϵ

k
.

Then ICC(k) can be computed as

σ̂2
ϕ

σ̂2
α + σ̂2

ϵ /k
.

If we apply the above formula to individual rat-
ings, with k = 1, the resulting reliability is known
as inter-rater reliability. For any k > 1, it is an
instance of the k-rater reliability proposed in this
paper.
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Abstract

We introduce FLOTA (Few Longest Token Ap-
proximation), a simple yet effective method
to improve the tokenization of pretrained lan-
guage models (PLMs). FLOTA uses the vo-
cabulary of a standard tokenizer but tries to
preserve the morphological structure of words
during tokenization. We evaluate FLOTA on
morphological gold segmentations as well as
a text classification task, using BERT, GPT-2,
and XLNet as example PLMs. FLOTA leads to
performance gains, makes inference more ef-
ficient, and enhances the robustness of PLMs
with respect to whitespace noise.

1 Introduction

The first step in NLP architectures using pretrained
language models (PLMs) is to map text to a se-
quence of tokens corresponding to input embed-
dings. The tokenizers used to accomplish this have
been shown to exhibit various undesirable prop-
erties such as generating segmentations that blur
word meaning (Bostrom and Durrett, 2020; Church,
2020; Hofmann et al., 2021) and generalizing sub-
optimally to new domains (Tan et al., 2020; Hong
et al., 2021; Sachidananda et al., 2021).

In this paper, we propose FLOTA (Few Longest
Token Approximation), a simple yet effective
method to mitigate some shortcomings of PLM
tokenizers. FLOTA is motivated by the following
hypothesis: rather than finding a segmentation that
covers all characters of a word but destroys its mor-
phological structure, it can be more beneficial to
find a segmentation that does not cover all charac-
ters but preserves key aspects of the morphology.
We confirm this hypothesis in this paper.

Our study investigates three PLMs and corre-
sponding tokenizers: BERT (base, uncased; Devlin
et al., 2019), which uses WordPiece (Schuster and
Nakajima, 2012; Wu et al., 2016), GPT-2 (base,
cased; Radford et al., 2019), which uses byte-pair
encoding (BPE; Gage, 1994; Sennrich et al., 2016),

and XLNet (base, cased; Yang et al., 2019), which
uses Unigram (Kudo, 2018). We find that FLOTA
increases the morphological quality of all tokeniz-
ers as evaluated on human-annotated gold segmen-
tations as well as the performance of all PLMs on
a text classification challenge set.

Contributions. We introduce FLOTA, a simple
yet effective method to improve the tokenization of
PLMs during finetuning. FLOTA uses the vocabu-
lary of a standard tokenizer but tries to preserve the
morphological structure of words during tokeniza-
tion. We show that FLOTA has three advantages
compared to standard tokenization: (i) it can in-
crease the performance of PLMs on certain tasks,
sometimes substantially; (ii) it makes inference
more efficient by shortening the processed token
sequences; (iii) it enhances the robustness of PLMs
with respect to certain types of noise in the data.
All this is achieved without requiring any addi-
tional parameters or resources compared to vanilla
PLM finetuning. We also release a text classifica-
tion challenge set that can serve as a benchmark for
future studies on PLM tokenizers.1

2 Few Longest Token Approximation

Let V be a set of tokens that constitute the vocabu-
lary of a tokenizer. For the tokenizers discussed in
this paper, V contains words, subwords, and char-
acters. Let φ be a model used by the tokenizer to
map text to a sequence of tokens from V .

FLOTA (Few Longest Token Approximation)
discards φ and uses V in a modified way. Given
a word w not in V , FLOTA tokenizes it by deter-
mining the longest substring s ∈ V of w, returning
s, and recursing on w \ s, the string(s) remain-
ing when s is removed from w. We stop after k
recursive calls or when the residue is null. Fig-
ure 1 provides pseudocode. For the example word
undesirable and k = 2, FLOTA first searches on

1We make our code and data available at https://
github.com/valentinhofmann/flota.
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MAXSUBWORDSPLIT(w, V )

1 l = length(w)
2 for j = l downto 0
3 for i = 0 to l − j + 1
4 s = w[i . . i+ j]
5 if s ∈ V
6 r = w[0 . . i]⊕j w[i+ j . . l]
7 return s, r, i

FLOTATOKENIZE(w, k, V )

1 s, r, i = MAXSUBWORDSPLIT(w, V )
2 if k == 1 or hyphen(r)
3 F = {}
4 F [i] = s
5 return F
6 F = FLOTATOKENIZE(r, k − 1, V )
7 F [i] = s
8 return F

Figure 1: FLOTA pseudocode. FLOTA is based on a
recursive function FLOTATOKENIZE that uses a hash
table F to store the longest substring s and its index i
on each recursive call. s and i are found by means of
a second function MAXSUBWORDSPLIT, which also
returns a residue r. In practice, to ensure correct in-
dexing throughout different recursive calls as well as
prevent using discontinuous substrings for tokeniza-
tion, we compute r using an operation ⊕j that concate-
nates two strings by putting j (length of s) hyphens be-
tween them. The recursion stops after k recursive calls
or when r only consists of hyphens (determined by a
boolean function hyphen). The hash table returned by
FLOTATOKENIZE is converted to a tokenization using a
simple wrapper function that sorts the found substrings
by their indices (not shown). If MAXSUBWORDSPLIT
does not find a substring s ∈ V , FLOTATOKENIZE re-
turns an empty hash table (not shown).

undesirable and finds desirable, then searches
on un--------- and finds un, then stops (since
k = 2; it would also stop for k > 2 since the
residue is null) and returns the tokenization un,
desirable. The WordPiece tokenization, on the
other hand, is und, es, ira, ble.

FLOTA is guided by the following observations:
many words not in V are made up of smaller and
typically more frequent elements that determine
their meaning (e.g., they are derivatives such as
undesirable); many of these elements are in V .2

By recursively searching for the longest substrings,
we hope to recover the most important meaningful

2Existing tokenizers have been shown to be able to recover
these elements only to a very limited extent (Bostrom and
Durrett, 2020; Church, 2020; Hofmann et al., 2021).

Model Tokenization C R M

BERT FIRST .869 .817 .664
BERT LONGEST .865 .797 .664
BERT FLOTA .990 .876 .896

GPT-2 FIRST .878 .674 .625
GPT-2 LONGEST .874 .674 .625
GPT-2 FLOTA .988 .845 .861

XLNet FIRST .886 .820 .724
XLNet LONGEST 902 .845 .756
XLNet FLOTA .992 .900 .922

Table 1: Morphological quality. C: morphological cov-
erage (k = 2); R: stem recall; M : full match.

elements. This is also why it makes sense to stop
after k recursions: if FLOTA returns the most im-
portant meaningful elements as the first few tokens,
we expect to not lose much by stopping.

3 Evaluation on Gold Segmentations

English inflection is simple, but the language has
highly complex word formation, i.e., derivation and
compounding (Cotterell et al., 2017; Pierrehumbert
and Granell, 2018). To evaluate the morphological
quality of FLOTA against the standard tokenizers,
we thus focus on derivatives and compounds.

Data. Our evaluation uses CELEX (Baayen
et al., 1995) and LADEC (Gagné et al., 2019), two
large datasets of human-annotated gold segmen-
tations of morphologically complex words. We
merge both datasets and extract all words consist-
ing of a prefix and a stem (prefixed derivatives),
a stem and a suffix (suffixed derivatives), or two
stems (compounds). We create for each PLM a sub-
set of words where both morphological elements
(i.e., stems and affixes) are in the tokenizer vocab-
ulary, but the word itself is not in the tokenizer
vocabulary. In such cases, a word needs to be seg-
mented, and it is guaranteed that the gold segmen-
tation is possible given the tokenizer vocabulary.
This procedure results in 11,272, 11,253, 10,848
words for BERT, GPT-2, XLNet, respectively.

Experimental Setup. We define three metrics
to analyze how closely FLOTA matches the gold
segmentations. We compare against two alterna-
tive tokenization strategies: representing words
as the k first tokens returned by the standard to-
kenizer (FIRST) and representing words as the k
longest tokens returned by the standard tokenizer
(LONGEST). Recall that the WordPiece tokeniza-
tion of the running example undesirable is und,
es, ira, ble. With k = 3, FIRST is und, es,
ira (i.e., it simply returns the first k tokens) and
LONGEST is und, ira, ble (i.e., it returns the k
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Figure 2: Morphological coverage for varying k.

longest tokens in the order in which they occur in
the standard tokenization).

Morphological coverage. We analyze what pro-
portion of morphological elements is covered by
each tokenization strategy for varying k, a mea-
sure that we call morphological coverage, C. For
undesirable and k = 3, FIRST and LONGEST
contain un (C = 0.5) while FLOTA contains both
un and desirable (C = 1). We compute the mean
morphological coverage across all words, C.

We find that for all three tokenizers, FLOTA
already covers about 99% of the morphological el-
ements with just k = 2, a value that FIRST and
LONGEST only reach with k = 4 (Table 1, Fig-
ure 2), indicating that FLOTA needs considerably
fewer tokens than the standard tokenization to con-
vey the same amount of semantic and syntactic
information. This can also be seen by examining
the average number of tokens needed to fully to-
kenize a word (i.e., k = ∞), with the values for
FLOTA (BERT: 2.02; GPT-2: 2.03; XLNet: 2.02)
being lower than the values for the standard tok-
enization (BERT: 2.30; GPT-2: 2.23; XLNet: 2.26).
The pairwise differences are statistically significant
(p < 0.001) as shown by two-tailed t-tests.

Stem recall. Given its relevance for the over-
all lexical meaning of a word, we are interested
in how often FLOTA returns the stem at k = 1.
We test this using a measure that we call stem
recall, R (R = 1 if the token is the stem,3 oth-
erwise R = 0), and compute the mean stem re-
call R across all words. We again compare with
FIRST and LONGEST. Notice the stem according
to the gold segmentation is longer than the second
morphological element in 97% of the examined
complex words, which means that LONGEST pro-
vides a close estimate of how often the full standard
tokenization contains the stem (since any other el-
ement in the full standard tokenization is shorter
and hence very unlikely to be the stem).

3For compounds: one of the two stems.

FLOTA returns the stem considerably more often
than either FIRST or LONGEST, but there are clear
differences between the models (Table 1): for GPT-
2, FLOTA increases R by more than 15% while the
difference amounts to 5% for XLNet.

Full match. Extending the evaluation of stem re-
call, we examine whether the tokenization at k = 2
is identical to the gold segmentation (which al-
ways has two elements) using a measure that we
call full match, M (M = 1 if the tokenization
exactly matches the gold segmentation, otherwise
M = 0). We again compute the mean value M
across all words. Here, the values for both FIRST
and LONGEST are identical to the performance of
the full standard tokenization: for the full standard
tokenization to exactly match a segmentation of
two elements, it must consist of two tokens, and
hence it is necessarily equal to both its first two
tokens and its longest two tokens.4 Table 1 shows
that FLOTA substantially improves M .

The evaluation on gold segmentations indicates
that FLOTA increases the morphological quality
of PLM tokenizers compared to the standard to-
kenization and simple alternatives. We also find
underlying differences in the morphological qual-
ity of the tokenizers, with BPE and Unigram lying
at the negative and positive extremes, in line with
prior work (Bostrom and Durrett, 2020). Our anal-
ysis shows that WordPiece lies in between.

4 Evaluation on Downstream Task

We investigate whether the enhanced quality of
FLOTA tokenizations translates to performance on
downstream tasks. We focus on text classification
as one of the most common tasks in NLP.

Data. We create two text classification chal-
lenge sets based on ArXiv,5 each consisting of three
datasets. Specifically, for the subject areas of com-
puter science, maths, and physics, we extract titles
for the 20 most frequent subareas (e.g., Computa-
tion and Language). We then sample 100/1,000
titles per subarea, resulting in three text classifi-
cation datasets of 2,000/20,000 titles each, which
we bundle together as ArXiv-S/L. Our sampling

4Surprisingly, this does not hold for Unigram, which some-
times creates separate start-of-word tokens; e.g., the Unigram
tokenization of americanize is _, american, ize, where
_ is a start-of-word token. Notice that in such cases (with
k = 2), LONGEST (american, ize) matches the gold seg-
mentation while FIRST (_, american) does not, explaining
the performance difference for XLNet.

5kaggle.com/Cornell-University/arxiv
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ArXiv-S ArXiv-L

Model Dev Test Dev Test

BERT .469 .470 .674 .659
+FLOTA .491 .485 .675 .661

GPT-2 .329 .324 .526 .507
+FLOTA .353 .382 .558 .542

XLNet .435 .454 .660 .641
+FLOTA .446 .428 .664 .646

Table 2: Performance. FLOTA leads to gains in av-
eraged F1, particularly for BERT and GPT-2. Perfor-
mance breakdowns for the individual datasets forming
ArXiv-S/L are provided in Appendix A.3.

ensures that ArXiv-S/L require challenging gen-
eralization from a small number of short training
examples with highly complex language. See Ap-
pendix A.1 for more details.

Experimental Setup. We split the six datasets
of ArXiv-S and ArXiv-L into 60% train, 20% dev,
and 20% test. We then train the three PLMs with
classification heads on the six train splits, once with
the standard tokenizers and once with FLOTA. See
Appendix A.2 for hyperparameters. For FLOTA,
we treat k as an additional tunable hyperparameter.
We use F1 as the evaluation metric.

Performance. The FLOTA models perform bet-
ter than the models with standard tokenization, al-
beit to varying degrees for the three PLMs (Table 2).
The difference is most pronounced for GPT-2, with
FLOTA resulting in large performance gains of up
to 5%. In addition, GPT-2 performs worse than
the other two PLMs on all datasets, suggesting
that BPE is generally not a good fit for complex
language. BERT also clearly benefits from using
FLOTA, particularly on ArXiv-S. Out of the three
considered PLMs, XLNet obtains the smallest per-
formance gain from using FLOTA, but it still bene-
fits in the majority of cases.

The advantage of FLOTA mirrors the differences
observed in the morphological analysis, indicating
that FLOTA helps close the morphological quality
gap between standard tokenizations and gold seg-
mentations. Where the gap is large, gains due to
FLOTA are large (GPT-2/BPE); where it is small,
gains due to FLOTA are small (XLNet/Unigram).
BERT/WordPiece again lies in between.

Impact of k. To test how the performance varies
with k, we focus on BERT and compare the FLOTA
models for k ∈ {1, 2, 3, 4} with the two alterna-
tives FIRST and LONGEST from Section 3. See
Appendix A.4 for hyperparameters.

Figure 3 shows that FLOTA only drops slightly
as we decrease k, with the minimum F1 at k = 1

Figure 3: FLOTA is less impaired by smaller val-
ues of k (maximum number of tokens per word) than
FIRST/LONGEST. Results are averaged F1 of BERT
on ArXiv-S (dev/test merged).

FLOTA

Model ST k = 1 k = 2 k = 3 k = 4

BERT 12.9 8.3 10.5 11.4 11.6
GPT-2 12.9 8.3 10.7 11.5 11.8
XLNet 13.6 8.3 10.9 11.9 12.2

Table 3: Average sequence length of titles (ArXiv-L,
physics). ST: standard tokenization.

(43.6%) lying less than 2% below the maximum
F1 at k = 3 (45.4%). In contrast, FIRST and
LONGEST drop substantially as we decrease k;
for FIRST, the minimum F1 at k = 1 (38.2%) lies
more than 6% below the maximum F1 at k = 4
(44.8%). The fact that FLOTA is more effective at
preserving performance while reducing the number
of tokens aligns with the observation that it covers
a larger number of morphemes and hence more
semantic and syntactic content than FIRST and
LONGEST for small k (Section 3).

Efficiency. FLOTA allows to reduce the num-
ber of tokens used to tokenize text by varying
k. Since the attention mechanism scales quadrati-
cally with sequence length (Peng et al., 2021), this
has beneficial effects on the computational cost
involved with employing a model trained using
FLOTA. We empirically find that even for k = 4
(the largest value used in the experiments), token
sequences generated by FLOTA are on average
shorter than the token sequences generated by the
standard tokenizations. Table 3 shows for one
dataset (ArXiv-L, physics) the average sequence
length of titles encoded with the standard tokeniza-
tion versus FLOTA with varying k ∈ {1, 2, 3, 4}
for the three PLMs.

Robustness. To examine robustness against
noise, a well-known problem for PLMs (Pruthi
et al., 2019), we focus on missing whitespace be-
tween words (Soni et al., 2019). We randomly drop
the whitespace between two adjacent words with
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ArXiv-S (N) ArXiv-L (N)

Model Dev Test Dev Test

BERT .428 .412 .579 .554
+FLOTA .486 .447 .652 .632

GPT-2 .313 .315 .481 .463
+FLOTA .359 .357 .541 .518

XLNet .392 .397 .609 .589
+FLOTA .434 .421 .641 .623

Table 4: Performance with noise (N). FLOTA clearly
increases F1 on ArXiv-S/L for all PLMs when input is
noisy. See Appendix A.5 for hyperparameters. Perfor-
mance breakdowns for the individual datasets forming
ArXiv-S/L are provided in Appendix A.6.

probability p = 0.3 in ArXiv-S/L. We use unseen
noise, i.e., we only inject noise during evaluation,
not training, which is the more realistic and chal-
lenging scenario (Xue et al., 2021).

The results show that synthetic noise increases
the performance gap between FLOTA and standard
tokenization (Table 4). While there is a drop in
performance for all models compared to the exper-
iments without noise, the drop is much more pro-
nounced for standard tokenization; e.g., BERT’s
performance on ArXiv-L (test) drops by 3% with
FLOTA, but by 10% without it.

5 Limitations

While we find FLOTA to work well on text clas-
sification, there are tasks for which FLOTA might
prove a less suitable tokenization method: e.g., for
small values of k, FLOTA often discards suffixes,
which can be important for tasks with a syntactic
component such as POS tagging.

Similar considerations hold for transfer to lan-
guages other than English: e.g., in the case of
languages with a non-linear morphology such as
Arabic, FLOTA is expected to inherit the insuffi-
ciencies of the underlying tokenizer (Alkaoud and
Syed, 2020; Antoun et al., 2020).

6 Related Work

The question how PLMs are affected by their
tokenizer has attracted growing interest recently.
Bostrom and Durrett (2020), Church (2020), Klein
and Tsarfaty (2020), and Hofmann et al. (2021)
focus on the linguistic properties of tokenizers.
We contribute to this line of work by conducting
the first comparative analysis of all three common
PLM tokenizers and releasing a challenge set as a
benchmark for future studies. Another strand of
research has sought to improve PLM tokenizers by

training models from scratch (Clark et al., 2021; Si
et al., 2021; Xue et al., 2021; Zhang et al., 2021) or
modifying the tokenizer during finetuning, mostly
by adding tokens and corresponding embeddings
(Chau et al., 2020; Tan et al., 2020; Hong et al.,
2021; Sachidananda et al., 2021). FLOTA crucially
differs in that it can be used during finetuning but
does not add any parameters to the PLM. Further-
more, there has been work improving tokenization
by variously exploiting the probabilistic nature of
tokenizers (Kudo, 2018; Provilkov et al., 2020; Cao
and Rimell, 2021). By contrast, our method does
not need access to the underlying model.

Our study also relates to computational work on
derivational morphology (Cotterell et al., 2017; Vy-
lomova et al., 2017; Cotterell and Schütze, 2018;
Deutsch et al., 2018; Hofmann et al., 2020a,b,c)
and word segmentation (Cotterell et al., 2016; Kann
et al., 2016; Ruzsics and Samardžić, 2017; Mager
et al., 2019, 2020; Seker and Tsarfaty, 2020; Am-
rhein and Sennrich, 2021). We are the first to sys-
tematically evaluate the segmentations of PLM to-
kenizers on human-annotated gold data.

Conceptually, the findings of our study are in
line with evidence from the cognitive sciences that
knowledge of a longer (i.e., more detailed and in-
formative) sequence takes priority over any knowl-
edge about smaller sequences (Caramazza et al.,
1988; Laudanna and Burani, 1995; Baayen et al.,
1997; Needle and Pierrehumbert, 2018).

7 Conclusion

We introduce FLOTA (Few Longest Token Approx-
imation), a simple yet effective method to improve
the tokenization of pretrained language models
(PLMs). FLOTA uses the vocabulary of a standard
tokenizer but tries to preserve the morphological
structure of words during tokenization. FLOTA
leads to performance gains, makes inference more
efficient, and substantially enhances the robustness
of PLMs with respect to whitespace noise.
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Ethical Considerations

FLOTA shortens the average length of sequences
processed by PLMs, thus reducing their energy re-
quirements, a desirable property given their other-
wise detrimental environmental footprint (Schwartz
et al., 2019; Strubell et al., 2019).
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A Appendix

A.1 Preprocessing

We exclude texts written in a language other than
English and lowercase all words. We exclude ti-
tles with less than three and more than ten words.
For each title, we compute the proportion of words
starting with a productive prefix from the list pro-
vided by Crystal (1997). During sampling, we then
weight titles by this proportion in order to make the
language contained within the datasets as complex
and challenging as possible.

A.2 Hyperparameters

The vocabulary size is 28,996 for BERT, 50,257
for GPT-2, and 32,000 for XLNet. The number
of trainable parameters is 109,497,620 for BERT,
124,455,168 for GPT-2, and 117,324,308 for XL-
Net. The classification head for all three models
uses softmax as the activation function.

We use a batch size of 64 and perform
grid search for the number of epochs
n ∈ {1, . . . , 20} and the learning rate

l ∈ {1× 10−5, 3× 10−5, 1× 10−4} (selec-
tion criterion: F1). We tune l on ArXiv-L (physics)
and use the best configuration on all datasets.
For the FLOTA models, we additionally tune
k ∈ {1, 2, 3, 4} (selection criterion: F1). Models
are trained with categorical cross-entropy as the
loss function and Adam (Kingma and Ba, 2015)
as the optimizer. Experiments are performed on a
GeForce GTX 1080 Ti GPU (11GB).

A.3 Performance
Table 5 provides breakdowns of the performance
for the individual datasets forming ArXiv-S/L.

A.4 Hyperparameters
All hyperparameters are as for the main experi-
ment (see Appendix A.2). For the learning rate,
we use the best configuration from the main ex-
periment. For FIRST and LONGEST, we tune
k ∈ {1, 2, 3, 4} (selection criterion: F1), identi-
cally to FLOTA in the main experiment.

A.5 Hyperparameters
All hyperparameters are as for the main experiment
(see Appendix A.2). For the learning rate, we use
the best configuration from the main experiment.

A.6 Performance
Table 6 provides breakdowns of the performance
for the individual datasets forming ArXiv-S/L.
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ArXiv-S ArXiv-L

Dev Test Dev Test

Model CS MATH PHYS CS MATH PHYS CS MATH PHYS CS MATH PHYS

BERT .546 .358 .502 .498 .407 .504 .682 .660 .679 .649 .653 .675
+FLOTA .546 .414 .514 .483 .404 .567 .677 .663 .686 .652 .658 .672

GPT-2 .354 .281 .353 .316 .261 .395 .493 .506 .578 .465 .498 .559
+FLOTA .348 .313 .398 .370 .323 .454 .520 .549 .603 .498 .540 .587

XLNet .473 .357 .476 .489 .358 .515 .654 .643 .684 .627 .642 .655
+FLOTA .450 .402 .486 .415 .346 .522 .660 .651 .681 .633 .641 .665

Table 5: Performance (F1). CS: computer science; MATH: mathematics; PHYS: physics.

ArXiv-S (N) ArXiv-L (N)

Dev Test Dev Test

Model CS MATH PHYS CS MATH PHYS CS MATH PHYS CS MATH PHYS

BERT .479 .333 .470 .566 .566 .605 .417 .338 .481 .531 .544 .588
+FLOTA .548 .400 .511 .652 .640 .664 .452 .372 .518 .631 .620 .644

GPT-2 .336 .261 .342 .452 .461 .530 .326 .252 .366 .423 .454 .511
+FLOTA .358 .316 .402 .514 .527 .582 .370 .296 .405 .481 .511 .562

XLNet .431 .311 .433 .607 .594 .625 .470 .300 .421 .587 .576 .605
+FLOTA .432 .398 .474 .646 .623 .655 .435 .360 .466 .627 .612 .631

Table 6: Performance (F1) with noise (N). CS: computer science; MATH: mathematics; PHYS: physics.

393



Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 394 - 400

May 22-27, 2022 c©2022 Association for Computational Linguistics

SCD: Self-Contrastive Decorrelation for Sentence Embeddings

Tassilo Klein
SAP AI Research

tassilo.klein@sap.com

Moin Nabi
SAP AI Research

m.nabi@sap.com

Abstract

In this paper, we propose Self-Contrastive
Decorrelation (SCD), a self-supervised ap-
proach. Given an input sentence, it optimizes
a joint self-contrastive and decorrelation objec-
tive. Learning a representation is facilitated by
leveraging the contrast arising from the instan-
tiation of standard dropout at different rates.
The proposed method is conceptually simple
yet empirically powerful. It achieves compa-
rable results with state-of-the-art methods on
multiple benchmarks without using contrastive
pairs. This study opens up avenues for efficient
self-supervised learning methods that are more
robust than current contrastive methods.1

1 Introduction

Unsupervised learning of representation (a.k.a. em-
bedding) is a fundamental problem in NLP and has
been studied extensively in the literature (Mikolov
et al., 2013; Pennington et al., 2014; McCann et al.,
2017; Peters et al., 2018). Sentence embeddings
are essential for numerous language processing
applications, such as machine translation, senti-
ment analysis, information retrieval, and seman-
tic search. Recently, self-supervised pre-training
schemes have been successfully used in the context
of transformer architectures, leading to a paradigm
shift in natural language processing and understand-
ing (Devlin et al., 2018; Liu et al., 2019; Radford
et al., 2018) The idea here is to employ an auxil-
iary task, which enforces an additional objective
during training. Typically, this entails predictions
based on a subset of information from the context.
Most objectives found effective in practice are quite
simple. Some successful examples of such pretext
tasks are Masked Language Model (MLM), Next
Sentence Prediction (NSP), Sentence Order Pre-
diction (SOP), etc. (Devlin et al., 2019; Liu et al.,

1Source code and pre-trained models are avail-
able at: https://github.com/SAP-samples/
acl2022-self-contrastive-decorrelation/

2019; Lan et al., 2019). When working with unla-
beled data, contrastive learning is among the most
powerful approaches in self-supervised learning.
The goal of contrastive representation learning is
to learn an embedding space in such a manner that
similar sample pairs (i.e., positive pairs) stay close
to each other. Simultaneously, dissimilar sample
pairs (i.e., negative pairs) are far pushed apart. To
this end, different augmented views of the same
sample and the augmented views from different
samples are used as positive and negative pairs.
These methods have shown impressive results over
a wide variety of tasks from visual to textual repre-
sentation learning (Chen et al., 2020a,b; Gao et al.,
2021; Grill et al., 2020; Chen and He, 2021).

Different techniques have been proposed for the
augmentation and selection of positive and negative
pairs. For example, DeCLUTR (Giorgi et al., 2021)
proposes to take different spans from the same doc-
ument as positive pairs, while CT (Carlsson et al.,
2020) aligns embeddings of the same sentence from
two different encoders. CERT (Fang et al., 2020)
applies the back-translation to create augmenta-
tions of original sentences, and IS-BERT (Zhang
et al., 2020) maximizes the agreement between
global and local features. Finally, CLEAR (Wu
et al., 2020) employs multiple sentence-level aug-
mentation strategies to learn a sentence represen-
tation. Despite the simplicity of these methods,
they require careful treatment of negative pairs, re-
lying on large batch sizes (Chen et al., 2020a) or
sophisticated memory strategies. These include
memory banks (Chen et al., 2020b; He et al., 2020)
or customized mining strategies (Klein and Nabi,
2020) to retrieve negative pairs efficiently. In NLP
specifically, the endeavor of “hard negative mining”
becomes particularly challenging in the unsuper-
vised scenario. Increasing training batch size or the
memory bank size implicitly introduces more hard
negative samples, coming along with the heavy
burden of large memory requirements.
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In this paper, we introduce SCD, a novel algo-
rithm for self-supervised learning of sentence em-
bedding. SCD achieves comparable performance in
terms of sentence similarity-based tasks compared
with state-of-the-art contrastive methods without,
e.g., employing explicit contrastive pairs. Rather,
in order to learn sentence representations, the pro-
posed approach leverages the self -contrast imposed
on the augmentations of a single sample. In this
regard, the approach builds upon the idea that suf-
ficiently strong perturbation of the sentence em-
bedding reflects the semantic variations of the sen-
tence. However, it is unclear which perturbation
is simply a slight variation of the sentence without
changing the semantic (positive pair) and which
perturbation sufficiently modifies the semantic to
create a negative sample. Such ambiguity mani-
fests itself in the augmented sample sharing the
characteristics of both negative and positive sam-
ples. To accommodate this, we propose an ob-
jective function consisting of two opposing terms,
which acts on augmentations pairs of a sample: i)
self-contrastive divergence (repulsion), and ii) fea-
ture decorrelation (attraction). The first term treats
the two augmentations as a negative pair pushing
apart the different views. In contrast to that, the
second term attends to the augmentations as a posi-
tive pair. Thus, it maximizes the correlation of the
same feature across the views, learning invariance
w.r.t. the augmentation. Given the opposing na-
ture of the objectives, integrating them in a joint
loss yields a min-max optimization scheme. The
proposed approach avoids degenerated embeddings
by framing the representation learning objective as
an attraction-repulsion trade-off. Simultaneously,
it learns to improve the semantic expressiveness
of the representation. Due to the difficulty of aug-
mentation in NLP, the proposed approach generates
augmentation “on-the-fly” for each sample in the
batch. To this end, multiple augmentations are pro-
duced by varying dropout rates for each sample.
We empirically observed that SCD is more robust
to the choice of augmentations than pairwise con-
trastive methods; we believe that not relying on
contrastive pairs is one of the main reasons for this,
an observation also made in self-supervised learn-
ing literature such as BYOL (Grill et al., 2020).
While other methods take different augmentation
or different copies of models, we utilized the dif-
ferent outputs of the same sentence from standard
dropout.

Most related to our paper is (Gao et al., 2021),
which considers using dropout as data augmenta-
tion in the context of contrastive learning. A key
novelty of our approach is that we use the dropout
for creating the self-contrastive pairs, which can
be utilized as both positive and negative. At last,
we note that our model is different from the pair-
wise feature decorrelation or whitening in (Zbontar
et al., 2021; Su et al., 2021; Ermolov et al., 2021),
which encourage similar representations between
augmented views of a sample while minimizing
the redundancy within the representation vector. A
key difference compared to these methods is that
they ignore the contrastive objective completely.
In contrast, our method takes it into account and
provides the means to treat self-contrastive views
as positive and negative pairs simultaneously.

Our contribution: i) generation of sentence em-
beddings by leverage multi-dropout ii) elimination
of reliance on negative pairs using self-contrast,
iii) proposing feature decorrelation objective for
non-contrastive self-supervised learning in NLP.

2 Method

Our approach relies on the generation of two views
A and B of samples. To this end, augmentations
are generated in embedding space for each sample
xi in batch X . Batches are created from samples
of set D = {(xi)}Ni=1, where N denotes the num-
ber of sample (sentences). Augmentations are pro-
duced by an encoder fθ, parametrized by θ. The
output of the encoder is the embeddings of sam-
ples in X denoted as HA ∈ T and HB ∈ T .
Here T denotes the embedding space. Next, we
let, hi ∈ T denote the associated representation
of the sentence. The augmentation embeddings
produced per sample are then denoted hA

i and hB
i .

To obtain the different embedding, we leverage a
transformer language model as an encoder in com-
bination with varying dropout rates. Specifically,
one augmentation is generated with high dropout
and one with low dropout. This entails employing
different random masks during the encoding phase.
The random masks are associated with different
ratios, rA and rB , with rA < rB . Integrating the
distinct dropout rates into the encoder, we yield
hA
i = fθ(xi, rA) and hB

i = fθ(xi, rB). Given the
embeddings, we leverage a joint loss, consisting of
two objectives:

min
θ1,θ2

LS(fθ1) + αLC(fθ1 , pθ2) (1)
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FIGURE 1. Schematic illustration of the proposed approach (best shown in color). Starting from an input sentence
(left), two embeddings are produced by varying the dropout-rate in the encoder. Patches within the encoder indicate
masking due to dropout. Different dropout rates and resulting embeddings color-coded: low dropout, high dropout.
Self-contrastive loss is imposed on the embeddings (center). A projector maps embeddings to to a high-dimensional
feature space, where the features are decorrelated (right).

Here α ∈ R denotes a hyperparameter and p :
T → P is a projector (MLP) parameterized by θ2,
which maps the embedding to P , with |P| ≫ |T |.
The objective of LS is to increase the contrast of
the augmented embedding, pushing apart the em-
beddings hA

i and hB
i . The objective of LC is to

reduce the redundancy and promote invariance w.r.t.
augmentation in a high-dimensional space P . See
Fig. 1 for a schematic illustration of the method.

2.1 Self-Contrastive Divergence:
Self-contrast seeks to create a contrast between the
embeddings arising from different dropouts. Hence,
LS consists of the cosine similarity of the samples
in the batch as:

LS =
1

N

N∑
i

hA
i · (hB

i )
T
(
∥hA

i ∥∥hB
i ∥
)−1

(2)

2.2 Feature Decorrelation:
LC seeks to make the embeddings invariant to aug-
mentation while at the same time reducing the re-
dundancy in feature representation. To this end,
the embedding hi is projected up from T to a
high-dimensional space P , where decorrelation is
performed. To avoid clutter in notation, we let
p∗i = p(h∗i ) and ∗ ∈ {A,B}, denote the aug-
mented embedding vectors of sample xi after ap-
plying a projection with p(.). Then, a correlation
matrix is computed from the projected embeddings.
Its entries Cj,k are:

Cjk =
∑
i

pAi,j · pBi,k

(∑
i

(pAi,j)
2(pBi,k)

2

)− 1
2

(3)

Here, p∗i,j ∈ R denotes the jth component in the
projected embedding vector. Then the loss objec-
tive for feature decorrelation is defined as:

LC = −
∑
j

(1− Cjj)
2 + λ

∑
j

∑
j ̸=k

C2
jk (4)

The first term seeks to achieve augmentation in-
variance by maximization of the cross-correlation
along the diagonal. The second term seeks to re-
duce redundancy in feature representation by mini-
mizing correlation beyond the diagonal. Given that
these objectives are opposing, λ ∈ R is a hyperpa-
rameter, controlling the trade-off.

3 Experiments & Results

3.1 Training Setup:
Training is started from a pre-trained trans-
former LM. Specifically, we employ the Hugging
Face (Wolf et al., 2020) implementation of BERT
and RoBERTa. For sentence representation, we
take the embedding of the [CLS] token. Then
similar to (Gao et al., 2021), we train the model
in an unsupervised fashion on 106 randomly sam-
ples sentences from Wikipedia. The LM is trained
with a learning rate of 3.0e−5 for 1 epoch at batch-
size of 192. The projector MLP q has three linear
layers, each with 4096 output units in conjunction
with ReLU and BatchNorm in between. For BERT
hyperparameters are α = 0.005, λ = 0.013, and
dropout rates are rA = 5.0% and rB = 15.0%.
For RoBERTa hyperparameters are α = 0.0033,
λ = 0.028, and dropout rates are rA = 6.5% and

396



Semantic Textual Similarity (STS) Benchmark

Model STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

GloVe embeddings (avg.)♣ 55.14 70.66 59.73 68.25 63.66 58.02 53.76 61.32
BERTbase[CLS]-embedding 21.54 32.11 21.28 37.89 44.24 20.29 42.42 31.40
BERTbase(first-last avg)♢ 39.70 59.38 49.67 66.03 66.19 53.87 62.06 56.70
BERTbase-flow♢ 58.40 67.10 60.85 75.16 71.22 68.66 64.47 66.55
BERTbase-whitening♢ 57.83 66.90 60.90 75.08 71.31 68.24 63.73 66.28
IS-BERTbase

♡ 56.77 69.24 61.21 75.23 70.16 69.21 64.25 66.58
CT-BERTbase

♢ 61.63 76.80 68.47 77.50 76.48 74.31 69.19 72.05
SimCSE-BERTbase 68.05 80.38 72.62 78.96 76.90 75.11 69.37 74.48
∗ SCD-BERTbase 66.94 78.03 69.89 78.73 76.23 76.30 73.18 74.19
RoBERTabase[CLS]-embedding 16.67 45.56 30.36 55.08 56.99 38.82 61.89 43.62
RoBERTabase(first-last avg)♢ 40.88 58.74 49.07 65.63 61.48 58.55 61.63 56.57
SimCSE-RoBERTabase 67.05 80.01 70.93 79.66 80.06 78.38 68.30 74.91
∗ SCD-RoBERTabase 63.53 77.79 69.79 80.21 77.29 76.55 72.10 73.89

TABLE 1. Sentence embedding performance on STS tasks measured as Spearman’s correlation. ♣: results from
Reimers and Gurevych (2019); ♡: results from Zhang et al. (2020); ♢ results from Gao et al. (2021); other results
are by ourselves. Dashed line ( ), separates BERT (upper part) and RoBERTa (lower part) language models.

rB = 24.0%. The values were obtained by grid-
search. First a coarse-grid was put in place with
a step-size of 0.1 for α, 10% for the dropout rates
rA, rB . For λ the coarse-grid consisted of different
magnitudes {0.1, 0.01, 0.001}. Second, on a fine-
grid with step-size of 0.01 and 1%, respectively.

3.2 Evaluation Setup:
Experiments are conducted on 7 standard seman-
tic textual similarity (STS) tasks. In addition to
that, we also evaluate on 7 transfer tasks. Specif-
ically, we employ the SentEval toolkit (Conneau
and Kiela, 2018) for evaluation. As proposed by
(Reimers and Gurevych, 2019; Gao et al., 2021),
we take STS results as the main comparison of
sentence embedding methods and transfer task re-
sults for reference. For the sake of comparability,
we follow the evaluation protocol of (Gao et al.,
2021), employing Spearman’s rank correlation and
aggregation on all the topic subsets.

3.3 Main Results
3.3.1 Semantic Textual Similarity:
We evaluate on 7 STS tasks: (Agirre et al., 2012,
2013, 2014, 2015, 2016), STS Benchmark (Cer
et al., 2017) and SICK-Relatedness (Marelli et al.,
2014). These datasets come in sentence pairs to-
gether with correlation labels in the range of 0 and
5, indicating the semantic relatedness of the pairs.
Results for the sentence similarity experiment can
be seen in Tab. 1. The proposed approach is on-
par with state-of-the-art approaches. Using BERT-
LM, we outperform the next-best approach on STS-
B (+1.19) and on SICK-R (+3.81) points. Using

RoBERTa-LM, we outperform the next best compa-
rable approach (SimCSE-RoBERTAbase) on STS-
15 (+0.55%) and SICK-R (+3.8%).

3.3.2 Transfer task:

We evaluate our models on the following trans-
fer tasks: MR (Pang and Lee, 2005), CR (Hu
and Liu, 2004), SUBJ (Pang and Lee, 2004),
MPQA (Wiebe et al., 2005), SST-2 (Socher et al.,
2013), TREC (Voorhees and Tice, 2000) and
MRPC (Dolan and Brockett, 2005). To this end,
a logistic regression classifier is trained on top of
(frozen) sentence embeddings produced by differ-
ent methods. We follow default configurations
from SentEval. Results for the transfer task ex-
periment can be seen in Tab. 2. SCD is on-par
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FIGURE 2. Quantitative analysis of embeddings - align-
ment vs. uniformity (the smaller, the better). Points
represent average STS performance using BERTbase,
with Spearman’s correlation color coded (+ corresponds
to supervised methods).
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Transfer Benchmark

Model MR CR SUBJ MPQA SST TREC MRPC Avg.

GloVe embeddings (avg.)♣ 77.25 78.30 91.17 87.85 80.18 83.00 72.87 81.52
Skip-thought♡ 76.50 80.10 93.60 87.10 82.00 92.20 73.00 83.50

Avg. BERT embeddings♣ 78.66 86.25 94.37 88.66 84.40 92.80 69.54 84.94
BERT [CLS]-embedding 81.83 87.39 95.48 88.21 86.49 91.00 72.29 86.10
IS-BERTbase

♡ 81.09 87.18 94.96 88.75 85.96 88.64 74.24 85.83
SimCSE-BERTbase 80.74 85.75 93.96 88.60 84.57 86.20 73.51 84.76
∗ SCD-BERTbase 73.21 85.80 99.56 88.67 85.89 89.80 75.71 85.52
RoBERTa [CLS]-embedding 81.27 84.77 94.15 84.18 86.71 81.20 72.17 83.49
SimCSE-RoBERTabase 65.00 87.28 99.60 86.63 87.26 80.80 72.23 82.69
∗ SCD-RoBERTabase 82.17 87.76 93.67 85.69 88.19 83.40 76.23 85.30

TABLE 2. Transfer task result measured as accuracy. ♣: results from Reimers and Gurevych (2019); ♡: results from
Zhang et al. (2020); ♢ results from Gao et al. (2021); other results are by ourselves. Dashed line ( ), separates
BERT (upper part) and RoBERTa (lower part) language models.

with state-of-the-art approaches. Using BERT-LM,
we outperform the next best approach on SUBJ
(+4.6%) and MRPC (+2.2%). Using RoBERTa-
LM, we outperform the next best comparable ap-
proach (SimCSE-RoBERTAbase) on almost all
benchmarks, with an average margin of (+2.61%).

3.4 Analysis

3.4.1 Ablation Study:
We evaluated each component’s performance by
removing them individually from the loss to assess
both loss terms’ contributions. It should be noted
that LS of Eq. 2 and LC of Eq. 4 both interact
in a competitive fashion. Hence, only the equi-
librium of these terms yields an optimal solution.
Changes - such as eliminating a term - have detri-
mental effects, as they prevent achieving such an
equilibrium, resulting in a significant drop in per-
formance. See Tab. 3 for the ablation study on mul-
tiple benchmarks. Best performance is achieved in
the presence of all loss terms.

3.4.2 Uniformity and Alignment Analysis:
To better understand the strong performance of
SCD, we borrow the analysis tool from (Wang

Method STS STS-B SICK-R

BERT-base 31.41 20.29 42.42
SCD (LS) 35.70 23.59 49.88
SCD (LC ) 66.48 67.57 67.97

SCD (LS+LC ) 73.96 76.30 73.18

TABLE 3. Ablation study, performance in average Spear-
man correlation on Semantic Texual Similarity task.
STS denotes the average of STS12 to STS16.

and Isola, 2020), which takes alignment between
semantically-related positive pairs and uniformity
of the whole representation space to measure the
quality of learned embeddings. Figure 2 shows
uniformity and alignment of different methods and
their results on the STS. SCD achieves the best
in terms of uniformity, reaching to the supervised
counterparts (-3.83), which can be related to the
strong effect of the self-contrastive divergence ob-
jective. It shows the self -contrastive pairs can ef-
fectively compensate for the absence of contrastive
pairs. In terms of alignment, SCD is inferior to
other counterparts (0.84), which can be attributed
to the fact that our repulsion objective mainly fo-
cuses on the feature decorrelation aiming to learn
a more effective and efficient representation. This
is reflected in the final results on the STS where
SCD obtains significantly higher correlation even
compared to the method with lower alignment such
as BERT-whitening or BERT-flow.

4 Conclusion & Future Work

We proposed a self-supervised representation learn-
ing approach, which leverages the self-contrast of
augmented samples obtained by dropout. Despite
its simplicity, it achieves comparable results with
state-of-the-arts on multiple benchmarks. Future
work will deal with sample-specific augmentation
to improve the embeddings and, particularly, the
representation alignment.

Acknowledgement: We would like to thank
Mahdyar Ravanbakhsh for valuable feedback on
the manuscript.
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Abstract

Cosine similarity of contextual embeddings is
used in many NLP tasks (e.g., QA, IR, MT)
and metrics (e.g., BERTScore). Here, we un-
cover systematic ways in which word similar-
ities estimated by cosine over BERT embed-
dings are understated and trace this effect to
training data frequency. We find that relative
to human judgements, cosine similarity un-
derestimates the similarity of frequent words
with other instances of the same word or other
words across contexts, even after controlling
for polysemy and other factors. We conjecture
that this underestimation of similarity for high
frequency words is due to differences in the
representational geometry of high and low fre-
quency words and provide a formal argument
for the two-dimensional case.

1 Introduction

Measuring semantic similarity plays a critical role
in numerous NLP tasks like QA, IR, and MT. Many
such metrics are based on the cosine similarity be-
tween the contextual embeddings of two words
(e.g., BERTScore, MoverScore, BERTR, SemDist;
Kim et al., 2021; Zhao et al., 2019; Mathur et al.,
2019; Zhang et al., 2020). Here, we demonstrate
that cosine similarity when used with BERT embed-
dings is highly sensitive to training data frequency.

The impact of frequency on accuracy and re-
liability has mostly been studied on static word
embeddings like word2vec. Low frequency words
have low reliability in neighbor judgements (Hell-
rich and Hahn, 2016), and yield smaller inner prod-
ucts (Mimno and Thompson, 2017) with higher
variance (Ethayarajh et al., 2019a). Frequency
also correlates with stability (overlap in nearest
neighbors) (Wendlandt et al., 2018), and plays a
role in word analogies and bias (Bolukbasi et al.,
2016; Caliskan et al., 2017; Zhao et al., 2018; Etha-
yarajh et al., 2019b). Similar effects have been
found in contextual embeddings, particularly for

low-frequency senses, which seem to cause difficul-
ties in WSD performance for BERT and RoBERTa
(Postma et al., 2016; Blevins and Zettlemoyer,
2020; Gessler and Schneider, 2021). Other works
have examined how word frequency impacts the
similarity of sentence embeddings (Li et al., 2020;
Jiang et al., 2022).

While previous work has thus mainly focused
on reliability or stability of low frequency words or
senses, our work asks: how does frequency impact
the semantic similarity of high frequency words?

We find that the cosine of BERT embeddings un-
derestimates the similarity of high frequency words
(to other tokens of the same word or to different
words) as compared to human judgements. In a
series of regression studies, we find that this under-
estimation persists even after controlling for con-
founders like polysemy, part-of-speech, and lemma.
We conjecture that word frequency induces such
distortions via differences in the representational
geometry. We introduce new methods for charac-
terizing geometric properties of a word’s represen-
tation in contextual embedding space, and offer a
formal argument for why differences in represen-
tational geometry affect cosine similarity measure-
ment in the two-dimensional case.1

2 Effect of Frequency on Cosine
Similarity

To understand the effect of word frequency on
cosine between BERT embeddings (Devlin et al.,
2019), we first approximate the training data fre-
quency of each word in the BERT pre-training
corpus from a combination of the March 1, 2020
Wikimedia Download and counts from BookCor-
pus (Zhu et al., 2015; Hartmann and dos Santos,
2018).2 We then consider two datasets that include

1Code for this paper can be found at https://github.
com/katezhou/cosine_and_frequency

2Additional tools used: https://github.com/
IlyaSemenov/wikipedia-word-frequency;
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pairs of words in context with associated human
similarity judgements of words: Word-In-Context
(WiC) (expert-judged pairs of sentences with a
target lemma used in either the same or differ-
ent WordNet, Wiktionary, or VerbNet senses) and
Stanford Contextualized Word Similarity dataset
(SCWS) (non-expert judged pairs of sentences an-
notated with human ratings of the similarity of
two target terms). Using datasets with human
similarity scores allows us to account for human
perceived similarities when measuring the impact
of frequency on cosine (Pilehvar and Camacho-
Collados, 2019; Huang et al., 2012).

2.1 Study 1: WiC

Method and Dataset The authors of WiC used
coarse sense divisions as proxies for words having
the same or different meaning and created 5,4283

pairs of words in context, labeled as having the
same or different meaning:

• same meaning: “I try to avoid the company of
gamblers” and “We avoided the ball”

• different meaning: “You must carry your
camping gear” and “Sound carries well over
water”.

To obtain BERT-based similarity measurements,
we use BERT-base-cased4 to embed each ex-
ample, average the representations of the target
word over the last four hidden layers, and compute
cosine similarity for the pair of representations.5

Relation between frequency and similarity in
WiC We want to use ordinary least squares re-
gression to measure the effect of word frequency on
the cosine similarity of BERT embeddings. First,
we split the WiC dataset into examples that were
labeled as having the “same” or “different” mean-
ings. This allows us to to control for perceived
similarity of the two words in context — any fre-
quency effects found within these subsets cannot be
explained by variation in human judgements. Next,
we control for a number of other confounding fac-
tors by including them as variables in our OLS
regression. For each target lemma we considered:

https://github.com/attardi/wikiextractor
3We used a subset of 5,423 of these examples due to minor

spelling differences and availability of frequency data.
4https://huggingface.co/

bert-base-cased
5Out-of-vocabulary words are represented as the aver-

age of the subword pieces of the word, following Pilehvar
and Camacho-Collados (2019) and Blevins and Zettlemoyer
(2020); we found that representing OOV words by their first
token produced nearly identical results.
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Figure 1: Ordinary Least Squares regression of co-
sine similarity against frequency, for examples with the
same meaning (blue) and different meaning (orange).
Both regressions show a significant negative associa-
tion between cosine similarity and frequency.

frequency: log2 of the number of occurrences in
BERT’s training data

polysemy: log2 of number of senses in WordNet
is_noun: binary indicator for nouns vs. verbs
same_wordform: binary indicator of having the

same wordform in both contexts (e.g., act/act
vs. carry/carries) (case insensitive)

An OLS regression predicting cosine similar-
ity from a single independent factor of log2(freq)
shows a significant negative association between
cosine and frequency among "same meaning" ex-
amples (R2 : 0.13, coeff’s p < 0.001) and "dif-
ferent meaning" examples (R2 : 0.14, coeff’s
p < 0.001) (see Figure 1). The same negative fre-
quency effect is found across various model speci-
fications (Table 1 in Appendix), which also show
significantly greater cosine similarity for those ex-
amples with the same wordform, a significant neg-
ative association with number of senses, and no
difference between nouns and verbs. In summary,
we find that using cosine to measure the semantic
similarity of words via their BERT embeddings
gives systematically smaller similarities the higher
the frequency of the word.

Results: Comparing to human similarity To
compare cosine similarities to WiC’s binary human
judgements (same/different meaning), we followed
WiC authors by thresholding cosine values, tuning
the threshold on the training set (resulting thresh-
old: 0.8). As found in the original WiC paper,
cosine similarity is somewhat predictive of the ex-
pert judgements (0.66 dev accuracy, comparable to
0.65 test accuracy from the WiC authors).6

Examining the errors as a function of frequency
reveals that cosine similarity is a less reliable pre-
dictor of human similarity judgements for common

6The test set is hidden due to an ongoing leaderboard.
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terms. Figure 2 shows the average proportion of
examples predicted to be the same meaning as a
function of frequency, grouped into ten bins, each
with the same number of examples. In the highest
frequency bin, humans judged 54% of the exam-
ples as having the same meaning compared to only
25% as judged by cosine similarity. This suggests
that in the WiC dataset, relative to humans, the
model underestimates the sense similarity for high
frequency words.
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Figure 2: Percentage of examples labeled as having
the “same meaning”. In high frequency words, cosine
similarity-based predictions (blue/left) on average un-
der-estimate the similarity of words as compared to hu-
man judgements (green/right).

2.2 Study 2: SCWS

Our first study shows that after controlling for
sense, cosine will tend to be lower for higher fre-
quency terms. However, the WiC dataset only has
binary labels of human judgements, and only indi-
cates similarity between occurrences of the same
word. We want to measure if these frequency ef-
fects persist across different words and control for
more fine-grained human similarity judgements.

Method and Dataset SCWS contains crowd
judgements of the similarity of two words in con-
text (scale of 1 to 10). We split the dataset based on
whether the target words are the same or different
(break/break vs dance/sing); this both allows us
to confirm our results from WiC and also determine
whether frequency-based effects exist in similarity
measurements across words.7 We use the same em-
bedding method as described for WiC, and again
use regression to predict cosine similarities from

7For consistency across word embeddings, we only use
SCWS examples where the keyword appeared lower-cased in
context. We reproduced our results with all SCWS examples
and found our findings to be qualitatively the same.

the following features:
frequency: average of log2(freq) of both words
polysemy: average of log2(sense) of both words
average rating: average rating of semantic simi-

larity as judged by humans on a scale of 1 to
10 (highest).

Results If we only use frequency, we find that
it mildly explains the variance in cosine similar-
ity both within (R2 : 0.12, coeff’s p < 0.001)
and across words (R2 : 0.06, coeff’s p < 0.001).
Adding in human average rating as a feature, fre-
quency is still a significant feature with a negative
coefficient. High frequency terms thus tend to have
lower cosine similarity scores, even after account-
ing for human judgements. When using all features,
the linear regression models explain 34% of the to-
tal variance in cosine similarity, with frequency
still having a significant negative effect (Table 2 in
Appendix). Finally, we verify that for a model with
only human ratings, error (true - predicted cosine)
is negatively correlated with frequency in held out
data (Pearson’s r = −0.18; p < 0.01), indicat-
ing an underestimation of cosine in high frequency
words (see Figure 5 in Appendix).

This finding suggests that using frequency as a
feature might help to better match human judge-
ments of similarity. We test this hypothesis by
training regression models to predict human rat-
ings, we find that frequency does have a significant
positive effect (Table 3 in Appendix) but the over-
all improvement over using cosine alone is rela-
tively small (R2 = 44.6% vs R2 = 44.3% with or
without frequency). We conclude that the problem
of underestimation in cosine similarity cannot be
resolved simply by using a linear correction for
frequency.

3 Minimum Bounding Hyperspheres

In order to understand why frequency influences co-
sine similarity, we analyze the geometry of the con-
textual embeddings. Unlike static vectors – where
each word type is represented by a single point
– the variation in contextualized embeddings de-
pends on a word’s frequency in training data. We’ll
call embeddings of a single word type sibling em-
beddings or a sibling cohort. To measure variation,
we’ll use the radius of the smallest hypersphere that
contains a set of sibling embeddings (the minimum
bounding hypersphere). We tested many ways to
measure the space created by high-dimensional
vectors. Our results are robust to various other
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Figure 3: The radius of the minimal bounding ball
of sibling embeddings of words is correlated with
log(word frequency). (Pearson’s r = 0.62, p < .001)

measures of variation, including taking the aver-
age, max, or variance of pairwise distance between
sibling embeddings, the average norm of sibling
embeddings, and taking the PCA of these vectors
and calculating the convex hull of sibling embed-
dings in lower dimensions (see Table 29 in the
Appendix). Here we relate frequency to spatial
variation, providing both empirical evidence and
theoretical intuition.

For a sample of 39,621 words, for each word
we took 10 instances of its sibling embeddings
(example sentences queried from Wikipedia), cre-
ated contexutalized word embeddings using Hug-
ging Face’s bert-base-cased model, and cal-
culated the radius of the minimum bounding hyper-
sphere encompassing them.8 9 As shown in Figure
3, there is a significant, strong positive correlation
between frequency and size of bounding hyper-
sphere (Pearson’s r = 0.62, p < .001). Notably,
since the radius was calculated in 768 dimensions,
an increase in radius of 1% results in a hypersphere
volume nearly 2084 times larger.10

Since frequency and polysemy are highly corre-
lated, we want to measure if frequency is a signifi-
cant feature for explaining the variance of bound-

8Words were binned by frequency and then sampled in
order to sample a range of frequencies. As a result, there is a
Zipfian effect causing there to be slightly more words in the
lower ranges of each bin. We used https://pypi.org/
project/miniball/

9Given the sensitivity of minimum bounding hypersphere
to outliers, we’d imagine that frequency-based distortions
would be even more pronounced had we chosen to use more
instances of sibling embeddings.

10the n-dimensional volume of a Euclidean ball of radius
R:

Vn(R) =
πn/2

Γ(n
2

+ 1)
Rn

ing hyperspheres. Using the unique words of the
WiC dataset, we run a series of regressions to pre-
dict the radius of bounding hyperspheres. On their
own, frequency and polysemy explain for 48% and
45% of the radii’s variance. Using both features,
frequency and polysemy explains for 58% of the
radii’s variance and both features are significant –
demonstrating that frequency is a significant fea-
ture in predicting radii of bounding hyperspheres
(Tables 25, 26, 27 in Appendix).

Among the unique words of the WiC dataset,
the radii of the target word correlates with training
data frequency (Pearson’s r : 0.69, p < 0.001).
Across the WiC dataset, the radii explains for 17%
of the variance in cosine similarity (Table 28 in
Appendix).11

3.1 Theoretical Intuition

Here, we offer some theoretical intuition in 2D for
why using cosine similarity to estimate semantic
similarity can lead to underestimation (relative to
human judgements). Let ~w ∈ R2 denote the target
word vector, against which we’re measuring cosine
similarity. Say there were a bounding ball Bx with
center ~xc to which ~w is tangent. If we normalize
every point in the bounding ball, it will form an
arc on the unit circle. The length of this arc is
2θ = 2arcsin r

‖xc‖2 :
• Let θ denote the angle made by xc and the

tangent vector ~w.
• sin θ = r

‖xc‖2 , so the arc length on the unit cir-
cle is rθ = arcsin r

‖xc‖2 (normalized points).
• Multiply by 2 to get the arclength between

both (normalized) tangent vectors.
Since the arclength is monotonic increasing in r,
if the bounding ball were larger—while still being
tangent to ~w—the arclength will be too.

The cosine similarity between a point in the
bounding ball and ~w is equal to the dot product
between the projection of the former onto the unit
circle (i.e., somewhere on the arc) and the normal-
ized ~w. This means that only a certain span of the
arclength maps to sibling embeddings ~xi such that
cos(~xi, ~w) ≥ t, where t is the threshold required
to be judged as similar by humans (see Footnote
3 and Figure 4). If Bx were larger while still be-
ing tangent to w, the arclength would increase but
the span of the arc containing siblings embeddings

11We used 1,253 out of the original 1,265 unique WiC
words and 5,412 out of the original 5,428 WiC examples due
to availability of frequency data and contextual examples for
target words.
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Figure 4: An illustration of how using cosine similar-
ity can underestimate word similarity. The cosine simi-
larity between a contextualized representation (orange)
and ~w is the dot product of the former’s projection onto
the red arc of the unit circle (with length 2θ) and ŵ.
Only points in the blue region are close enough to ŵ
to be deemed similar by humans. As the bounding ball
grows (e.g., with higher frequency words), if it remains
tangent to ~w, the fraction of points in the blue region
will shrink, leading to underestimation.

sufficiently similar to w would not. This means a
greater proportion of the sibling embeddings will
fail to meet this threshold, assuming that the dis-
tribution of sibling embeddings in Bx does not
change. Because, in practice, more frequent words
have larger bounding balls, depending on how the
bounding ball of a word x grows relative to some
~w, the similarity of x and w can be underestimated.
This helps explain the findings in Figure 2, but it
does not explain why more frequent words have
lower similarity with themselves across different
contexts, since that requires knowledge of the em-
bedding distribution in the bounding ball. The latter
is likely due to more frequent words having less
anisotropic representations (Ethayarajh, 2019).

4 Discussion and Conclusion

Cosine distance underestimates compared to hu-
mans the semantic similarity of frequent words in a
variety of settings (expert versus non-expert judged,
and within word sense and across words). This find-
ing has large implications for downstream tasks,
given that single-point similarity metrics are used
in a variety of methods and experiments (Reimers
and Gurevych, 2019; Reif et al., 2019; Zhang et al.,
2020; Zhao et al., 2019; Mathur et al., 2019; Kim
et al., 2021). Word frequency in pre-training data
also affects the representational geometry of con-
textualized embeddings, low frequency words be-

ing more concentrated geometrically. One exten-
sion of this work might examine how variables such
as sentiment and similarity/dissimilarity between
sentence contexts could impact both human-judged
and embedding-based similarity metrics.

Because training data frequency is something
that researchers can control, understanding these
distortions is critical to training large language
models. Frequency-based interventions might even
be able to correct for these systematic underestima-
tions of similarity (e.g., by modifying training data),
which could be important where certain words or
subjects may be inaccurately represented. For ex-
ample, Zhou et al. (2022) illustrates how training
data frequencies can lead to discrepancies in the
representation of countries, and—since frequency
is highly correlated with a country’s GDP—can per-
petuate historic power and wealth inequalities. Fu-
ture work could also examine how and if frequency
effects could be mitigated by post-processing tech-
niques which improve the correlation between hu-
man and semantic similarities (Timkey and van
Schijndel, 2021).

The semantic similarity distortions caused by
the over-and under-representation of topics is an-
other reason why documentation for datasets is crit-
ical for increasing transparency and accountability
in machine learning models (Gebru et al., 2021;
Mitchell et al., 2019; Bender and Friedman, 2018;
Ethayarajh and Jurafsky, 2020; Ma et al., 2021).
As language models increase in size and training
data becomes more challenging to replicate, we
recommend that word frequencies and distortions
be revealed to users, bringing awareness to the po-
tential inequalities in datasets and the models that
are trained on them. In the future, we hope to see
research that more critically examines the down-
stream implications of these findings and various
mitigation techniques for such distortions.
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A Appendix

For readability, we’ve summarized the key results
from the regressions in 1 and 2. Table 1 contains re-
sults from our WiC experiments where we measure
frequency’s impact on cosine similarity. We con-
trol for human judgements of similarity by splitting
the dataset by human labels of "same" and "differ-
ent" meaning words. The same trends hold for the
whole dataset as well.

Table 2 contains results from the SCWS exper-
iments we measure frequency’s impact on cosine
similarity within and across word similarities. Sim-
ilar to the WiC results, we see that frequency does
impact cosine similarity, with higher words having
lower similarities.

Table 3 contains results from the SCWS exper-
iments where we measure frequency’s impact on
human ratings. We see that frequency does not
explain human ratings but when used in a model
with cosine similarity, frequency has a positive co-
efficient, indicating it is correcting for the underes-
timation of cosine similarity.

B Regression results from WiC
experiments

Tables 4, 5, 6, 7, 8, 9, 10, 11.

C Regression results from SCWS
experiments

Tables 12, 13, 14, 15, 16, 17, 18, 19

D Regression results from SCWS
experiments, explaining for the
difference between cosine similarity
and human judgements

Tables 20, 21, 22, 23, 24.
Cosine similarity is partially predictive of hu-

man similarity judgements. The full model shows
a significant positive effect of frequency 24 indi-
cating that for a given level of cosine similarity,
more frequent terms will judged by humans to
be more similar, again demonstrating that cosine
under-estimates semantic similarity for frequent
terms.

The effect is relatively small, however; for a
word that is twice as frequent, the increase in hu-
man rating will be 0.0989 (See table 23). Removing
frequency from the model reduces R2 from 40.8%
to 40.4%. Polysemy shows the opposite effect;
those words with more senses are likely to be rated

as less similar. In a model with only cosine and
polysemy factors, however, frequency has no rela-
tionship with human judgements, indicating that
including frequency is correcting for the semantic
distortion of cosine in the full model.

E Regression results from minimum
bounding hyperspheres

Using frequency and polysemy to explain for the
variability in bounding ball radii. Tables 25, 26, 27.
Using radius of the bounding ball to explain for the
variability of cosine similarity. Table 28.

F Other ways of measuring the space of
sibling embeddings

Using a smaller sample of words (10,000 words
out of the initial ∼39,000 words), we calculate the
space occupied by these sibling embeddings using
a variety of other metrics. In each metric, we find
strong correlations between (log) frequency and
the metric in question (see table 29).

G Residual of Predicted Cosine

For the SCWS dataset, use 1,000 samples as the
train set and use the rest as the development set.
We train a linear regression model to predict cosine
similarity using only human ratings. Taking the dif-
ference between cosine similarity and the predicted
similarity, we plot this error relative to frequency.
We see a negative correlation between this error
and frequency r = −0.18, p < 0.001, indicating
that there is an underestimation of cosine similar-
ity among the high frequency words. Results are
shown in Figure 5.
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OLS predicting cosine similarity
WiC Different Sense Meaning Same Sense Meaning

Model 1 Model 2 Model 3 Model 4 Model 1 Model 2 Model 3 Model 4
log2(freq) -0.014 -0.012 -0.013 -0.013 -0.011 -0.009 -0.009 -0.010
log2(sense) - -0.012 -0.008 -0.009 - -0.006 -0.004 -0.002
same_wordform - - 0.045 0.047 - - 0.059 0.056
is_noun - - - -0.006 - - - 0.008
R2 0.127 0.144 0.203 0.204 0.136 0.142 0.241 0.242
Table Number 4 5 6 7 8 9 10 11

Table 1: Coefficients for each of the variables when used in a OLS regression. Bolded numbers are significant.
The WiC dataset is split across examples that were rated to have the same or different meaning by experts. Other
confounders (polysemy, part-of-speech, word form) were accounted for as features. In model 1, for a word that is
twice as frequent, the decrease in cosine similarity will be 0.011.

SCWS Within Word Examples Across Words Examples
Model 1 Model 2 Model 3 Model 4 Model 1 Model 2 Model 3 Model 4

log2(freq)) -0.020 - -0.018 -0.016 -0.011 - -0.008 -0.008
average rating - 0.022 0.021 0.02 - 0.02 0.02 0.02
log2(sense) - - - -0.019 - - - -0.001
R2 0.120 0.225 0.320 0.343 0.059 0.305 0.336 0.337
Table Number 12 13 14 15 16 17 18 19

Table 2: Coefficients for each of the variables when used in a OLS regression. Bolded numbers are significant.
The SCWS dataset is split across examples that use the same (within word) or different (across word) target words.
Other con-founders (polysemy and average rating) were accounted for as features. In model 1, for a word that is
twice as frequent, the decrease in cosine similarity will be 0.02.
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Figure 5: Error in cosine similarity and predicted co-
sine similarity using human ratings. A negative corre-
lation exists, r = −0.18, p < 0.001, indicating an un-
derestimation of cosine similarity among the high fre-
quency words.
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OLS Predicting Average Human Rating (Scale of 1 - 10)
Feature Model 1 Model 2 Model 3 Model 4 Model 5

avg log2(freq) -0.057 - 0.099 - 0.076
avg log2(sense) - - -0.0440 -0.134 -0.189
cosine - 16.345 16.665 13.513 13.809
same_word - - - 1.7228 1.687
R2 0.002 0.404 0.408 0.443 0.446
Table Number 20 21 22 23 24

Table 3: Coefficients for each of the variables when used in a OLS regression. Bolded numbers are significant.
Other con-founders (polysemy, same word) were accounted for as features. In model 5, for a word that is twice as
frequent, the increase in human rating will be 0.076. Notice that frequency only becomes a significant as a feature
when used with cosine, indicating that it is correcting for an underestimation.

Dep. Variable: Cosine Similarity R-squared: 0.127
Model: OLS Adj. R-squared: 0.127
Method: Least Squares F-statistic: 395.1
Date: Thu, 14 Oct 2021 Prob (F-statistic): 3.55e-82
Time: 22:12:38 Log-Likelihood: 2947.0
No. Observations: 2713 AIC: -5890.
Df Residuals: 2711 BIC: -5878.
Df Model: 1

coef std err t P> |t| [0.025 0.975]

constant 0.9976 0.013 77.728 0.000 0.972 1.023
log2(freq) -0.0141 0.001 -19.876 0.000 -0.015 -0.013

Omnibus: 1.261 Durbin-Watson: 1.952
Prob(Omnibus): 0.532 Jarque-Bera (JB): 1.189
Skew: 0.044 Prob(JB): 0.552
Kurtosis: 3.053 Cond. No. 149.

Table 4: OLS regression results predicting cosine similarity among "different meaning" senses.
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Dep. Variable: Cosine Similarity R-squared: 0.144
Model: OLS Adj. R-squared: 0.144
Method: Least Squares F-statistic: 228.2
Date: Thu, 14 Oct 2021 Prob (F-statistic): 2.48e-92
Time: 22:12:38 Log-Likelihood: 2973.7
No. Observations: 2713 AIC: -5941.
Df Residuals: 2710 BIC: -5924.
Df Model: 2

coef std err t P> |t| [0.025 0.975]

constant 0.9997 0.013 78.627 0.000 0.975 1.025
log2(freq) -0.0115 0.001 -14.624 0.000 -0.013 -0.010
log2(senses) -0.0118 0.002 -7.330 0.000 -0.015 -0.009

Omnibus: 8.024 Durbin-Watson: 1.954
Prob(Omnibus): 0.018 Jarque-Bera (JB): 9.222
Skew: 0.060 Prob(JB): 0.00994
Kurtosis: 3.259 Cond. No. 153.

Table 5: OLS regression results predicting cosine similarity among "different meaning" senses.

Dep. Variable: Cosine Similarity R-squared: 0.203
Model: OLS Adj. R-squared: 0.202
Method: Least Squares F-statistic: 230.2
Date: Thu, 14 Oct 2021 Prob (F-statistic): 5.14e-133
Time: 22:12:38 Log-Likelihood: 3070.5
No. Observations: 2713 AIC: -6133.
Df Residuals: 2709 BIC: -6109.
Df Model: 3

coef std err t P> |t| [0.025 0.975]

constant 0.9367 0.013 71.757 0.000 0.911 0.962
log2(freq) -0.0130 0.001 -16.984 0.000 -0.015 -0.012
log2(senses) -0.0076 0.002 -4.833 0.000 -0.011 -0.005
same_wordform 0.0447 0.003 14.158 0.000 0.039 0.051

Omnibus: 13.328 Durbin-Watson: 1.917
Prob(Omnibus): 0.001 Jarque-Bera (JB): 14.587
Skew: -0.123 Prob(JB): 0.000680
Kurtosis: 3.261 Cond. No. 163.

Table 6: OLS regression results predicting cosine similarity among "different meaning" senses.
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Dep. Variable: Cosine Similarity R-squared: 0.204
Model: OLS Adj. R-squared: 0.203
Method: Least Squares F-statistic: 173.4
Date: Thu, 14 Oct 2021 Prob (F-statistic): 2.26e-132
Time: 22:12:38 Log-Likelihood: 3071.8
No. Observations: 2713 AIC: -6134.
Df Residuals: 2708 BIC: -6104.
Df Model: 4

coef std err t P> |t| [0.025 0.975]

constant 0.9355 0.013 71.569 0.000 0.910 0.961
log2(freq) -0.0126 0.001 -15.858 0.000 -0.014 -0.011
log2(senses) -0.0090 0.002 -5.030 0.000 -0.013 -0.005
same_wordform 0.0467 0.003 13.760 0.000 0.040 0.053
is_noun -0.0061 0.004 -1.629 0.103 -0.013 0.001

Omnibus: 14.009 Durbin-Watson: 1.915
Prob(Omnibus): 0.001 Jarque-Bera (JB): 15.019
Skew: -0.135 Prob(JB): 0.000548
Kurtosis: 3.244 Cond. No. 164.

Table 7: OLS regression results predicting cosine similarity among "different meaning" senses.

Dep. Variable: Cosine Similarity R-squared: 0.136
Model: OLS Adj. R-squared: 0.136
Method: Least Squares F-statistic: 427.3
Date: Thu, 14 Oct 2021 Prob (F-statistic): 2.94e-88
Time: 22:12:38 Log-Likelihood: 2926.4
No. Observations: 2710 AIC: -5849.
Df Residuals: 2708 BIC: -5837.
Df Model: 1

coef std err t P> |t| [0.025 0.975]

constant 1.0077 0.009 109.007 0.000 0.990 1.026
log2(freq) -0.0109 0.001 -20.670 0.000 -0.012 -0.010

Omnibus: 45.476 Durbin-Watson: 1.977
Prob(Omnibus): 0.000 Jarque-Bera (JB): 45.736
Skew: -0.298 Prob(JB): 1.17e-10
Kurtosis: 2.778 Cond. No. 103.

Table 8: OLS regression results predicting cosine similarity among "same meaning" senses.
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Dep. Variable: Cosine Similarity R-squared: 0.142
Model: OLS Adj. R-squared: 0.141
Method: Least Squares F-statistic: 224.2
Date: Thu, 14 Oct 2021 Prob (F-statistic): 8.17e-91
Time: 22:12:38 Log-Likelihood: 2935.6
No. Observations: 2710 AIC: -5865.
Df Residuals: 2707 BIC: -5847.
Df Model: 2

coef std err t P> |t| [0.025 0.975]

constant 0.9974 0.010 104.755 0.000 0.979 1.016
log2(freq) -0.0090 0.001 -13.270 0.000 -0.010 -0.008
log2(senses) -0.0063 0.001 -4.283 0.000 -0.009 -0.003

Omnibus: 38.934 Durbin-Watson: 1.973
Prob(Omnibus): 0.000 Jarque-Bera (JB): 39.612
Skew: -0.283 Prob(JB): 2.50e-09
Kurtosis: 2.823 Cond. No. 109.

Table 9: OLS regression results predicting cosine similarity among "same meaning" senses.

Dep. Variable: Cosine Similarity R-squared: 0.241
Model: OLS Adj. R-squared: 0.240
Method: Least Squares F-statistic: 285.7
Date: Thu, 14 Oct 2021 Prob (F-statistic): 4.36e-161
Time: 22:12:38 Log-Likelihood: 3100.7
No. Observations: 2710 AIC: -6193.
Df Residuals: 2706 BIC: -6170.
Df Model: 3

coef std err t P> |t| [0.025 0.975]

constant 0.8928 0.011 84.562 0.000 0.872 0.914
log2(freq) -0.0092 0.001 -14.435 0.000 -0.010 -0.008
log2(senses) -0.0035 0.001 -2.513 0.012 -0.006 -0.001
same_wordform 0.0588 0.003 18.728 0.000 0.053 0.065

Omnibus: 80.675 Durbin-Watson: 1.981
Prob(Omnibus): 0.000 Jarque-Bera (JB): 87.234
Skew: -0.434 Prob(JB): 1.14e-19
Kurtosis: 3.139 Cond. No. 130.

Table 10: OLS regression results predicting cosine similarity among "same meaning" senses.
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Dep. Variable: Cosine Similarity R-squared: 0.242
Model: OLS Adj. R-squared: 0.241
Method: Least Squares F-statistic: 215.8
Date: Thu, 14 Oct 2021 Prob (F-statistic): 6.75e-161
Time: 22:12:38 Log-Likelihood: 3103.2
No. Observations: 2710 AIC: -6196.
Df Residuals: 2705 BIC: -6167.
Df Model: 4

coef std err t P> |t| [0.025 0.975]

constant 0.8952 0.011 84.424 0.000 0.874 0.916
log2(freq) -0.0096 0.001 -14.547 0.000 -0.011 -0.008
log2(senses) -0.0022 0.002 -1.457 0.145 -0.005 0.001
same_wordform 0.0560 0.003 16.512 0.000 0.049 0.063
is_noun 0.0078 0.003 2.228 0.026 0.001 0.015

Omnibus: 76.318 Durbin-Watson: 1.983
Prob(Omnibus): 0.000 Jarque-Bera (JB): 82.141
Skew: -0.421 Prob(JB): 1.46e-18
Kurtosis: 3.139 Cond. No. 132.

Table 11: OLS regression results predicting cosine similarity among "same meaning" senses.

Dep. Variable: Cosine Similarity R-squared: 0.120
Model: OLS Adj. R-squared: 0.115
Method: Least Squares F-statistic: 28.77
Date: Sat, 12 Mar 2022 Prob (F-statistic): 2.12e-07
Time: 12:16:53 Log-Likelihood: 203.87
No. Observations: 214 AIC: -403.7
Df Residuals: 212 BIC: -397.0
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 1.0762 0.063 17.127 0.000 0.952 1.200
avg_freq -0.0196 0.004 -5.364 0.000 -0.027 -0.012

Omnibus: 7.823 Durbin-Watson: 2.040
Prob(Omnibus): 0.020 Jarque-Bera (JB): 9.129
Skew: -0.307 Prob(JB): 0.0104
Kurtosis: 3.804 Cond. No. 169.

Table 12: OLS regression results predicting cosine similarity among "same" target words
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Dep. Variable: Cosine Similarity R-squared: 0.225
Model: OLS Adj. R-squared: 0.221
Method: Least Squares F-statistic: 61.58
Date: Sat, 12 Mar 2022 Prob (F-statistic): 2.07e-13
Time: 12:20:20 Log-Likelihood: 217.54
No. Observations: 214 AIC: -431.1
Df Residuals: 212 BIC: -424.3
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 0.5856 0.021 28.308 0.000 0.545 0.626
average_rating 0.0223 0.003 7.847 0.000 0.017 0.028

Omnibus: 31.336 Durbin-Watson: 2.183
Prob(Omnibus): 0.000 Jarque-Bera (JB): 64.374
Skew: -0.711 Prob(JB): 1.05e-14
Kurtosis: 5.279 Cond. No. 25.5

Table 13: OLS regression results predicting cosine similarity among "same" target words

Dep. Variable: Cosine Similarity R-squared: 0.320
Model: OLS Adj. R-squared: 0.314
Method: Least Squares F-statistic: 49.70
Date: Sat, 12 Mar 2022 Prob (F-statistic): 2.06e-18
Time: 12:20:20 Log-Likelihood: 231.56
No. Observations: 214 AIC: -457.1
Df Residuals: 211 BIC: -447.0
Df Model: 2
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 0.8939 0.060 14.907 0.000 0.776 1.012
avg_freq -0.0176 0.003 -5.434 0.000 -0.024 -0.011
average_rating 0.0211 0.003 7.893 0.000 0.016 0.026

Omnibus: 18.260 Durbin-Watson: 2.246
Prob(Omnibus): 0.000 Jarque-Bera (JB): 27.332
Skew: -0.524 Prob(JB): 1.16e-06
Kurtosis: 4.402 Cond. No. 197.

Table 14: OLS regression results predicting cosine similarity among "same" target words
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Dep. Variable: Cosine Similarity R-squared: 0.343
Model: OLS Adj. R-squared: 0.334
Method: Least Squares F-statistic: 36.58
Date: Sat, 12 Mar 2022 Prob (F-statistic): 4.63e-19
Time: 12:20:20 Log-Likelihood: 235.24
No. Observations: 214 AIC: -462.5
Df Residuals: 210 BIC: -449.0
Df Model: 3
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 0.9469 0.062 15.214 0.000 0.824 1.070
avg_freq -0.0161 0.003 -4.983 0.000 -0.022 -0.010
average_rating 0.0198 0.003 7.417 0.000 0.015 0.025
avg_sense -0.0192 0.007 -2.711 0.007 -0.033 -0.005

Omnibus: 13.882 Durbin-Watson: 2.255
Prob(Omnibus): 0.001 Jarque-Bera (JB): 18.177
Skew: -0.458 Prob(JB): 0.000113
Kurtosis: 4.095 Cond. No. 212.

Table 15: OLS regression results predicting cosine similarity among "same" target words

Dep. Variable: Cosine Similarity R-squared: 0.059
Model: OLS Adj. R-squared: 0.058
Method: Least Squares F-statistic: 87.37
Date: Sat, 12 Mar 2022 Prob (F-statistic): 3.41e-20
Time: 12:20:20 Log-Likelihood: 1557.3
No. Observations: 1406 AIC: -3111.
Df Residuals: 1404 BIC: -3100.
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 0.7858 0.019 42.044 0.000 0.749 0.822
avg_freq -0.0106 0.001 -9.347 0.000 -0.013 -0.008

Omnibus: 12.804 Durbin-Watson: 1.683
Prob(Omnibus): 0.002 Jarque-Bera (JB): 16.004
Skew: -0.130 Prob(JB): 0.000335
Kurtosis: 3.453 Cond. No. 145.

Table 16: OLS regression results predicting cosine similarity among "different" target words
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Dep. Variable: Cosine Similarity R-squared: 0.305
Model: OLS Adj. R-squared: 0.304
Method: Least Squares F-statistic: 614.9
Date: Sat, 12 Mar 2022 Prob (F-statistic): 7.11e-113
Time: 12:20:20 Log-Likelihood: 1770.2
No. Observations: 1406 AIC: -3536.
Df Residuals: 1404 BIC: -3526.
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 0.5366 0.004 150.800 0.000 0.530 0.544
average_rating 0.0208 0.001 24.796 0.000 0.019 0.022

Omnibus: 32.918 Durbin-Watson: 1.861
Prob(Omnibus): 0.000 Jarque-Bera (JB): 39.508
Skew: -0.302 Prob(JB): 2.64e-09
Kurtosis: 3.556 Cond. No. 8.58

Table 17: OLS regression results predicting cosine similarity among "different" target words

Dep. Variable: Cosine Similarity R-squared: 0.336
Model: OLS Adj. R-squared: 0.335
Method: Least Squares F-statistic: 355.7
Date: Sat, 12 Mar 2022 Prob (F-statistic): 1.12e-125
Time: 12:20:20 Log-Likelihood: 1803.2
No. Observations: 1406 AIC: -3600.
Df Residuals: 1403 BIC: -3585.
Df Model: 2
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 0.6684 0.016 40.691 0.000 0.636 0.701
avg_freq -0.0079 0.001 -8.210 0.000 -0.010 -0.006
average_rating 0.0200 0.001 24.238 0.000 0.018 0.022

Omnibus: 35.771 Durbin-Watson: 1.832
Prob(Omnibus): 0.000 Jarque-Bera (JB): 44.869
Skew: -0.305 Prob(JB): 1.81e-10
Kurtosis: 3.628 Cond. No. 156.

Table 18: OLS regression results predicting cosine similarity among "different" target words
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Dep. Variable: Cosine Similarity R-squared: 0.337
Model: OLS Adj. R-squared: 0.335
Method: Least Squares F-statistic: 237.1
Date: Sat, 12 Mar 2022 Prob (F-statistic): 2.09e-124
Time: 12:20:20 Log-Likelihood: 1803.4
No. Observations: 1406 AIC: -3599.
Df Residuals: 1402 BIC: -3578.
Df Model: 3
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 0.6670 0.017 40.027 0.000 0.634 0.700
avg_freq -0.0076 0.001 -7.044 0.000 -0.010 -0.005
average_rating 0.0199 0.001 23.983 0.000 0.018 0.022
avg_sense -0.0010 0.002 -0.516 0.606 -0.005 0.003

Omnibus: 36.276 Durbin-Watson: 1.832
Prob(Omnibus): 0.000 Jarque-Bera (JB): 45.556
Skew: -0.308 Prob(JB): 1.28e-10
Kurtosis: 3.632 Cond. No. 160.

Table 19: OLS regression results predicting cosine similarity among "different" target words

Dep. Variable: Human Rating R-squared: 0.002
Model: OLS Adj. R-squared: 0.001
Method: Least Squares F-statistic: 3.074
Date: Sat, 12 Mar 2022 Prob (F-statistic): 0.0797
Time: 13:15:45 Log-Likelihood: -3750.9
No. Observations: 1620 AIC: 7506.
Df Residuals: 1618 BIC: 7517.
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 5.0152 0.538 9.330 0.000 3.961 6.070
avg_freq -0.0568 0.032 -1.753 0.080 -0.120 0.007

Omnibus: 229.333 Durbin-Watson: 1.972
Prob(Omnibus): 0.000 Jarque-Bera (JB): 91.858
Skew: 0.385 Prob(JB): 1.13e-20
Kurtosis: 2.124 Cond. No. 147.

Table 20: OLS regression results predicting average human ratings.
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Dep. Variable: Human Rating R-squared: 0.404
Model: OLS Adj. R-squared: 0.403
Method: Least Squares F-statistic: 1096.
Date: Sat, 12 Mar 2022 Prob (F-statistic): 6.45e-184
Time: 13:15:45 Log-Likelihood: -3333.6
No. Observations: 1620 AIC: 6671.
Df Residuals: 1618 BIC: 6682.
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant -6.2058 0.314 -19.748 0.000 -6.822 -5.589
cosine_similarity 16.3453 0.494 33.101 0.000 15.377 17.314

Omnibus: 25.721 Durbin-Watson: 1.974
Prob(Omnibus): 0.000 Jarque-Bera (JB): 24.246
Skew: 0.260 Prob(JB): 5.43e-06
Kurtosis: 2.703 Cond. No. 14.7

Table 21: OLS regression results predicting average human ratings.

Dep. Variable: Human Rating R-squared: 0.408
Model: OLS Adj. R-squared: 0.407
Method: Least Squares F-statistic: 371.8
Date: Sat, 12 Mar 2022 Prob (F-statistic): 1.31e-183
Time: 13:15:45 Log-Likelihood: -3327.3
No. Observations: 1620 AIC: 6663.
Df Residuals: 1616 BIC: 6684.
Df Model: 3
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant -7.9168 0.575 -13.778 0.000 -9.044 -6.790
avg_freq 0.0989 0.028 3.473 0.001 0.043 0.155
avg_sense -0.0440 0.048 -0.911 0.362 -0.139 0.051
cosine_similarity 16.6654 0.500 33.304 0.000 15.684 17.647

Omnibus: 25.797 Durbin-Watson: 1.972
Prob(Omnibus): 0.000 Jarque-Bera (JB): 22.821
Skew: 0.235 Prob(JB): 1.11e-05
Kurtosis: 2.657 Cond. No. 252.

Table 22: OLS regression results predicting average human ratings.
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Dep. Variable: Human Rating R-squared: 0.443
Model: OLS Adj. R-squared: 0.442
Method: Least Squares F-statistic: 428.7
Date: Sat, 12 Mar 2022 Prob (F-statistic): 7.28e-205
Time: 13:15:45 Log-Likelihood: -3278.2
No. Observations: 1620 AIC: 6564.
Df Residuals: 1616 BIC: 6586.
Df Model: 3
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant -4.2809 0.379 -11.310 0.000 -5.023 -3.539
avg_sense -0.1339 0.044 -3.012 0.003 -0.221 -0.047
cosine_similarity 13.5126 0.547 24.707 0.000 12.440 14.585
same_word 1.7228 0.161 10.668 0.000 1.406 2.040

Omnibus: 24.052 Durbin-Watson: 2.007
Prob(Omnibus): 0.000 Jarque-Bera (JB): 20.099
Skew: 0.203 Prob(JB): 4.32e-05
Kurtosis: 2.635 Cond. No. 46.2

Table 23: OLS regression results predicting average human ratings.

Dep. Variable: Human Rating R-squared: 0.446
Model: OLS Adj. R-squared: 0.444
Method: Least Squares F-statistic: 324.7
Date: Sat, 12 Mar 2022 Prob (F-statistic): 3.91e-205
Time: 13:15:45 Log-Likelihood: -3274.5
No. Observations: 1620 AIC: 6559.
Df Residuals: 1615 BIC: 6586.
Df Model: 4
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant -5.5590 0.600 -9.258 0.000 -6.737 -4.381
avg_freq 0.0757 0.028 2.738 0.006 0.021 0.130
avg_sense -0.1892 0.049 -3.881 0.000 -0.285 -0.094
cosine_similarity 13.8092 0.556 24.816 0.000 12.718 14.901
same_word 1.6872 0.162 10.435 0.000 1.370 2.004

Omnibus: 24.612 Durbin-Watson: 2.005
Prob(Omnibus): 0.000 Jarque-Bera (JB): 19.555
Skew: 0.187 Prob(JB): 5.67e-05
Kurtosis: 2.612 Cond. No. 285.

Table 24: OLS regression results predicting average human ratings.
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Dep. Variable: Radius of Bounding Ball R-squared: 0.477
Model: OLS Adj. R-squared: 0.477
Method: Least Squares F-statistic: 1141.
Date: Sat, 12 Mar 2022 Prob (F-statistic): 2.96e-178
Time: 15:46:57 Log-Likelihood: -2045.0
No. Observations: 1253 AIC: 4094.
Df Residuals: 1251 BIC: 4104.
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 5.5878 0.187 29.926 0.000 5.221 5.954
log2(freq) 0.3927 0.012 33.774 0.000 0.370 0.416

Omnibus: 15.637 Durbin-Watson: 2.053
Prob(Omnibus): 0.000 Jarque-Bera (JB): 15.928
Skew: -0.275 Prob(JB): 0.000348
Kurtosis: 3.052 Cond. No. 86.0

Table 25: OLS regression results predicting radius of bounding ball using frequency

Dep. Variable: Radius of Bounding Ball R-squared: 0.448
Model: OLS Adj. R-squared: 0.448
Method: Least Squares F-statistic: 1015.
Date: Sat, 12 Mar 2022 Prob (F-statistic): 1.25e-163
Time: 15:46:57 Log-Likelihood: -2078.7
No. Observations: 1253 AIC: 4161.
Df Residuals: 1251 BIC: 4172.
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 9.0630 0.093 97.878 0.000 8.881 9.245
log2(senses) 0.9765 0.031 31.866 0.000 0.916 1.037

Omnibus: 12.796 Durbin-Watson: 2.101
Prob(Omnibus): 0.002 Jarque-Bera (JB): 13.940
Skew: -0.193 Prob(JB): 0.000940
Kurtosis: 3.344 Cond. No. 8.52

Table 26: OLS regression results predicting radius of bounding ball using senses
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Dep. Variable: Radius of Bounding Ball R-squared: 0.583
Model: OLS Adj. R-squared: 0.582
Method: Least Squares F-statistic: 872.2
Date: Sat, 12 Mar 2022 Prob (F-statistic): 7.47e-238
Time: 15:46:57 Log-Likelihood: -1903.7
No. Observations: 1253 AIC: 3813.
Df Residuals: 1250 BIC: 3829.
Df Model: 2
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

constant 6.0781 0.169 35.937 0.000 5.746 6.410
log2(freq) 0.2581 0.013 20.071 0.000 0.233 0.283
log2(senses) 0.5867 0.033 17.784 0.000 0.522 0.651

Omnibus: 21.564 Durbin-Watson: 2.097
Prob(Omnibus): 0.000 Jarque-Bera (JB): 23.741
Skew: -0.272 Prob(JB): 6.99e-06
Kurtosis: 3.398 Cond. No. 88.6

Table 27: OLS regression results predicting radius of bounding ball using frequency and senses

Dep. Variable: Cosine Similarity R-squared: 0.169
Model: OLS Adj. R-squared: 0.169
Method: Least Squares F-statistic: 1103.
Date: Sat, 12 Mar 2022 Prob (F-statistic): 2.51e-220
Time: 15:54:04 Log-Likelihood: 5534.8
No. Observations: 5412 AIC: -1.107e+04
Df Residuals: 5410 BIC: -1.105e+04
Df Model: 1
Covariance Type: nonrobust

coef std err t P> |t| [0.025 0.975]

Constant 1.1096 0.010 111.569 0.000 1.090 1.129
Radius of Bounding Ball -0.0255 0.001 -33.215 0.000 -0.027 -0.024

Omnibus: 1.512 Durbin-Watson: 1.721
Prob(Omnibus): 0.470 Jarque-Bera (JB): 1.543
Skew: -0.027 Prob(JB): 0.462
Kurtosis: 2.938 Cond. No. 109.

Table 28: OLS regression results predicting cosine similarity using radius of the bounding ball.
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Pearson’s R p

Average Pairwise Euclidean Distance 0.601 < 0.001
Max Pairwise Euclidean Distance 0.584 < 0.001
Variance of Pairwise Euclidean Distance 0.292 < 0.001
Average Norm of Embeddings 0.678 < 0.001
Area of convex hull* 0.603 < 0.001

Table 29: Pearson’s correlations for numerous other ways of measuring the space occupied by a sibling cohort of
ten instances. *To measure the area of a convex hull, we used PCA to projected the embeddings into 2D space and
calculated the area. Measuring the convex hull in 768-dimensional space would have required a lot more data (at
least 769 samples).
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Abstract

Compositional generalization is a fundamental
trait in humans, allowing us to effortlessly com-
bine known phrases to form novel sentences.
Recent works have claimed that standard seq-
to-seq models severely lack the ability to com-
positionally generalize. In this paper, we focus
on one-shot primitive generalization as intro-
duced by the popular SCAN benchmark. We
demonstrate that modifying the training dis-
tribution in simple and intuitive ways enables
standard seq-to-seq models to achieve near-
perfect generalization performance, thereby
showing that their compositional generalization
abilities were previously underestimated. We
perform detailed empirical analysis of this phe-
nomenon. Our results indicate that the gener-
alization performance of models is highly sen-
sitive to the characteristics of the training data
which should be carefully considered while de-
signing such benchmarks in future.

1 Introduction

According to the principle of compositionality, the
meaning of a complex expression (e.g., a sentence)
is determined by the meaning of its individual con-
stituents and how they are combined. Humans can
effectively recombine known parts to form new sen-
tences that they have never encountered before. De-
spite the unprecedented achievements of standard
seq-to-seq networks such as LSTMs and Trans-
formers in NLP tasks, previous work has suggested
that they are severely limited in their ability to gen-
eralize compositionally (Lake and Baroni, 2018;
Furrer et al., 2020).

Problem Statement. Our work relates to a
central challenge posed by compositional gener-
alization datasets such as SCAN (Lake and Baroni,
2018) and Colors (Lake et al., 2019), which we
refer to as one-shot primitive generalization: The
dataset consists of input-output sentence pairs (e.g.
‘walk twice → WALK WALK’); input sentences
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Figure 1: Overview of the SCAN generalization task
(left) and our approach (right) that enables standard
neural sequence models to generalize compositionally.

are formed from primitive words (‘walk’) and func-
tion words (‘twice’) and are generated by a context-
free grammar (CFG); output sentences are obtained
by applying an interpretation function. Crucially,
there is a systematic difference between the train
and test splits1: While the former has a single ex-
ample of an isolated primitive (e.g., the primitive
definition ‘jump → JUMP’ in SCAN), the latter
consists of compositional sentences with this iso-
lated primitive (e.g. ‘jump twice→ JUMP JUMP’).
See Fig. 1 (left) for an overview of the task.

A model with the right inductive bias should
generalize on the test data after having seen com-
positional expressions with other primitives during
training. The need for such inductive bias is jus-
tified via psychological experiments (Lake et al.,
2019) indicating that humans do have the ability to

1We use the term systematicity in the rest of the paper to
refer to this difference.

424



generalize on such tasks. Previous works have sug-
gested that seq-to-seq models lack the appropriate
inductive bias necessary to generalize on this task
since they achieve near-zero accuracies on both
SCAN and Colors benchmarks. This has led to
the development of many specialized architectures
(Li et al., 2019; Gordon et al., 2020; Chen et al.,
2020; Akyurek and Andreas, 2021), learning pro-
cedures (Lake, 2019; Conklin et al., 2021) and data
augmentation methods (Andreas, 2020; Guo et al.,
2020) to solve the task.

Contributions. The primary claim of our paper
is that, contrary to prior belief, neural sequence
models such as Transformers and RNNs do have
an inductive bias2 to generalize compositionally
which can be enabled using the right supervision.
(i) We show that by making simple and intuitive
changes to the training data distribution, standard
seq-to-seq models can achieve high generalization
performance even with a training set of size less
than 20% of the original training set. In particu-
lar, if we incorporated examples with more novel
primitives in the training set without necessarily
increasing the size of the training set (see right part
of Fig. 1), then the generalization performance of
standard seq-to-seq models improves and reaches
near-perfect score after a certain point. Our re-
sults also exemplify the importance of the training
distribution apart from architectural changes and
demonstrate that providing the right supervision
can significantly improve the generalization abili-
ties of the models. (ii) We investigate the potential
cause behind the improvement in generalization
performance and observe that the embedding of the
isolated primitive becomes more similar to other
primitives when the training set has higher number
of primitives and their use cases. (iii) To under-
stand the phenomenon better, we characterize the
effect of different training distributions and model
capacities. Our results show that the parameters of
the experimental setting play a crucial role while
evaluating the generalization abilities of models.

2 Enabling Generalization by Providing
the Right Supervision

Setup. We focus on the SCAN and Colors
datasets.3 Both these datasets have exactly one
isolated primitive. We refer to all other primitives

2However, note that this inductive bias is not as strong as
that of specialized architectures designed for these tasks.

3Results on COGS (Kim and Linzen, 2020) can be found
in Appendix C.
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Figure 2: Generalization performance (↑) on SCAN
and Colors improves with higher number of example
primitives in the training set.

(i.e., those that are also composed with other words
to form sentences in the training set) as example
primitives. Both the SCAN and Colors training sets
have exactly three example primitives. The training
set of SCAN has 13.2k examples while the test
set has 7.7k examples. Colors has just 14 training
examples and 8 test examples. More details on
implementation and datasets can be found in
Appendix A & B. Our source code is available
at https://github.com/arkilpatel/Compositional-
Generalization-Seq2Seq.

Adding More Primitives. We modify the train-
ing set such that the number of distinct example
primitives present in the dataset is higher. To do
so, we add new primitives to the language which
are simply random words (e.g., ‘swim’, ‘clap’, etc.)
that have the same semantics and follow the same
grammar rules as other existing primitives (see Fig.
1 (right) for illustration). These new primitives
act as example primitives in our training set. For
SCAN, we control the size of the training set such
that it is at most the size of the original dataset.4

To generate the training set, we randomly sample
the examples from the new grammar and discard
all compositional sentences with the isolated primi-
tive. For each example primitive and the isolated
primitive, a primitive definition (such as ‘walk→
WALK’) is also added to the training set. The test
set is untouched and remains the same.

Main Observation. Fig. 2 shows the gener-
alization performance of Transformer and LSTM
based seq-to-seq models. We observe that there is
a clear trend of improvement in compositional gen-

4The training set size |T | is kept fixed by discarding origi-
nal examples and adding (|T |/#primitives) examples per
primitive. Because of extremely small data size, we cannot do
this for Colors while also trying to illustrate our idea.
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Figure 3: Measuring the distance of embedding of iso-
lated primitive with embeddings of example primitives
for learned Transformer and LSTM models as we in-
crease the number of example primitives in SCAN.

eralization as we increase the number of example
primitives and their use cases. It is surprising to see
that on SCAN, Transformers perform on par with
some recently proposed specialized architectures
(Li et al., 2019; Gordon et al., 2020) and even better
than certain architectures (Russin et al., 2019).

Implication. Since the training set still contains
only one non-compositional example with the iso-
lated primitive5 and the test set is untouched, one-
shot primitive generalization setting is preserved.
Hence our results clearly show that standard neu-
ral sequence models have ‘some’ inductive bias
required to generalize on such out-of-distribution
tasks even if it is not as strong as that of special-
ized architectures designed primarily to solve these
tasks. Our results are in contradiction to previously
suggested limitations of standard seq-to-seq mod-
els in terms of primitive generalization (Lake and
Baroni, 2018; Furrer et al., 2020; Baroni, 2020).
While it is important to develop architectures with
better compositional generalization abilities, we
wish to highlight that synthetic benchmarks such as
SCAN require a model with very strong inductive
biases and tend to underestimate the generalization
abilities of baseline models.

While we have shown that these models can gen-
eralize from one-shot exposure to primitive defi-
nitions, our results also hold for the more general
case where the one-shot exposure of the primitive is
in a sentence (e.g. ‘jump twice→ JUMP JUMP’).
More details regarding these experiments can be
found in Appendix D.

Prior Work. Note that our work is unrelated
to previous works that propose data augmentation

5Note that our results also hold when there are multiple
isolated primitives in the dataset at the same time. This is
discussed in Appendix E.5.
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Figure 4: Visualizing the t-SNE reduced embeddings of
isolated primitive ( ), example primitives ( ) and non-
primitives ( ) from a learned Transformer model as we
increase number of example primitives in SCAN.

approaches for compositional generalization tasks
(Andreas, 2020; Guo et al., 2020; Akyürek et al.,
2021). (1) The datasets created by some of these
augmentation methods do not preserve the system-
atic differences between train and test sets, while
our datasets do.6 (2) The objective of these works
was to devise a method to improve compositional
generalization performance whereas the focus of
our work is not to develop a general method; rather
we want show that baseline seq-to-seq models
are capable of generalizing compositionally even
without breaking systematicity. (3) These meth-
ods add additional data resulting in datasets of
larger sizes whereas we control for data size.

2.1 Analyzing the Embedding of the Isolated
Primitive

Our results raise the question: Why do Transform-
ers and LSTMs generalize better when the training
data has more example primitives? Compositional
generalization in our setting requires a model to
learn to apply the same rules to the isolated primi-
tive as it does to the other example primitives. Thus,
we analyze the change in the learned embedding of
the isolated primitive (such as ‘jump’) with respect
to other primitives in different settings.

In particular, we compare the average distance
with other primitives before and after adding cer-
tain number of primitives to training data (this is
the same setting that was explained earlier in this
section). We find that as we increase the number
of example primitives in the training set, the em-

6We discuss this in more detail in Appendix F.
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Figure 5: Measuring the generalization performance of
Transformer on different types of training set distribu-
tions of the SCAN dataset.

bedding of the isolated primitive gets closer to the
example primitives (Fig. 3) in terms of Euclidean,
Manhattan and Cosine distances. If the embedding
of the isolated primitive is closer to the embed-
dings of the other primitives, then the model is
more likely to operate over it in a similar fashion
and apply the same rules as it does over the other
primitives.

This phenomenon is also illustrated in t-SNE
plots (Fig. 4) of the learned embeddings where the
embedding of the isolated primitive seems closer
to the embeddings of the example primitives when
there are more example primitives in the dataset.
Hence, a possible reason behind improved general-
ization performance could be the difference in the
learned embeddings.7 Additional results with the
LSTM model and Colors dataset can be found in
Appendix E.1.

3 Exploring the Impact of the Parameters
of the Experimental Setup

3.1 Impact of Training Distributions

In this section, we analyze the influence of different
training distributions on the generalization perfor-

7More fundamental reasons for difference in learned em-
beddings, such as learning dynamics, are beyond our scope.

mance of the model. In the previous experiments,
the data generating distribution was uniform over
all possible samples. Here, we alter the training
data distribution by varying the number of exam-
ples for each example primitive. The test set re-
mains unchanged and there will still be only one
non-compositional example of the isolated prim-
itive (i.e., the primitive definition) in the training
set. We experiment with linearly, quadratically and
exponentially increasing probability distribution
functions. For instance, in the quadratically increas-
ing case, a training set with 10 example primitives
will have one example primitive with 1 composi-
tional example, the next one with 4 compositional
examples, another one with 9 compositional exam-
ples and so on.8 Similarly, in the exponentially
increasing case (which we also call ‘skewed’), 10%
example primitives have 500 compositional exam-
ples each, 30% have 10 compositional examples
each and the remaining have just one compositional
example each in the training set. The general idea
is that all the example primitives do not have equal
representation in the training data. Upon training
the models on different distributions, we observed
that the models generalize well even with fewer
number of example primitives when their distri-
bution is linearly or quadratically increasing (Fig.
5a). On the other hand models struggle to gen-
eralize when the distribution is skewed. In that
case, most primitives appear in only one or very
few compositional sentences in the training data.
The failure to generalize on such data implies that
extra primitives must be added as part of multiple
compositional sentences; just adding the primitive
definition or a single example for each example
primitive does not help the model to leverage it.

We then try to characterize the relationship be-
tween the number of example primitives and the
amount of data required for the model to general-
ize well on the test data, when the example primi-
tives are uniformly distributed. We create different
training sets by varying the total number of ex-
ample primitives, #primitives; for each example
primitive, we draw #examples number of sam-
ples uniformly from the CFG. Fig. 5b shows the
generalization performance of Transformers for
each of these training sets. The size of each train-
ing set is the product of the row and column values
(#primitives × #examples). As expected, the

8In all experimental setups considered in this paper, each
example primitive will always have a primitive definition in
the training set.
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Figure 6: Measuring the generalization performance
of a Transformer of varying capacity across increasing
number of primitives in the SCAN training set.

upper-right triangle has higher scores indicating
that the sample requirement decreases as we add
more primitives to the dataset. Surprisingly, the
top-left cell indicates that Transformers can achieve
high performance even with 2k training examples
which is less than 20% of the original SCAN train-
ing set. Additional results with the LSTM model
can be found in Appendix E.2.

3.1.1 Understanding Transferability

We wish to check whether the inductive bias that is
enabled when a model is trained on more number of
example primitives can be transferred to a scenario
where the number of example primitives is limited.
We create a pretraining set with 50 example prim-
itives uniformly distributed, each of them having
200 examples. The finetuning set is the original
SCAN training set and the test set is the original
SCAN test set. The model is first trained from
scratch on the pretraining set and then finetuned on
the finetuning set.

We find that if we allow all the parameters of
the Transformer model to be updated during the
finetuning phase on the original SCAN training set,
then the model generalizes very poorly. On the
other hand, when we freeze the weights of the en-
coder and decoder after the pretraining phase, and
only allow the embedding and output layers to be
updated, then the model generalizes near-perfectly
on the test set. Our hypothesis is that in the latter
setting, the task becomes simpler for the model
since it only has to align the embeddings of the
newly seen primitives in the finetuning phase with
the embeddings of the primitives seen during the
pretraining phase. This experiment also indicates
that the previously learned rules during pretraining
can help a model to compositionally generalize on
novel primitives.

3.2 Impact of Model Capacity
We analyze the relationship between the model ca-
pacity and the number of example primitives in the
training set. We vary the number of primitives as
per the description in Section 2. We evaluate the
generalization performance of the models while
gradually increasing the number of parameters by
increasing the size of its embeddings and interme-
diate representations. For each experiment, we ex-
haustively finetune the rest of the hyperparameters
(e.g., dropout, learning rate, batch size, etc.) to se-
lect the best model. Looking at Fig. 6, we observe
a general trend in which the model starts to over-
fit and has poor generalization performance as we
increase the model size. Note that all these model
configurations are able to achieve near-perfect accu-
racies on the SCAN random split that does not test
for compositional generalization. This shows that
carefully controlling the model size is important
for achieving compositional generalization. On
such small datasets, larger models might simply
memorize the input-output mappings in the train-
ing set. Indeed, such memorization has been cited
as a potential reason to explain why models fail at
compositional generalization (Conklin et al., 2021).
We also find that as we increase the number of ex-
ample primitives, the models are less susceptible
to overfitting and achieve relatively better general-
ization performance. Additional results with the
LSTM model and Colors dataset can be found in
Appendix E.3.

4 Conclusion

While it is essential to make progress in building
architectures with better compositional generaliza-
tion abilities, we showed that the generalization
performance of standard seq-to-seq models (often
used as baselines) is underestimated. A broader
implication of our experiments is that although
systematicity must be preserved when designing
such benchmarks, it is imperative to carefully ex-
plore different parameters associated with the ex-
perimental setup to draw robust conclusions about
a model’s generalization abilities.
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A Implementation Details

We use 8 NVIDIA Tesla P100 GPUs each with 16
GB memory to run our experiments. All models
are implemented in PyTorch (Paszke et al., 2019).
We do not use any pretrained models and all em-
beddings are learnt from scratch. Parameters are
updated using Adam optimization. All results are
an average of 5 different runs with random seeds.
The dataset-specific hyperparameters used for each
model are shown in Table 1.

B Primitive Generalization Datasets

In this paper, we show results on three datasets that
evaluate primitive generalization.

SCAN (Lake and Baroni, 2018) is a super-
vised sequence-to-sequence semantic parsing task
wherein the natural language input command has
to be transformed to the corresponding set of ac-
tions. The complete dataset consists of all the com-
mands (a total of 20,910) generated by a phrase-
structure grammar and the corresponding sequence
of actions, produced according to a semantic inter-
pretation function. The benchmark consists of 4
splits: random, add jump, turn left and length. We
work on the ‘add jump’ split which was designed
to test primitive generalization. In this split, the
test set (size: 7706) is made up of all the composi-
tional sentences with the primitive ‘jump’ (which
we refer to as the isolated primitive). The train set
(size: 13,2049) has just one example of the isolated
primitive (i.e. the primitive definition ‘jump →
JUMP’) and other examples demonstrating the def-
initions and compositions of the three other primi-
tives (which we refer to as the example primitives).
Table 2 illustrates the task.

Colors (Lake et al., 2019) is a sequence-to-
sequence task that was designed to measure hu-
man inductive biases. Apart from the challenge of
primitive generalization, this dataset poses an addi-
tional challenge of low-resource learning for neural
sequence models. The train set has just 14 exam-
ples that are either primitive definitions of the four
primitives or examples with compositions of the
three example primitives and three operations (con-
catenation, repetition and wrapping). The test set
has 8 examples10 with compositions of the isolated

9The dataset released by (Lake and Baroni, 2018) is of size
14,670 which has many repetitions of the ‘jump → JUMP’
primitive definition. In this work, we remove all these repeti-
tions since they do not significantly help in generalization.

10The original dataset has two additional examples which

Figure 7: The primitive generalization task in Colors11.
Note that the test set does not contain the two length
generalization examples.
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Figure 8: Decrease in generalization performance on
our COGS primitive generalization test set with a de-
crease in the percentage of example primitives and their
use cases present in the train set.

primitive (‘zup’). Fig. 7 illustrates the task.
COGS (Kim and Linzen, 2020) is a semantic

parsing task of mapping English natural language
sentences to their corresponding logical forms.
Apart from primitive generalization, COGS also
evaluates other types of systematic generalization
such generalizing to higher depths or generalizing
to novel syntactic structures. The size of the train
set is 24,155 and that of the test set is 21,000.

C Removing Primitives Hurts
Generalization on COGS

Unlike SCAN and Colors, both of which have a
single isolated primitive and only 3 example prim-
itives, COGS has 3 isolated primitives - a verb, a
common noun and a proper noun which are sup-
ported by 80 verbs, 40 common nouns and 20
proper nouns as example primitives. We hypoth-
esize that this high number of example primitives
might be one of the reasons behind the high perfor-
mance of Transformers on COGS (Csordás et al.,

evaluate length generalization. Since we focus only on primi-
tive generalization, we do not evaluate on these.

11Image taken from Akyurek and Andreas (2021).
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SCAN COLORS COGS

Hyperparameters Transformer LSTM Transformer LSTM Transformer

Embedding Size [64, 128, 256] [64, 128, 256] [16, 32, 64] [16, 32, 64] [384, 512]
Hidden/FFN Size [256, 512] [64, 128] [16, 32, 64] [16, 32, 64] [512, 1024]
Heads [2, 4] N/A [4, 8] N/A [2, 4]
Number of Layers [2, 3] [1, 2] [2, 3] [1, 2] [2, 3]
Learning Rate [3e-4, 5e-4, 8e-4] [5e-3, 8e-3, 1e-2] [8e-4, 1e-3] [5e-3, 8e-3, 1e-2] [3e-4, 5e-4, 8e-4]
Batch Size [128, 256] [128, 256] [1, 2] [1, 2] [128, 256]
Dropout [0.1, 0.2] [0.1, 0.2] [0.1, 0.2] [0.1, 0.2] [0.1, 0.2]

Epochs 150 150 150 150 150
Avg Time/Epoch 30 40 2 3 60

Table 1: Different hyperparameters and the values considered for each of them in the models. The best hyperpa-
rameters for each model for all the datasets (with maximum number of primitives of all the settings studied in this
paper) are highlighted in bold. Average Time/Epoch is measured in seconds.

TRAIN:

jump JUMP
run after run left LTURN RUN RUN
run RUN
look left twice LTURN LOOK LTURN LOOK

TEST:

jump twice after look LOOK JUMP JUMP
turn left and jump LTURN JUMP
jump right twice RTURN JUMP RTURN JUMP

Table 2: An illustration of the primitive generalization
task in SCAN.

2021; Ontañón et al., 2021), as far as primitive
generalization is concerned.

To validate our hypothesis, we systematically
reduce the number of example primitives in COGS
and evaluate the model. The test set of COGS
focusing on primitive generalization consists of
5000 examples. If we directly start removing the
primitives from the train set, we risk having out-
of-vocabulary tokens in the test set. Hence we
select a portion of the test set of size 1218 which
exludes 129 example primitives. We will hold this
test set fixed and vary the percentage of the 129
example primitives to be inserted in the train set.
For each example primitive, samples are drawn
uniformly from the original COGS train set. Note
that even though the number of example primitives
and their use cases will vary in the train set, we
control the total train set size to be always 2500 for
fair evaluation.

The results of our experiment can be seen in
Fig. 8. We see a clear trend of decrease in gener-
alization performance as we decrease the number
of example primitives and their use cases. This
is in tandem with the results shown in Section 2
and further validates the idea that providing more
example primitives and their use cases helps neural

COMPLEXITY SENTENCE

1 jump twice
2 jump thrice and look
3 run twice after jump opposite left
4 jump around left and walk opposite left twice

Table 3: Sentences of varying complexities featuring
the isolated primitive ‘jump’.

sequence models generalize on the primitive gener-
alization task. Our results help explain that the gap
in performance of neural sequence models on prim-
itive generalization tasks in COGS and primitive
generalization tasks in SCAN or Colors is at least
partially caused by the difference in the number
of example primitives and their use cases in these
datasets.

D Implicit Word Learning

Drawing analogy from human vocabulary acquisi-
tion (Bloom, 2000), our primitive generalization
setting corresponds to the case when a child is
explicitly explained the meaning of a word. But
children can learn word meaning from implicit us-
age. In our setting this would translate to using
a primitive in a more complex construction, say
‘jump twice→ JUMP JUMP’ instead of the original
‘jump→ JUMP’. It would be interesting to evalu-
ate how well seq-to-seq models learn the meanings
of words from a single sentence and whether they
learn to use that word compositionally with other
words.

We consider the ‘add jump’ split in SCAN. In-
stead of providing the ‘jump→ JUMP’ primitive
definition in the train set, we provide one compo-
sitional sentence featuring ‘jump’. We vary the
complexity of this sentence as shown in Table 3.
Similar to the case of providing only the primitive
definition, we observe that models are unable to

431



600 400 200 0 200
600

400

200

0

200

400

600

(a) No extra primitives
400 200 0 200

200

0

200

400

600

(b) 10 extra primitives
500 400 300 200 100 0 100 200

200

0

200

400

600

(c) 20 extra primitives

Figure 9: Visualizing the t-SNE reduced embeddings of isolated primitive ( ), example primitives ( ) and non-
primitives ( ) from a learned LSTM model as we increase the number of example primitives in the Colors train set.
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Figure 10: Measuring the similarity of the embedding
of isolated primitive with the embeddings of example
primitives for learned Transformer and LSTM models
as we increase the number of example primitives in the
Colors train set.

generalize and achieve near-zero accuracies.
We now wish to see whether the presence of

more number of primitives and their sentences in
the train set helps a model generalize in this sce-
nario (like it did for primitive definitions as shown
in Section 2). We consider the setup of having 100
primitives and their sentences in the train set (Sec-
tion 2) apart from the one compositional sentence
with the word ‘jump’. We find that models are able
to achieve near-perfect generalization accuracies.

This shows that our idea holds more generally:
Adding more primitives and their sentences helps a
model effectively learn the meaning of a new prim-
itive, whether specified explicitly via a primitive
definition or implicitly in a sentence.

E Details of Experimental Setups and
Other Results

E.1 Embedding of Isolated Primitive
We scale the embedding vectors to unit L2-norm
for calculating the euclidean distance and unit L1-
norm for calculating the manhattan distance. For
Colors dataset as well, we compare the average dis-
tance with other primitives before and after adding
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Figure 11: Measuring the generalization performance
of LSTM on different types of train set distributions of
the SCAN dataset.

primitives to the training data. We again find that
as we increase the number of example primitives in
the training set, the embedding of the isolated prim-
itive (‘zup’) gets closer to the example primitives
(refer to Fig. 10) in terms of Euclidean, Manhattan
and Cosine Distances.

We additionally show the t-SNE plots of the
learned embeddings for the LSTM model on the
Colors dataset (Fig. 9).

E.2 Impact of Training Distributions
In Section 3.1, we showed results of the Trans-
former model on various train set distributions of
the SCAN dataset. We also experimented with the
LSTM model, the results of which can be found
in Fig. 11. We see the same trend as we saw for
Transformers.
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Figure 12: Measuring the generalization performance
of an LSTM of varying capacity across increasing num-
ber of primitives in the Colors train set.
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Figure 13: Generalization performance on SCAN
across different runs with random seeds.

E.3 Impact of Model Capacity
In Section 3.2, we showed results of varying sizes
of Transformers trained on datasets with different
number of example primitives. We also experi-
mented with the LSTM model, the results of which
on the Colors dataset can be found in Fig. 12. We
see the same trend as we saw for Transformers.

E.4 Variance Across Different Runs
We plot the generalization accuracies of the Trans-
former and LSTM models on SCAN and Colors
datasets over 5 different runs with random seeds in
Fig. 13-14. Both models displayed a high degree
of variance in generalization performance on both
datasets. It is interesting to see that the variance
decreases with increasing number of primitives.

E.5 Evaluation on Multiple Isolated
Primitives

Our results are valid not just when there is a single
isolated primitive, but even when there are multiple
isolated primitives that are used compositionally at
test time. While we believe that this holds trivially
due to the symmetry of the setup, for completeness,
we provide empirical evidence. We consider the
setting on SCAN in which the train set has a total of
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Figure 14: Generalization performance on Colors
across different runs with random seeds.

100 example primitives uniformly distributed. To
this train set, in addition to the primitive definition
of ‘jump’ (i.e., ‘jump→ JUMP’), we add 9 other
primitive definitions of newly introduced isolated
primitives. Thus, while the size of the train set in
this setting was 13185, the size of the new train set
is 13194. We then extract templates from the origi-
nal SCAN test set and exhaustively populate these
templates with the 10 isolated primitives. Hence,
while the size of the original test set was 7706, the
size of the new test set is 77060.

We evaluated Transformers on this data. The
best model achieved 94.5% accuracy on the com-
plete test set, thereby showing that our method-
ology and results are valid even when there are
multiple isolated primitives in the dataset at the
same time.

F A Note on Other Data Augmentation
Methods

Applying data augmentation methods such as
GECA (Andreas, 2020) on SCAN will lead to
addition of training examples in which the input
sentences are compositions of the isolated primi-
tive ‘jump’. This breaks the systematicity of the
setup. While such automatic data augmentation ap-
proaches are important resources for enabling com-
positional generalization, a model that performs
well on this modified split cannot be considered to
be able to generalize compositionally.

Shi et al. (2021) proposed a data augmentation
method based on the theory of meaningful learn-
ing. Similar to our work, they also augment the
train set by adding more primitives (e.g. ‘jump_0’,
‘jump_1’, ..., ‘jump_n’). However, compared to our
work, their setup is completely different: The new
primitives that they add to the train set are all still
mapped to the output token of an example prim-
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itive ‘jump’, which is ‘JUMP’ (i.e. ‘jump_0 →
JUMP’, ..., ‘jump_n→ JUMP’). Their train set has
examples showing compositions of ‘jump’ while
their test set evaluates for novel compositions of
the newly added primitives. We argue that their
setup cannot be considered one-shot primitive gen-
eralization since now the model can see the output
token ‘JUMP’ in composition with other words.
We claim that this familiarity with the output token
enables a model to generalize well on the test data
even if the newly added primitives are only pre-
sented one-shot in the train set. Indeed, Lake and
Baroni (2018) also suggested that the reason why
models are able to do well on the ‘turn left’ split
of SCAN is because the train set consists of many
examples that have the output token ‘LTURN’ used
compositionally.

To validate our claim, we propose a simple exper-
iment. In the original SCAN ‘add jump’ split, we
map ‘jump→WALK’ instead of ‘jump→ JUMP’
for all examples (primitive definition as well as
compositional sentences) in both the train and test
sets. In this setup, even though the input word
‘jump’ is seen only once at train time, it’s mapping
‘WALK’ is used compositionally in many examples.
On evaluating a Transformer model on this split,
we found that it achieves a near-perfect accuracy.
This shows that providing compositional examples
with the output token of the isolated primitive not
only breaks systematicity, but is the reason behind
the high performance of models in that setting.
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Abstract
Open-domain question answering is a challeng-
ing task with a wide variety of practical appli-
cations. Existing modern approaches mostly
follow a standard two-stage paradigm: retriever
then reader. In this article, we focus on improv-
ing the effectiveness of the reader module and
propose a novel copy-augmented generative
approach that integrates the merits of both ex-
tractive and generative readers. In particular,
our model is built upon the powerful gener-
ative model FiD (Izacard and Grave, 2021b).
We enhance the original generative reader by
incorporating a pointer network to encourage
the model to directly copy words from the re-
trieved passages. We conduct experiments on
the two benchmark datasets, NaturalQuestions
and TriviaQA, and the empirical results demon-
strate the performance gains of our proposed
approach.

1 Introduction

Open-domain question answering (ODQA) focuses
on providing highly precise answers to natural lan-
guage questions from a large collection of unstruc-
tured text data (Voorhees, 1999). With the pioneer-
ing work of DrQA (Chen et al., 2017), modern
approaches to ODQA commonly adopt a simple
two-stage retriever-reader pipeline, that firstly re-
trieve a relatively small number of support passages
(Karpukhin et al., 2020; Min et al., 2021b; Yamada
et al., 2021), followed by the reader identifying the
answer.

The reader models can be broadly categorized
into two classes: extractive (Chen et al., 2017; Asai
et al., 2020; Karpukhin et al., 2020) and generative
(Izacard and Grave, 2021b; Lewis et al., 2020b;
Wu et al., 2021). Recently, benefiting from the
powerful ability of large-scale pre-trained encoder-
decoder language models (Lewis et al., 2020a; Raf-
fel et al., 2019) and the capability of aggregat-
ing information from multiple passages (Izacard

∗This work was done when she was at AARC.

Question: where was a hologram for the king filmed?
Passages (Truncated): title: A Hologram for the King (film)
context: Production was set to begin in first quarter of 2014.
Principal photography commenced on March 6, 2014 in Mo-
rocco. Filming also took place in Hurghada in Egypt, as well
as in Berlin and Düsseldorf in Germany. Shooting wrapped in
June 2014.
Answer: Hurghada in Egypt, Berlin and Düsseldorf in Germany
FiD: Dubai in Germany
FiD-PGN: Hurghada in Egypt

Question: who has the most trophies in la liga?
Passages (Truncated): title: La Liga context: A total of 62
teams have competed in La Liga since its inception. Nine teams
have been crowned champions, with Real Madrid winning the
title a record 33 times and Barcelona 25 times.
Answer: Real Madrid
FiD: 33
FiD-PGN: Real Madrid

Table 1: Comparisons of answers generated by FiD and
our approach. The orange text represents supportive
sentences.

and Grave, 2021b), generative approaches have
achieved in general better performance than extrac-
tive methods.

Compared to extractive models, generative mod-
els generate text more freely, which makes it often
suffer from the problem of producing hallucinated
text that is factual inaccuracy or inconsistent to the
input. This problem has been addressed in tasks
like text summarization (Maynez et al., 2020) and
machine translation (Zhou et al., 2021). We found
that the phenomenon also happens in ODQA. As
shown in Table 1, the answer "Dubai in Germany"
produced by the generative model FiD (Izacard and
Grave, 2021b) is factual incorrect and the answer
"33" in the second example is not coherent to the
question. While in both cases, the ground-truth
answers are present in the retrieved passages. Thus,
we hypothesize that if we could put a constraint on
the produced words to the input text, the generated
answer will be more faithful.

Inspired by the work of See et al. (2017), we
enhance the generative model with a pointer net-
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Figure 1: The overall architecture of our proposed model. We add a linear layer to calculate the generation
probability, which decides the weights of generating words from vocabulary or copying from source passages.

work (Vinyals et al., 2015), that enables the model
to directly copy text from the retrieved passages
while retains the ability of generating new words
when the true answers are not explicitly present
in the input. To be more specific, our model
fusion-in-decoder pointer-generator network (FiD-
PGN) is built upon the state-of-the-art model FiD.
We reuse the encoder-decoder attention scores as
the copy distribution to reduce the computational
cost. Compared to FiD, we achieve comparative or
even better accuracy on the NaturalQuestions (NQ)
(Kwiatkowski et al., 2019) and TriviaQA (Joshi
et al., 2017) benchmarks, with less passages used
in training. Our experiments results show the effec-
tiveness and efficiency of our model.

2 Related Work

2.1 Open-Domain Question Answering

In this era of data explosion, ODQA offers a way
to rapidly and accurately fulfill user’s information
needs, and hence has recently received significant
attention from both industry and academia (Min
et al., 2021a). Following the work of DrQA (Chen
et al., 2017), most recent works build a two-stage
retriever-reader system to tackle the problem. The
retriever aims at retrieving supportive passages to
the given question from a large document corpus.
The reader intends to find answer of the question
from the first stage retrieved passages. Early work
of Chen et al. (2017) adapts a BiLSTM architecture
with various lexical and semantic features from
the question and passages as inputs. Later, with
the emergence of large-scale pre-trained language
models, readers based on pre-trained models such

as BERT (Devlin et al., 2019) and T5 (Raffel et al.,
2019) have become a common approach (Yang
et al., 2019; Izacard and Grave, 2021b; Karpukhin
et al., 2020).

2.2 Generative Readers

Compared to extractive models which extract spans
from the retrieved passages, generative models are
able to produce new words out of the retrieved
passages, and thus provide a more flexible model-
ing framework. Min et al. (2020) and Lewis et al.
(2020b) concatenate the given question with top
retrieved passages and feed the concatenation to
the BART model (Lewis et al., 2020a). Izacard
and Grave (2021b) separately encodes the ques-
tion with each top retrieved passage, then takes
the concatenation of the encoder outputs as input
to the decoder. Their method provide a way to
better aggregate evidence from multiple passages
and improve the performance significantly. FiD-
KD (Izacard and Grave, 2021a) is an extension of
FiD model that increases the accuracy of passage
retrieval by training the dense retriever with the
guidance of the FiD reader iteratively.

2.3 Pointer-Generator Network

Pointer-Generator Network (See et al., 2017) is
an extension of the sequence-to-sequence model
by integrating a copy mechanism (Vinyals et al.,
2015) into the generator. At each decoding stage,
the model is able to either directly copy a word
from the input or generate one with certain prob-
ability, and thus can be viewed as a combination
of extractive and generative approaches. It has
been frequently used in natural language tasks like
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summarization (Gu et al., 2016; See et al., 2017;
Gehrmann et al., 2018) and neural machine trans-
lation (Luong et al., 2015; Gu et al., 2018), but its
application to ODQA has been less explored.

3 Method

Our model follows the standard two-stage retriever-
reader framework with a focus on the enhancement
of the reader module built upon the FiD reader.
We adopt the retriever results of FiD-KD, where a
dense retriever similar to DPR (Karpukhin et al.,
2020) is used. A pointer network is integrated into
the FiD reader to facilitate copying words from the
retrieved passages. The overall reader architecture
is depicted in Figure 1.

Reader Encoder. The reader encoder of our model
is identical to the one of FiD reader. We firstly con-
catenate the given question q with each retrieved
passage pi as xi = [q; pi]. Next, we pass each xi in-
dividually to the reader encoder, i.e., the encoder of
T5 or BART model, and obtain the hidden represen-
tations hi = (hi,1, hi,2, . . . , hi,n) of the question-
passage pair where hi,j ∈ Rd and d is the model
dimension. Finally, we concatenate all the hidden
representations of top-k passages {h1, . . . , hk} as
input to the decoder.

Reader Decoder. Our approach mainly differs
from FiD reader in the decoder module by adding a
pointer network. Specifically, at each decoding step
t, let et ∈ Rd be the embedding vector of the input
token at this step, and denote sLt ∈ Rd as the output
representation of the last layer L of transformer
decoder, then the probability of generation is given
as follows,

pgen = σ(wT
e et + wT

s s
L
t + b) (1)

where we ∈ Rd, ws ∈ Rd and b ∈ R are all learn-
able parameters and σ(·) represents the sigmoid
function. In addition, the probability of copying is
1− pgen.

Next, let V denote the vocabulary containing
words for the generative model and |V| be the size
of the vocabulary. Then at step t, the probability
distribution of words generation over the vocabu-
lary is computed as,

Pvocab = softmax(WEs
L
t ) (2)

where WE ∈ R|V |×d is a learnable weight matrix.

Benefiting from the encoder-decoder attention
layer in transformer architecture, we directly utilize
the cross-attention score αL

t of the last decoder
layer L over the source tokens for the target token
yt as copy distribution. Then the probability of
selecting yt in source sequence is calculated as,

Pctx(yt) =
∑

j:x1:k,j=yt
αL
t,j (3)

where x1:k denotes the concatenation of the top-k
retrieved passages, x1:k,j is the j-th token of x1:k,
and αL

t,j is the j-th element of αL
t . If yt is not

present in the top-k retrieved passages, Pctx(yt)
will be zero.

Finally, put all the above together, the target
token yt could both be generated from vocabulary
with probability pgen, and copy from the source
passages. The final prediction probability is defined
as

P (yt) = pgenPvocab(yt) + (1− pgen)Pctx(yt). (4)

4 Experiments

4.1 Datasets

We evaluate the performance of our approach on
two standard ODQA datasets, NQ and TriviaQA.
The NQ dataset comprises real queries that user is-
sued on Google search engine along with answers.
The TriviaQA dataset consists of question-answer
pairs collected from trivia and quiz-league websites.
The details of data statistics are listed in Table 2. It
can be seen that TriviaQA has on average longer
question length than NQ, indicating that questions
in TriviaQA are relatively more complex. We use
the data released on the repository of FiD1, con-
taining question-answer pairs and top-100 passages
retrieved by FiD-KD.

Statistics NQ TriviaQA
Train 79,168 78,785
Validation 8,757 8,837
Test 3,610 11,313
Avg. Qlen 9.3 16.9
Avg. Alen 2.4 2.2

Table 2: Summary statistics of the two datasets. Avg.
Qlen and Avg. Alen denote the average number of
tokens per question and answer, respectively.

1https://github.com/facebookresearch/
FiD
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Model Reader Size Top-k NQ TriviaQA
DPR (BERT-base) (Karpukhin et al., 2020) 110M 24 41.5 57.9
RAG-Seq (BART-large) (Lewis et al., 2020b) 406M 50 44.5 56.8
FiD (T5-base) (Izacard and Grave, 2021b) 220M 100 48.2 65.0
FiD-KD (T5-base) (Izacard and Grave, 2021a) 220M 100 49.6 68.8
FiD-KD (Our implementation) 220M 25 48.5 67.5
FiD-PGN 220M 25 51.4 68.4

Table 3: Exact match (EM) scores on NQ and TriviaQA test sets. Top-k indicates the number of retrieved passages
used during reader training. The performance of SOTA model is in bold and the second best model is in underline.

4.2 Implementation Details

We follow the experimental settings as in FiD.
Our model is initialized with a pre-trained T5-base
model, and trained using AdamW (Loshchilov and
Hutter, 2017) algorithm with a learning rate of
10−4, linear scheduling with 15k total steps and 1k
warm-up steps. Moreover, we train our model us-
ing the top-25 retrieved passages for each question
and set the batch size as 64 due to computational
limitation. All experiments are run on eight Nvidia
V100 32GB GPUs.

4.3 Results

Table 3 shows the experimental results of our model
and other approaches on the test sets, evaluated
with the standard exact match (EM) score (Ra-
jpurkar et al., 2016). For a fair comparison, we
retrained the FiD reader on the top-25 retrieved
passages to match our experimental settings.

As shown in Table 3, our model outperforms
FiD-KD on both NQ and TriviaQA datasets under
the same setting. This demonstrates that the pointer
network could help to generate answers more accu-
rately. It is worth noting that, compared with FiD-
KD trained with the top-100 retrieved passages, our
model achieves comparative or even better results
with only 1/4 of the input data and without introduc-
ing many parameters (only 1537 extra parameters
are added), indicating the efficiency of our model.

5 Analysis

Generation Probability. We explore the proba-
bility of generation during training to further in-
vestigate the effects of the pointer module. As
shown in Figure 2, the generation probability pgen
in TriviaQA is always higher than the one in NQ.
Note that a higher generation probability means
that more tokens are produced from the vocabulary
instead of copying from the input. We conjecture
that this phenomenon is caused by the different

Figure 2: Generation probability pgen over training steps
on NQ and TriviaQA.

question types. As stated in Rogers et al. (2021),
Trivia questions are more like probing questions.
Compared to the information-seeking questions in
NQ, probing questions tend to need more complex
reasoning, and thus it is difficult to directly extract
relevant tokens from input texts. Moreover, this
observation is also consistent with the results that
the improvements of our model over FiD reader is
smaller in TriviaQA than the one in NQ (0.9 vs. 2.9
EM for TriviaQA and NQ, respectively).

Test-Train Overlap Evaluation. The study of
test-train overlap (Lewis et al., 2021) provides valu-
able insights into the model’s question answering
behavior. We evaluate our model on the same test
data splits as in Lewis et al. (2021). Table 4 reports
the results with respect to three kinds of test-train
overlaps. It can be seen that our approach improves
most over FiD reader on "No Overlap" category,
the most challenging setting, indicating a better
generalization ability to question answering.

Training with Varying Number of Passages. Fig-
ure 3 shows the performance of our model and FiD
reader with regard to different number of retrieved
training passages. We train both models with top-k
passages (k ∈ {1, 5, 10, 25}) and evaluate on the
development sets with the same number of pas-
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Dataset Overlap Type FiD FiD-PGN ∆

NQ

Total 48.5 51.4 2.9
Question Overlap 73.5 75.9 2.4
Answer Overlap Only 41.0 45.1 4.1
No Overlap 28.8 38.4 9.6

TriviaQA

Total 67.5 68.4 0.9
Question Overlap 88.4 89.6 1.2
Answer Overlap Only 66.9 68.4 1.5
No Overlap 41.5 43.4 1.9

Table 4: Test-train overlap evaluation on NQ and Trivi-
aQA test sets. Exact match (EM) scores are reported.

Figure 3: The variation of performance with different
number of retrieved passages used in reader training.
Exact match (EM) scores are measured on the develop-
ment sets of NQ and TriviaQA.

sages. We can observe that the matching scores of
both models increase with respect to the number of
passages used in training, consistent with the find-
ings in Izacard and Grave (2021b) that sequence-to-
sequence model is capable of gathering information
across multiple retrieved passages. Moreover, the
two models show comparative performance when
the number of training passages is small, but when
more passages are included, our model outperforms
FiD, especially on the NQ dataset.

6 Conclusion

In this article, we propose a novel FiD-PGN ap-
proach for the reader module of ODQA under the
standard retriever-reader framework. Specifically,
we integrate a pointer network into the FiD reader
to allow the model to directly select words from the
retrieved passages. Experimental results show that
our model outperforms FiD-KD on two benchmark
datasets under the same setting, demonstrating the
advantages of our method.
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Abstract
Dense retrieval models, which aim at retriev-
ing the most relevant document for an input
query on a dense representation space, have
gained considerable attention for their remark-
able success. Yet, dense models require a vast
amount of labeled training data for notable per-
formance, whereas it is often challenging to ac-
quire query-document pairs annotated by hu-
mans. To tackle this problem, we propose a
simple but effective Document Augmentation
for dense Retrieval (DAR) framework, which
augments the representations of documents
with their interpolation and perturbation. We
validate the performance of DAR on retrieval
tasks with two benchmark datasets, showing
that the proposed DAR significantly outper-
forms relevant baselines on the dense retrieval
of both the labeled and unlabeled documents.

1 Introduction

Retrieval systems aim at retrieving the documents
most relevant to the input queries, and have re-
ceived substantial spotlight since they work as core
elements in diverse applications, especially for
open-domain question answering (QA) (Voorhees,
1999). Open-domain QA is a task of answering
the question from a massive amount of documents,
often requiring two components, a retriever and a
reader (Chen et al., 2017; Karpukhin et al., 2020).
Specifically, a retriever ranks the most question-
related documents, and a reader answers the ques-
tion using the retrieved documents.

Traditional sparse retrieval approaches such as
BM25 (Robertson et al., 1994) and TF-IDF rely
on term-based matching, hence suffering from the
vocabulary mismatch problem: the failure of re-
trieving relevant documents due to the lexical dif-
ference from queries. To tackle such a problem,
recent research focuses on dense retrieval mod-
els to generate learnable dense representations for
queries and documents (Karpukhin et al., 2020).
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Figure 1: (Left) The number of labeled and unlabeled
documents for the Natural Question dataset. (Right) T-
SNE (Maaten and Hinton, 2008) visualization of randomly
sampled document representations from the DPR model.

Despite their recent successes, some challenges
still remain in the dense retrieval scheme for a cou-
ple of reasons. First, dense retrieval models need
a large amount of labeled training data for a de-
cent performance. However, as Figure 1 shows,
the proportion of labeled query-document pairs is
extremely small since it is almost impossible to
rely on humans for the annotations of a large docu-
ment corpus. Second, in order to adapt a retrieval
model to the real world, where new documents con-
stantly emerge, handling unlabeled documents that
are not seen during training should obviously be
considered, but remains challenging.

To automatically expand the query-document
pairs, recent work generates queries from genera-
tive models (Liang et al., 2020; Ma et al., 2021)
or incorporates queries from other datasets (Qu
et al., 2021), and then generates extra pairs of aug-
mented queries and documents. However, these
query augmentation schemes have serious and ob-
vious drawbacks. First, it is infeasible to augment
queries for every document in the dataset (see the
number of unlabeled documents in Figure 1), since
generating and pairing queries are quite costly. Sec-
ond, even after obtaining new pairs, we need extra
training steps to reflect the generated pairs on the
retrieval model. Third, this query augmentation
method does not add variations to the documents
but only to the queries, thus it may be suboptimal
to handle enormous unlabeled documents.
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Figure 2: Our document augmenting schemes of interpola-
tion and perturbation on a dense representation space. Pos.
and Neg. denote positive and negative documents to the query.

Since augmenting additional queries is costly,
the question is then if it is feasible to only manip-
ulate the given query-document pairing to handle
numerous unlabeled documents. To answer this,
we first visualize the embeddings of labeled and
unlabeled documents. Figure 1 shows that there is
no distinct distributional shift between labeled and
unlabeled documents. Thus it could be effective
to manipulate only the labeled documents to han-
dle the nearby unlabeled documents as well as the
labeled documents. Using this observation, we pro-
pose a novel document augmentation method for a
dense retriever, which not only interpolates two dif-
ferent document representations associated with the
labeled query (Figure 2 (b)), but also stochastically
perturbs the representations of labeled documents
with a dropout mask (Figure 2 (c)). One notable
advantage of our scheme is that, since it manipu-
lates only the representations of documents, our
model does not require explicit annotation steps of
query-document pairs, which makes it highly effi-
cient. We refer to our overall method as Document
Augmentation for dense Retrieval (DAR).

We experimentally validate our method on stan-
dard open-domain QA datasets, namely Natural
Question (NQ) (Kwiatkowski et al., 2019) and Triv-
iaQA (Joshi et al., 2017) (TQA), against various
evaluation metrics for retrieval models. The experi-
mental results show that our method significantly
improves the retrieval performances on both the
unlabeled and labeled documents. Furthermore, a
detailed analysis of the proposed model shows that
interpolation and stochastic perturbation positively
contribute to the overall performance.

Our contributions in this work are threefold:
• We propose to augment documents for dense

retrieval models to tackle the problem of insuffi-
cient labels of query-document pairs.

• We present two novel document augmentation
schemes for dense retrievers: interpolation and
perturbation of document representations.

• We show that our method achieves outstanding
retrieval performances on both labeled and unla-
beled documents on open-domain QA tasks.

2 Related Work

Dense Retriever Dense retrieval models (Lee
et al., 2019; Karpukhin et al., 2020) have gained
much attention, which generate dense representa-
tions for queries and documents. However, dense
retrieval faces a critical challenge from limited
training data. Recent work has addressed such a
problem by generating extra query-document pairs
to augment those pairs to the original dense re-
trieval model (Liang et al., 2020; Ma et al., 2021;
Qu et al., 2021), or by regularizing the model (Ros-
set et al., 2019). However, unlike ours that automat-
ically augments data during a training phase, these
methods require extensive computational resources
for an additional generation step of explicitly query-
document pairing before training the retriever.

Data Augmentation Since data augmentation is
crucial to the performance of deep neural networks,
it is widely applied to diverse domains (Shorten and
Khoshgoftaar, 2019; Hedderich et al., 2021), where
interpolation and perturbation are dominant meth-
ods. Mixup interpolates two items, such as pixels
of images, to augment the training data (Zhang
et al., 2018; Verma et al., 2019), which is also
adopted for NLP (Chen et al., 2020; Yin et al.,
2021). However, none of the previous work has
shown the effectiveness of mixup when applied to
retrieval tasks. Besides interpolation, Wei and Zou
(2019) and Ma (2019) proposed perturbation over
words, and Lee et al. (2021b) proposed perturbation
over word embeddings. Jeong et al. (2021) and Gao
et al. (2021) perturbed text embeddings to generate
diverse sentences and to augment positive sentence
pairs in unsupervised learning. In contrast, we
address dense retrieval, perturbing document repre-
sentations with dropout (Srivastava et al., 2014) in
a supervised setting with labeled documents.

3 Method

We begin with the definition of dense retrieval.

Dense Retrieval Given a pair of query q and doc-
ument d, the goal of dense retrieval is to correctly
calculate a similarity score between them from the
dense representations q and d, as follows:

f(q, d) = sim(q,d),

q = EQ(q; θq) and d = ED(d; θd),
(1)

where f is a scoring function that measures the
similarity between a query-document pair, sim is a
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Natural Questions (NQ) TriviaQA (TQA)
MRR MAP T-100 T-20 T-5 T-1 MRR MAP T-100 T-20 T-5 T-1

BM25 32.46 20.78 78.25 62.94 43.77 22.11 55.28 34.85 83.15 76.41 66.28 46.30
DPR 39.55 25.61 83.77 72.94 54.02 27.45 44.29 27.24 80.50 71.07 57.74 33.63
DPR w/ QA 40.00 24.93 83.46 72.13 55.46 27.67 46.27 28.08 80.76 71.88 59.14 35.90
DPR w/ DA 41.28 26.60 83.68 72.83 55.51 29.31 46.08 27.82 80.42 71.55 58.64 35.85
DPR w/ AR 41.18 26.04 83.60 73.41 55.51 29.11 45.13 27.57 80.65 71.68 58.09 34.52
DAR (Ours) 42.92 27.12 84.18 75.04 57.62 30.42 47.32 28.70 81.30 72.66 59.88 36.94
QAR (Ours) 43.09 27.64 84.21 74.76 57.51 31.25 47.21 29.00 80.91 72.12 59.94 36.92

Table 1: Retrieval results on NQ and TQA datasets, including the variant of our model – QAR:
applying data augmentation techniques to queries instead of documents. BM25 is the sparse
retrieval model, whereas others are dense retrieval models. The best model and the second best
model among dense retrievers are denoted in bold, which we aim to improve in this work.
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Figure 3: Retrieval results on
the labeled and unlabeled doc-
uments in the NQ dataset with
MRR as an evaluation metric.

similarity metric such as cosine similarity, and EQ
and ED are dense encoders for a query and docu-
ment, respectively, with parameters θ = (θq, θd).

A dense retrieval scheme generally uses the
negative sampling strategy to distinguish the rel-
evant query-document pairs from irrelevant pairs,
which generates an effective representation space
for queries and documents. We specify a relevant
query-document pair as (q, d+) ∈ τ+, and an irrel-
evant pair as (q, d−) ∈ τ−, where τ+ ∩ τ− = ∅.
The objective function is as follows:

min
θ

∑
(q,d+)∈τ+

∑
(q,d−)∈τ−

L(f(q, d+), f(q, d−)), (2)

where a loss function L is a negative log-likelihood
of the positive document. Our goal is to augment
a set of query-document pairs, by manipulating
documents with their interpolation or perturbation,
which we explain in the next paragraphs.

Interpolation with Mixup As shown in interpo-
lation of Figure 2, we aim at augmenting the doc-
ument representation located between two labeled
documents to obtain more query-document pairs,
which could be useful to handle unlabeled docu-
ments in the middle of two labeled documents. To
achieve this goal, we propose to interpolate the
positive and negative documents (d+, d−) for the
given query q, adopting mixup (Zhang et al., 2018).
Note that, since the input documents to the encoder
ED are discrete, we use the output embeddings of
documents to interpolate them, as follows:

d̃ = λd+ + (1− λ)d−, (3)

where d̃ is the mixed representation of positive
and negative documents for the given query q, and
λ ∈ [0, 1]. We then optimize the model to estimate
the similarity sim(q, d̃) between the interpolated
document and the query as the soft label λ with a
binary cross-entropy loss. The output of the cross-
entropy loss is added to the original loss in equa-
tion 2. One notable advantage of our scheme is

# Query MRR R@1k

10K ANCE 42.62 94.60
+ DAR 46.31 94.81

50K ANCE 46.88 95.58
+ DAR 48.20 95.58

Table 2: Results on the
MS MARCO subsets with
ANCE as a denser retriever.

Time (Min.) Memory (MiB)
DPR 19 22,071
DPR w/ QA 41 22,071
DPR w/ DA 38 22,071
DPR w/ AR 29 38,986
DAR (Ours) 21 22,071

Table 3: Wall-clock time and
maximum memory usage for
training a DPR model per epoch.

that the negative log-likelihood loss in equation 2
maximizes the similarity score of the positive pair,
while minimizing the score of the negative pair;
thus there are no intermediate similarities between
arbitrary query-document pairs. However, ours
can obtain query-document pairs having soft labels,
rather than strict positive or negative classes, by
interpolating the positive and negative documents.

Stochastic Perturbation with Dropout In addi-
tion to our interpolation scheme to handle unla-
beled documents in the space of interpolation of
two labeled documents, we further aim at perturb-
ing the labeled document to handle its nearby un-
labeled documents as shown in Figure 2 (c). In
order to do so, we randomly mask the representa-
tion of the labeled document, obtained by the doc-
ument encoder ED, with dropout, where we sam-
ple masks from a Bernoulli distribution. In other
words, if we sample n different masks from the
distribution, we obtain n different query-document
pairs

{
(q,d+

i )
}i=n
i=1

from one positive pair (q,d+).
By doing so, we augment n times more positive
query-document pairs by replacing a single posi-
tive pair (q, d+) in equation 2. Moreover, since the
document perturbation is orthogonal to the interpo-
lation, we further interpolate between the perturbed
positive document d+

i and the negative document
d− for the given query in equation 3, to augment a
soft query-document pair from perturbation.

Efficiency Data augmentation methods are gen-
erally vulnerable to inefficiency, since they need
a vast amount of resources to generate data and
to forward the generated data into the large lan-
guage model. However, since our interpolation and
perturbation methods only manipulate the already
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MRR MAP T-20 T-5
DAR (Ours) 42.92 27.12 75.04 57.62
w/o Perturbation 41.26 26.19 73.68 55.37
w/o Interpolation 40.40 25.70 73.41 55.29
DPR 39.55 25.61 72.94 54.02

Table 4: Ablation studies of our DAR on the NQ
dataset by removing interpolation or perturbation.
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Figure 4: T-20 on the NQ dataset
with varying batch sizes.
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Figure 5: Exact Match (EM)
scores for a reader on the NQ.

obtained representations of the documents from
the encoder ED, we don’t have to newly generate
document texts and also to forward generated docu-
ments into the model, which greatly saves time and
memory (see Table 3). We provide a detailed analy-
sis and discussion of efficiency in Appendix B.1.

4 Experiments

4.1 Experimental Setups
Here, we describe datasets, models, and implemen-
tation details for experiments. More experimental
details are shown in Appendix A. Our code is pub-
licly available at github.com/starsuzi/DAR.

Datasets For documents to retrieve, we use the
Wikipedia, following Karpukhin et al. (2020),
where the processed dataset contains 21,015,324
passages. To evaluate retrieval models, we use two
open-domain QA datasets, following Karpukhin
et al. (2020): 1) Natural Questions (NQ) is col-
lected with Google search queries (Kwiatkowski
et al., 2019); 2) TriviaQA (TQA) is a QA collec-
tion scraped from the Web (Joshi et al., 2017).

Retrieval Models 1) BM25 is a sparse term-
based retrieval model based on TF-IDF (Robertson
et al., 1994). 2) Dense Passage Retriever (DPR)
is a dense retrieval model with a dual-encoder of
query-document pairs (Karpukhin et al., 2020). 3)
DPR with Query Augmentation (DPR w/ QA)
augments pairs with query generation for the doc-
ument, adopting (Liang et al., 2020; Mao et al.,
2021a). 4) DPR with Document Augmentation
(DPR w/ DA) augments pairs by replacing words
in the document (Ma, 2019). 5) DPR with Ax-
iomatic Regularization (DPR w/ AR) regularizes
the retrieval model to satisfy certain axioms (Ros-
set et al., 2019). 6) DAR is ours with interpolation
and perturbation of document representations.

Metrics 1) Top-K Accuracy (T-K) computes
whether a query’s answer is included in Top-K
retrieved documents. 2) Mean Reciprocal Rank
(MRR) and 3) Mean Average Precision (MAP)
measure the first rank and the average precision of
query-relevant retrieved documents, respectively.

Implementation Details For the dense retrieval
model based on the DPR framework, we refer to the
publicly available code from DPR (Karpukhin et al.,
2020). We set the training epoch as 25 and batch
size as 32 under academic budgets with a single
GeForce RTX 3090 GPU having 24GB memory.
We use in-batch negative sampling as our negative
sampling strategy without hard negative samples.
Also, we retrieve 100 passages per question.

We use both interpolation and perturbation
schemes for our augmentation methods. Specif-
ically, for the interpolation method, we set λ ∈
[0, 1] in equation 3 to be sampled from the uniform
distribution. Also, for the perturbation method, we
set the dropping rate as 0.1, and the number of
dropout masks n is selected in the range of 3 to 9.

4.2 Results

In this subsection, we show the overall performance
of our DAR, and then give detailed analyses.

Overall Results As Table 1 shows, DAR outper-
forms dense retrieval baselines on all datasets on
the DPR framework. Note that DAR contributes
to more accurate retrieval performance, since the
smallerK gives higher performance improvements.
Furthermore, Figure 3 shows that, with our method,
the retrieval performance on unlabeled documents
– not seen during training – together with the la-
beled ones is improved, where performance gains
on unlabeled are remarkable. To see the robustness
of DAR on other retrievers, we further evaluate
our model on the recent ANCE framework (see
Appendix A for setups). As Table 2 shows, we
observe that the performance improvement is more
dominant on MRR when given a smaller number of
training queries (low-resource settings), that DAR
effectively augments document representations.

Results on Query Augmentation We focus on
the problem of a notably small proportion of la-
beled documents in the training dataset, and pro-
pose to augment representations of unlabeled doc-
uments, which are not seen during training. How-
ever, it is also possible to augment representations
of queries – likely to be unseen at the test time
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MRR MAP T-100 T-1
DPR+HN 53.40 33.38 84.82 43.21
DAR+HN (Ours) 54.18 33.71 85.35 44.18

Table 5: Retrieval results with hard negatives (HN) from
BM25 on the NQ dataset for the DPR framework.

– by applying our interpolation and perturbation
methods directly to queries. Note that we refer
to our query augmentation method as Query Aug-
mentation for dense Retrieval (QAR). As shown in
Table 1, our proposed augmentation strategies also
effectively improve the retrieval performance even
when applied to queries. This result implies that
our method is versatile, regardless of whether it is
applied to documents or queries.

Effectiveness of Interpolation & Perturbation
To understand how much our proposed interpo-
lation and perturbation techniques contribute to
the performance gain, we perform ablation studies.
Table 4 shows that each of the interpolation and
stochastic perturbation positively contributes to the
performance. In particular, when both of them are
simultaneously applied, the performance is much
improved, which demonstrates that these two tech-
niques are in a complementary relationship.

Batch Size We test DAR with varying numbers
of batch sizes. Figure 4 indicates that our DAR
consistently improves the retrieval performance.
Note that the smaller the batch size, the bigger
the performance gap. Also, the batch size 16 of
DAR outperforms the batch size 32 of the baseline,
which highlights that DAR effectively augments
document representations with a small batch.

Reader Performance To see whether accurately
retrieved documents lead to better QA performance,
we experiment with the same extractive reader from
DPR without additional re-training. Figure 5 illus-
trates the effectiveness of our method on passage
reading with varying numbers of retrieved docu-
ments. We observe that our retrieval result with
small retrieved documents (i.e., K = 10) signifi-
cantly improves the performance of the reader. This
implies that a more accurate retrieval on smaller K
in Table 1 helps achieve the improved QA perfor-
mance as Lee et al. (2021a) described. Furthermore,
our reader performance may be further enhanced
with advanced reading schemes (Mao et al., 2021a;
Qu et al., 2021; Mao et al., 2021b).

Negative Sampling Strategy To see the effec-
tiveness of our DAR coupled with an advanced neg-
ative sampling scheme, we compare DAR against

MRR MAP T-100 T-20 T-5 T-1
BM25 29.60 28.05 77.87 61.30 42.27 18.86
DPR 31.79 29.94 88.30 70.48 45.48 19.18
DPR w/ QA 30.02 28.26 86.82 68.80 43.95 17.56
DPR w/ DA 31.96 30.25 87.75 71.29 46.55 19.03
DPR w/ AR 31.41 29.50 88.27 70.57 45.10 19.12
DAR (Ours) 33.37 31.49 88.93 73.70 48.38 20.16

Table 6: Retrieval results on the NQ dataset, following the
processing procedure of Thakur et al. (2021).

the baseline with the hard negative sampling strat-
egy from BM25 (Karpukhin et al., 2020). Table 5
shows that DAR with hard negative sampling out-
performs the baseline method. The results demon-
strate that the performance of dense retrieval mod-
els could be further strengthened with a combina-
tion of our augmentation methods and advanced
negative sampling techniques. Also, in all our ex-
periments of the ANCE framework, we already use
the strategy of negative sampling in Xiong et al.
(2021), where we observe the clear performance
improvement of our DAR on ANCE in Table 2.

Results on Different Data Processing We addi-
tionally evaluate DAR on another NQ test dataset,
following the processing procedure of Thakur et al.
(2021). For experiments, we reuse the same train-
ing checkpoint used in Table 1, as the training
dataset is equal across the settings of Karpukhin
et al. (2020) and Thakur et al. (2021). As Ta-
ble 6 shows, our DAR also consistently outper-
forms all baselines when tested on the NQ test set
from Thakur et al. (2021). This confirms that our
DAR robustly improves retrieval performances, re-
gardless of the specific data processing strategies.

5 Conclusion
We presented a novel method of augmenting doc-
ument representations focusing on dense retriev-
ers, which require an extensive amount of labeled
query-document pairs for training. Specifically,
we augment documents by interpolating and per-
turbing their embeddings with mixup and dropout
masks. The experimental results and analyses on
multiple benchmark datasets demonstrate that DAR
greatly improves retrieval performances.
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Ethical Statements
Retrieving the most relevant documents from the
user’s query is increasingly important in a real-
world setting, as it is widely used from web search,
to question answering, to dialogue generation sys-
tems. Notably, our work contributes to the accurate
retrieval of documents with the proposed data aug-
mentation strategies, thus improving the document
retrieval performances on real-world applications.
However, we have to still consider the failure of
retrieval systems on low-resource but high-risk do-
mains (e.g., biomedicine), where the labeled data
for training retrieval models is limited yet one fail-
ure can yield a huge negative impact. While we
strongly believe that our data augmentation strate-
gies – interpolation and perturbation of document
representations – are also helpful to improve the
retrieval performances on such low-resource do-
mains, the model’s prediction performance is still
far from perfect, and more efforts should be made
to develop a reliable system.
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Train Val Test
Natural Question (NQ) 58,880 6,515 3,610
TriviaQA (TQA) 60,413 6,760 11,313
MS MARCO, # Query: 10K 6,591 6,980 -
MS MARCO, # Query: 50K 32,927 6,980 -

Table 7: Statistics for training, validation, and test sets on
the NQ, TQA, and randomly sampled MS MARCO datasets.
Note that, for MS MARCO, we only sample the number of
training query-document pairs except for the validation set.

A Experimental Setups

Datasets To evaluate the performance of retrieval
models, we need two types of datasets: 1) a set
of documents to retrieve, and 2) pairs of a query
and a relevant document, having an answer for
the query. We first explain the datasets that we
used for the DPR framework (Karpukhin et al.,
2020), and then describe the dataset for the ANCE
framework (Xiong et al., 2021).

For documents to retrieve, we use the Wikipedia
snapshot from December 20, 2018, which contains
21,015,324 passages consisting of 100 tokens, fol-
lowing Karpukhin et al. (2020) for the DPR frame-
work. For open-domain QA datasets, we use Natu-
ral Question (NQ) (Kwiatkowski et al., 2019) and
Trivia QA (TQA) (Joshi et al., 2017), following the
dataset processing procedure of Karpukhin et al.
(2020). We report the statistics of the training, vali-
dation, and test sets on NQ and TQA in Table 7.

To see the performance gain of our DAR on other
dense retrieval models, we evaluate DAR on the
ANCE framework (Xiong et al., 2021), which is
one of the recent dense retrieval models. ANCE is
evaluated on the MS MARCO dataset, thus we use
MS MARCO for training and testing our model.
Note that training ANCE with the full MS MARCO
dataset requires 225 GPU hours even after exclud-
ing the excessive BM25 pre-training and inference
steps. Thus we randomly sample the MS MARCO
dataset to train the model under academic budgets.
Specifically, the subset of our MS MARCO pas-
sage dataset contains 500,000 passages. Also, we
randomly divide the training queries into two sub-
sets: one for 10,000 training queries and the other
for 50,000 training queries. Then we align the sam-
pled training queries to the query-document pairs
in the MS MARCO dataset. On the other hand,
we do not modify the validation set (dev set) of
query-document pairs for testing. We summarize
the statistics of the dataset in Table 7. Note that
since the test set of MS MARCO is not publicly
open, we evaluate the dense retrievers with the val-
idation set, following Xiong et al. (2021).

Metrics Here, we explain the evaluation metrics
for retrievers in detail. Specifically, given an in-
put query, we measure the ranks of the correctly
retrieved documents for the DPR framework with
the following metrics:

1) Top-K Accuracy (T-K): It measures whether
an answer of the given query is included in the
retrieved Top-K documents.

2) Mean Reciprocal Rank (MRR): It com-
putes the rank of the first correct document for
the given query among the Top-100 retrieved docu-
ments, and then computes the average of the recip-
rocal ranks for all queries.

3) Mean Average Precision (MAP): It com-
putes the mean of the average precision scores for
all queries, where precision scores are calculated
by the ranks of the correctly retrieved documents
among Top-100 ranked documents.

We use the following evaluation metric for the
reader, which identifies the answer from retrieved
documents.

1) Exact Match (EM): It measures whether the
reader exactly predicts one of the reference answers
for each question.

Note that, for the ANCE framework, we follow
the evaluation metrics, namely MRR@10 and Re-
call@1k, in the original paper (Xiong et al., 2021).

Experimental Implementation Details For
dense retrieval models based on the DPR frame-
work, we follow the dual-encoder structure of
query and document by using the publicly available
code from DPR1 (Karpukhin et al., 2020). For
all experiments, we set the batch size as 32, and
train models on a single GeForce RTX 3090 GPU
having 24GB memory. Note that, in contrast to
the best reported setting of DPR which requires
industrial-level resources of 8 V100 GPUs (8 ×
32GB = 256GB) for training with a batch size of
128, we use a batch size of 32 to train the model
under academic budgets. We optimize the model
parameters of all dense retrieval models with the
Adam optimizer (Kingma and Ba, 2015) having a
learning rate of 2e-05. We train the models for 25
epochs, following the analysis2 that the training
phases converge after 25 epochs.

For the retrievers based on the ANCE frame-
work, we refer to the implementation from
ANCE3 (Xiong et al., 2021). In order to directly

1https://github.com/facebookresearch/DPR
2See footnote 1.
3https://github.com/microsoft/ANCE
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measure the performance gain of the dense retrieval
models based on ANCE from using our DAR, we
use the pre-trained RoBERTa without warming up
with the BM25 negatives. We train all the dense
retrieval models for 50,000 steps with a single
GeForce RTX 3090 GPU having 24GB memory,
and simultaneously generate the ANN index with
another GeForce RTX 3090 GPU, following Xiong
et al. (2021). Following the standard implementa-
tion setting, we set the training batch size as 8, and
optimize the model with the LAMB optimizer (You
et al., 2020) with a learning rate of 1e-6.

Architectural Implementation Details For our
augmentation methods, we use both interpolation
and perturbation schemes of document represen-
tations obtained from the document encoder ED
in equation 1. Specifically, given a positive query-
document pair (q,d+), we first perturb the docu-
ment representation d+ with dropout masks sam-
pled from a Bernoulli distribution, which gener-
ates n numbers of perturbed document representa-
tions

{
d+
i

}i=n
i=1

. Then, we augment them to gen-
erate n numbers of positive query-document pairs{
(q,d+

i )
}i=n
i=1

, which we use in equation 2. We
search the number of perturbations n in the range
from 3 to 9, and set the probability of the Bernoulli
distribution as 0.1.

Instead of only using positive or negative pairs,
we further augment query-document pairs hav-
ing intermediate similarities with mixup. Specifi-
cally, we interpolate representations between the
perturbed-positive document d+

i and the negative
document d− for the given query q, with λ ∈ [0, 1]
in equation 3 sampled from a uniform distribution.
Note that, given a positive pair of a query and a doc-
ument, we consider the documents not identified
as positive in the batch as negative documents. In
other words, if we set the batch size as 32, then we
could generate 31 interpolated document represen-
tations from 1 positive pair and 31 negative pairs.
To jointly train the interpolation scheme with the
original objective, we add the loss obtained from
interpolation to the loss in equation 2.

B Additional Experimental Results

B.1 Efficiency

As described in the Efficiency paragraph of Sec-
tion 3, compared to the existing query augmen-
tation methods (Liang et al., 2020; Ma et al.,
2021; Qu et al., 2021), document augmentation

method (Ma, 2019), and word replacement method
for regularization (Rosset et al., 2019), our method
of augmenting document representations with inter-
polation and perturbation in a dense representation
space is highly efficient. This is because, unlike the
baselines above, we do not explicitly generate or re-
place a query or document text; but rather we only
manipulate the representations of documents. This
scheme greatly saves the time for training, since
additional forwarding of the generated or replaced
query-document pairs into the language model is
not required for our data augmentation methods.

To empirically validate the efficiency of our
methods against the baselines, we report the mem-
ory usage and time for training a retrieval model per
epoch in Table 3. As for memory efficiency, all the
compared dense retrieval models using data aug-
mentation methods, including ours, use the same
amount of maximum GPU memory. This shows
that the overhead of memory usage comes from op-
erations in the large-size language model, such as
BERT (Devlin et al., 2019), not from manipulating
the obtained document representations to augment
the query-document pairs. Technically speaking,
there are no additional parameters to augment doc-
ument representations; thus our interpolation and
perturbation methods do not increase the memory
usage. On the other hand, DPR w/ AR excessively
increases the memory usage, since it requires an
extra forwarding process to the language model to
represent the additional word-replaced sentences
for regularization, instead of using the already ob-
tained dense representations like ours.

We also report the training time for dense re-
trievers in Table 3. Note that, for the explicit aug-
mentation method based models, such as DPR w/
QA and DPR w/ DA, we exclude the extra time for
training a generation model and generating a query
or document for the given text. Also, we addition-
ally generate the same number of query-document
pairs in the training set, where the total amount
of training data-points for DPR w/ QA and DPR
w/ DA baselines are twice larger than the original
dataset. Unlike these explicit query or document
generation baselines, we perturb the document n
times, but also interpolate the representations of
positive and negative documents. As shown in Ta-
ble 3, our DAR is about doubly more efficient than
the explicit text augmentation methods, since DPR
w/ QA and DPR w/ DA explicitly augment query-
document pairs instead of using the obtained dense
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T-5 T-20 T-100
DPR (Karpukhin et al., 2020) 52.1 70.8 82.1
DPR (Ours) 53.2 71.6 82.7

Table 8: Comparison of the DPR models’ Top-K accuracy be-
tween the reported and reproduced scores. Best performance
is highlighted in bold.

representations like ours. Also, our DAR takes a lit-
tle more time to augment document representations
than the base DPR model, while significantly im-
proving retrieval performances as shown in Table 1.
Even compared to the term replacement based reg-
ularization model (DPR w/ AR), our DAR shows
noticeable efficiency, since an additional embed-
ding process of the document after the word re-
placement on it requires another forwarding step
besides the original forwarding step.

B.2 Reproduction of DPR
We strictly set the batch size as 32 for training
all the dense retrievers using the DPR framework;
therefore the retrieval performances are different
from the originally reported ones in Karpukhin
et al. (2020) that use a batch size of 128. However,
while we use the available code from the DPR pa-
per, one may wonder if our reproduction result is
accurate. Therefore, since Karpukhin et al. (2020)
provided the retrieval performances of the DPR
with different batch sizes (e.g., a batch size of 32),
evaluated on the development (validation) set of
the NQ dataset, we compare the Top-K accuracy
between the reported scores and our reproduced
scores. Table 8 shows that our reproduced Top-K
accuracy scores with three different Ks (e.g., Top-
5, Top-20, and Top-100) are indeed similar to the
reported ones, with ours even higher, thus showing
that our reproductions are accurate.

B.3 Experiment on WebQuestions
One may have a concern that, as a sparse retrieval
model – BM25 – outperforms all the other dense re-
trieval models on the TQA dataset in Table 1, TQA
is not good enough to demonstrate the strength of
our dense augmentation strategy. While we believe
that sparse retrieval models are not our competi-
tors as we aim to improve the dense retrieval mod-
els with data augmentation, in order to clear out
such a concern, we additionally train and evaluate
our DAR on the WebQuestions (WQ) dataset (Be-
rant et al., 2013), following the data processing
procedure from (Karpukhin et al., 2020). As Ta-
ble 9 shows, our DAR outperforms both dense and
sparse retrieval models. Thus, the best scheme

MRR MAP T-100 T-20 T-5 T-1
BM25 29.75 19.15 75.49 62.40 41.83 18.90
DPR 33.34 21.76 78.64 65.75 45.87 22.00
DAR (Ours) 34.48 22.16 78.79 67.37 47.54 23.23

Table 9: Retrieval results on the WQ dataset, in which the
best performance is highlighted in bold.

among sparse and dense retrievers still depends on
the dataset, and combining sparse and dense mod-
els to complement each other will be a valuable
research direction, which we leave as future work.
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Abstract

Signed Language Processing (SLP) concerns
the automated processing of signed languages,
the main means of communication of Deaf and
hearing impaired individuals. SLP features
many different tasks, ranging from sign recog-
nition to translation and production of signed
speech, but it has been overlooked by the NLP
community thus far. In this paper, we bring
attention to the task of modelling the phonol-
ogy of sign languages. We leverage existing
resources to construct a large-scale dataset of
American Sign Language signs annotated with
six different phonological properties. We then
conduct an extensive empirical study to in-
vestigate whether data-driven end-to-end and
feature-based approaches can be optimised to
automatically recognise these properties. We
find that, despite the inherent challenges of the
task, graph-based neural networks that oper-
ate over skeleton features extracted from raw
videos are able to succeed at the task to a vary-
ing degree. Most importantly, we show that this
performance pertains even on signs unobserved
during training.

1 Introduction

Around 200 languages in the world are signed
rather than spoken, featuring their own vocabu-
lary and grammatical structures. For example the
American Sign Language (ASL) is not a mere trans-
lation of English into signs and is unrelated to the
British Sign Language (BSL). Their non-textual
nature introduces many challenges to their auto-
mated processing, compared with purely textual
NLP. Research on Sign Language Processing (SLP)
encompasses tasks such as sign language detection,
i.e. recognising if and which signed language is
performed (Moryossef et al., 2020) and sign lan-
guage recognition (SLR) (Koller, 2020), i.e. the
identification of signs either in isolation or in con-
tinuous speech. Other tasks concern the translation
from signed to spoken (or written) (Camgoz et al.,

Flexion: Stacked
Major Location: Head
Minor Location: Mouth
Movement: BackAndForth
Selected Fingers: Index
Signtype: Symmetric

Neural Network
classifier

Figure 1: We annotate ASL sign videos with their cor-
responding phonological information and skeleton fea-
tures of the speakers, and train neural networks to recog-
nise the former from the latter.

2018) language or the production of signs from text
(Rastgoo et al., 2021). With the recent success of
deep learning-based approaches in computer vision
(CV), as well as advancements in —from the CV
perspective—related tasks of action and gesture
recognition (Asadi-Aghbolaghi et al., 2017), SLP
is gaining more attention in the CV community
(Zheng et al., 2017).

Due to the complexity of the tasks, some recent
approaches to various SLP tasks implicitly rely
on phonological features (Tornay, 2021; Metaxas
et al., 2018; Gebre et al., 2013; Tavella et al., 2021).
Surprisingly, however, little work has been carried
out on explicitly modelling the phonology of signed
languages. This presents a timely opportunity to
investigate signed languages from the perspective
of computational linguistics (Yin et al., 2021). In
the context of signed languages, phonology typi-
cally distinguishes between manual features, such
as usage, position and movement of hands and fin-
gers, and non-manual features, such as facial ex-
pressions. Sign language phonology is a matured
field with well-developed theoretical frameworks
(Liddell and Johnson, 1989; Fenlon et al., 2017;
Sandler, 2012). These phonological features, or
phonemes, are drawn from a fixed inventory of
possible configurations which is typically much
smaller than the vocabulary of signed languages
(Borg and Camilleri, 2020). For example, there is
only a limited number of fingers that can be used
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to perform a sign due to anatomical constraints.
Hence, different signs share phonological proper-
ties and well performing classifiers can be used
to predict those properties for signs unseen during
training. This potentially holds even across differ-
ent languages, because, while different languages
may dictate different combinations of phonemes,
there are also significant overlaps (Tornay et al.,
2020).

Finally, these phonological properties have a
strong discriminatory power when determining
signs. For example, in ASL-Lex (Caselli et al.,
2017), a lexicon which also captures phonology
information, the authors report that more than 50%
of its 994 described signs have a unique combina-
tion of only six phonological properties and more
than 80% of the signs share their combination with
at most two other signs. By relying on this phono-
logical information from resources such as ASL-
Lex, many signs can be uniquely determined. This
means that well performing classifiers can leverage
this information to predict signs without having
encountered them during training. This is a capa-
bility that current data-driven approaches to SLR
lack by design (Koller, 2020). Thus, in combina-
tion, mature approaches to phonology recognition
can facilitate the development of sign language
resources, for example by providing first-pass sil-
ver annotations for new sign languages based on
their phonological properties. This is an important
task for both documenting low-resource sign lan-
guages as well as rapid developing of large-scale
datasets, and for fully harnessing data-driven CV
approaches.

To spur research in this direction, we extend
the preliminary work by Tavella et al. (2021) and
introduce the task of Phonological Property Recog-
nition (PPR). More specifically, with this paper, we
contribute (i) WLASLLex2001, a large-scale, auto-
matically constructed PPR dataset, (ii) an analysis
of the dataset quality, and (iii) an empirical study of
the performance of different deep-learning based
baselines thereon.

2 Methodology

We address PPR as a classification problem based
on features extracted from videos of people speak-
ing SL. Although manual annotation approaches
are widely adopted, these are time consuming and
require expert knowledge. Instead, we rely on au-
tomated dataset construction. On a high level, we

cross-reference a large-scale ASL SLR dataset with
an ASL Lexicon and annotate videos of signs with
their corresponding phonological properties. We
then extract skeletal features, by taking advantage
of pre-trained deep models from the computer vi-
sion community (Rong et al., 2021; Wang et al.,
2019). Finally, we train several deep models to
classify them as phonological classes.

2.1 Dataset construction
As previously mentioned, ASL-Lex (Caselli et al.,
2017) contains phonological features of American
Sign Language, such as where the sign is executed,
the movement performed by the hand and the num-
ber of hands and fingers involved. The latter prop-
erties were coded by 3 ASL-versed people. In
our work, we are interested in recognising phono-
logical properties from videos of people speaking
ASL. Consequently, we aim to construct a dataset,
suitable for supervised learning, containing videos
labelled with six phonological properties. Specif-
ically, we choose the manual properties with the
strongest discriminatory power to determine signs
based on their configuration (Caselli et al., 2017):

(i) flexion: aperture of the selected fingers of the
dominant hand at sign onset,

(ii) major location: general location of the domi-
nant hand at sign onset,

(iii) minor location: specific location of the domi-
nant hand at sign onset,

(iv) movement: the first movement path of the
sign,

(v) selected fingers: fingers that are moving or
are foregrounded during that movement, and

(vi) sign type: symmetry of the hands according
to Battison (1978).

A detailed description of all the properties is pro-
vided in the appendix.

One of the limitations of ASL-Lex is the small
number of examples and lack of variety: its first
iteration (ASL-Lex 1.0) contains less than 1000
videos, all signed by the same person. While suffi-
cient for educational purposes, these videos are of
limited suitability for developing robust classifiers
that can capture the diversity of ASL speakers (Yin
et al., 2021). To this end, we source videos from
WLASL (Li et al., 2020) (Word Level-ASL), one
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of the largest available SL datasets, featuring more
than 2000 glosses demonstrated by over 100 peo-
ple, for a total of more than 20000 videos. Each
sign is performed by at least 3 different signers,
which implies greater variability compared to hav-
ing one gloss performed by only one user. By cross
referencing ASL-Lex and WLASL2000 based on
corresponding glosses, we can increase the number
of samples available to train our models.

Finally, to leverage state of the art SLR architec-
tures that operate over structured input, we enrich
each raw video with its extracted keypoints that
represent the joints of the speaker. To do so, we use
two pretrained models, FrankMocap (Rong et al.,
2021) and HRNet (Wang et al., 2019). While these
tracking algorithms follow different paradigms, the
former extracting 3D coordinates based on a pre-
dicted human model and the latter predicting key-
points as coordinates from videos directly, they
produce similar outputs. An important distinction
is that while FrankMocap estimates the 3D key-
points, HRNet outputs 2D keypoints with associ-
ated prediction confidence scores. We use these
different models to explore whether different track-
ing algorithms affect the recognition of phonolog-
ical classes. We select a subset of features of the
upper body, namely: nose, eyes, shoulders, elbows,
wrists, thumbs and first/last knuckles of the fingers.
These manual features were determined to be the
most informative while performing sign language
recognition (Jiang et al., 2021b).

Our final dataset, WLASL-Lex2001
(WLASL2000 + ASL-Lex 1.0), is composed
of 10017 videos corresponding to 800 glosses,
3D skeletons (x, y, z from FrankMocap and x,
y and score from HRNet) labelled with their
phonological properties. A characteristic of this
dataset is that it follows a long tailed distribution.
Due to the nature of language, some phonological
properties are more common than others, which
means that some classes are more represented than
others. On the one hand, the training setup for
our models should take this factor into account,
but on the other hand, the advantage of training
over phonological classes instead of glosses is that
different glosses can share phonological classes.

2.2 Models

To estimate the complexity of the dataset, we use
the majority-class baseline and the Multi-Layer
Perceptron (MLP) as basic deep models. We fur-

ther use Long Short-Term Memory (LSTM) and
Gated Recurrent Units (GRU) as models capable
of capturing the temporal component of videos. As
state-of-the-art SLP architectures that have been
used to perform SLR, we use the I3D 3D Convo-
lutional Neural Network (Carreira and Zisserman,
2017; Li et al., 2020) able to learn from raw videos,
and the Spatio-Temporal Graph Convolutional Net-
work (STGCN) (Jiang et al., 2021b) that captures
both spatial and temporal components from the
extracted keypoints.

2.3 Experimental Setup

For each phonological property we generate dataset
splits and train dedicated models separately. While
a multi-class multi-label approach could achieve
higher scores, by relying on potential interdepen-
dencies of different properties, we chose to model
the properties in isolation, to disentangle the factors
that affect the learnability of each property. From
now on, when we mention the dataset, we refer
to an instance of the WLASL-Lex 2001 dataset,
where labels are the values of a single phonological
class.

We make this distinction because we produce
six different train, validation and test splits (with
a 70 : 15 : 15 ratio) stratifying on the correspond-
ing phonological property (Phoneme). By doing
so, we make sure that (a) all splits contain all pos-
sible labels for a classification target (i.e. phono-
logical property) and (b) follow the same distribu-
tion. Since we source the videos from WLASL, we
have multiple videos representing each gloss, there-
fore, randomly splitting our data will result in the
fact that glosses in the test set might appear in the
training set as well, signed by a different speaker.
Thus, to investigate how well the models can pre-
dict properties on unseen glosses, we also produce
label-stratified splits on gloss-level (Gloss), such
that videos of glosses in the validation and test
set do not appear in training data and vice versa.
Thus, to summarise, experiments in the Phoneme
setting aim to evaluate the capability to recognise
phonological properties of signs that were already
encountered in the training data, but are performed
by a different speaker in the test set. Conversely,
experiments in the Gloss setting aim to evaluate the
capability to recognise phonological properties of
signs completely unseen during training.

We use an I3D model that has been pre-trained
on Kinetics-400 (Carreira and Zisserman, 2017)
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FLEXION MAJLOCATION MINLOCATION MOVEMENT FINGERS SIGNTYPE
A A A A A A A A A A A A

P
ho

ne
m

e

Baseline 50.3 11.1 34.4 20.0 33.9 3.1 35.5 16.7 48.2 11.1 39.3 20
MLPH 44.1± 2.5 11.1 70.3± 2.3 64.0 51.6± 2.5 28.2 34.5± 2.4 18.7 59.4± 2.5 25.0 73.9± 2.2 52.6
MLPF 50.3± 2.5 11.1 57.8± 2.5 46.8 34.3± 2.4 9.1 34.3± 2.4 18.7 43.4± 2.5 12.9 67.0± 2.4 42.8
RNNH 49.0± 2.5 30.0 75.8± 2.2 72.4 64.3± 2.4 46.0 35.1± 2.4 29.5 71.0± 2.3 46.5 78.7± 2.1 58.8
RNNF 50.3± 2.5 11.1 64.6± 2.4 54.2 30.3± 2.3 4.0 35.4± 2.4 18.1 46.5± 2.5 12.4 70.9± 2.3 46.8
STGCNH 62.3± 2.4 45.0 83.2± 1.9 78.6 74.5± 2.2 63.5 63.6± 2.4 58.2 73.8± 2.2 56.0 84.5± 1.8 69.6
STGCNF 43.4± 2.5 20.8 70.5± 2.3 62.1 53.0± 2.5 40.0 45.7± 2.5 37.8 63.1± 2.4 32.8 73.0± 2.2 53.1

3DCNN 46.5± 2.5 13.2 64.3± 2.4 55.2 42.3± 2.5 18.6 32.9± 2.4 20.8 47.5± 2.5 14.5 69.5± 2.3 44.8

G
lo

ss

Baseline 53.1 11.1 35.7 20.0 42.0 5.0 35.2 16.7 47.4 12.5 38.3 20.0
MLPH 44.6± 2.5 15.5 68.1± 2.3 56.6 47.3± 2.5 19.7 28.4± 2.2 19.8 56.2± 2.5 22.9 75.3± 2.2 50.7
MLPF 52.8± 2.5 11.1 56.6± 2.5 42.9 38.3± 2.4 10.7 37.1± 2.4 21.7 39.3± 2.5 12.5 68.4± 2.4 41.2
RNNH 39.6± 2.5 18.0 72.8± 2.2 67.3 49.3± 2.5 26.3 32.2± 2.3 24.9 60.7± 2.5 32.5 75.4± 2.2 53.5
RNNF 53.0± 2.5 11.1 64.1± 2.4 52.6 44.4± 2.4 17.8 36.7± 2.4 20.1 27.3± 2.3 12.7 72.0± 2.3 46.9
STGCNH 49.1± 2.5 21.6 77.3± 2.1 70.0 55.1± 2.4 32.7 52.5± 2.5 46.5 65.7± 2.4 34.4 76.6± 2.1 54.4
STGCNF 39.0± 2.5 14.4 66.7± 2.3 60.1 45.1± 2.4 21.1 43.1± 2.5 34.9 60.0± 2.5 29.2 71.3± 2.3 47.5

3DCNN 46.0± 2.5 12.8 64.9± 2.4 52.0 10.8± 1.5 13.6 32.0± 2.3 19.3 45.9± 2.5 14.7 71.6± 2.3 46.3

Table 1: Accuracy (A.) and per-class averaged accuracy (A) of various models on the test sets of the six tasks. For
accuracy, we report the error margin as a confidence interval at α = 0.05 using asymptotic normal approximation.
We omit error margins for balanced accuracy as the low number of classes results in a small sample size. Additional
performance measures are reported in the appendix.

and fine-tune it on raw videos from our datasets.
The other models are trained from scratch using
keypoints as input. We fix the length of all input to
150 frames, longer sequences are truncated while
shorter sequences are looped to reach the fixed
length. We select the best performing model based
on performance on the validation set and for the
final test set performance we train the models on
both train and validation sets. For more details on
model selection, consult the appendix. We mea-
sure both accuracy, to investigate how well models
perform in general, and class-balanced accuracy to
take into account how well they are able to model
different classes of the phonological properties.

3 Results and discussion

The upper half of Table 1 presents the results for
the six dataset splits for the Phoneme setting, where
glosses in test data could have appeared in training
data as well. The poor performance of the simple
MLP architecture suggests that the tasks are in fact
challenging and do not exhibit easily exploitable
regularities. Due to its simplicity, it is barely able
to reach the baseline for some properties (34% vs.
35% and 44% vs. 50% for movement and flexion
respectively). In particular, MLP classifying based
on FrankMocap (MLPF ) output is often the worst
performing combination. Conversely, STGCN us-
ing HRNet output (STGCNH ) outperforms other
models on all six tasks. In some cases, for example
when predicting movement or flexion, it is the only
model which significantly surpasses the majority
class baseline. This superior performance is ex-

pected, as this specific combination of the STGCN
operating over HRNet-extracted keypoints has been
shown to be the largest contributor to the SLR per-
formance on the WLASL2000 dataset (Jiang et al.,
2021a).

Models that operate over structured input often
outperform the 3D CNN, demonstrating the utility
of additional information provided by the skeleton
features. The results also suggest that models using
the HRNet skeleton output outperform those who
use FrankMocap, possibly due to the confidence
scores produced by HRNet and associated with
the coordinates. This difference in performance
suggests to conduct a more rigorous study to in-
vestigate the impact of different feature extraction
methods as a possible future research direction.

The lower half of Table 1 shows the performance
of models to predict the phonological properties
of unseen glosses (Gloss). The performance of all
tasks and all models deteriorates, suggesting that
their success is partly derived from exploiting the
similarities between glosses that appear in training
and test data. However, the best model, STGCNH ,
performs comparably to the Phoneme-split, with a
drop of less than 10 accuracy points for five of the
six tasks.

Often, crowd sourced (Polonio et al., 2018) or
automatically constructed datasets such as ours,
have a performance ceiling, possibly due to incor-
rectly assigned ground truth labels or low quality
of input data (Chen et al., 2016; Schlegel et al.,
2020). To investigate the former, we measure the
agreement on videos that all models misclassify
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using Fleiss’ κ. Intuitively, if models consistently
agree on a label different than the ground truth, the
ground truth label might be wrong. We find that
averaged across the six tasks, the agreement is neg-
ligible: 0.09± 0.06 and 0.11± 0.09 for Phoneme
and Gloss split, respectively.

Similarly, for the latter, if all models consistently
fail to assign any correct label for a given video
(e.g. all models err on a video appearing in the test
sets of movement and flexion), this can hint at low
quality of the input, making it impossible to predict
anything correctly. We find that this is not the case
with WLASL-LEX2001, as videos appearing in
test sets of different tasks tend to have a low mu-
tual misclassification rate: 1% and 0.7% of videos
appearing in test sets of two and three tasks were
misclassified by all models for all associated tasks
for the Phoneme split. For the Gloss split the num-
bers are 3 and 0% for two and three tasks, respec-
tively. Together, these observations suggest that
the models presented in this paper are unlikely to
reach the performance ceiling on WLASL-Lex2001
and more advanced approaches could obtain even
higher accuracy scores.

4 Conclusion

In this paper, we discuss the task of Phonologi-
cal Property Recognition (PPR). We automatically
construct a dataset for the task featuring six phono-
logical properties and analyse it extensively. We
find that there is potential for improvement over
our presented data-driven baseline approaches. Re-
searchers pursuing this direction can focus on de-
veloping better-performing models, for example by
relying on jointly learning all properties, as labels
for different properties can be mutually dependent.

Another possible avenue is to investigate the
feasibility of using PRR to perform tokenisation of
continuous sign language speech, by decomposing
it into multiple phonemes, which is identified as
one of the big challenges of SLP (Yin et al., 2021).
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A Hyperparameters optimization

Table 2 contains all the hyperparameters explored
during our experiment over each different model.
The best model is the one that maximises the
Matthew’s correlation coefficient

MCC = TP ·TN−FP ·FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)

with TP, TN,FP, FN being true/false posi-
tive/negative. For the STGCN we use hyperparam-
eters chosen by Jiang et al. (2021a), because initial
experiments on our data showed a difference of at
most 2% accuracy, which is within the uncertainty
estimate. To find the optimal hyperparameters for
the other models, we perform Bayesian optimisa-
tion over a pre-defined set. We maximise Matthews
correlation coefficient (MCC) (Matthews, 1975) on
the validation sets of all six tasks. We choose MCC
as it provides a good trade-off between overall and
class-level accuracy which is necessary due to the
unbalance inherently present in our dataset.

Model Parameters

MLP

number of layers
hidden dimension
dropout
learning rate
scheduler step size
gamma

RNN
number of RNN layers
RNN hidden dimension
RNN dropout

STGCN

learning rate
number of groups
block size,
window size
scheduler step size
dropout
warmup epochs

3D CNN

dropout
learning rate
gamma
scheduler step size
window size

Table 2: Set of explored hyperparameters for each dif-
ferent model

B Seed dependency

Table 3 illustrates the performance on the test set
for each model with respect to chance as measured
by training 5 models from different random seeds.
The performance difference is negligible suggest-
ing that model training is largely stable with regard
to chance.

Model Accuracy
MLP 74.39± 0.35

RNN 79.12± 0.46

STGCN 84.12± 0.29

3D CNN 69.23± 0.93

Table 3: Mean and standard deviation of accuracy of all
architectures trained with the HRNet output, measured
on the SIGNTYPE test set and averaged over 5 different
random seeds. Results for the 3D CNN are obtained
from the validation set.

C Phonological classes description

Tables 4 to 9 describe in detail the meaning of
values for all the phonological classes according to
ASL-Lex (Caselli et al., 2017).

The cardinality is calculated on WLASL-Lex,
which is why some classes that are in ASL-Lex are
not represented (i.e., cardinality equal to 0).

D Additional results

Table 10 illustrates additional results for several dif-
ferent metrics. In particular, we report micro- and
macro precision/recall and Matthews correlation
coefficient. These metrics help to give a better un-
derstanding of the classification results, as they are
affected more by data imbalance when compared
to accuracy.
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Value Definition Cardinality
imrp index, middle, ring, pinky finger 4824
imr index, middle, ring finger 95
mrp middle, ring, pinky finger 28
im index, middle finger 1296
ip index, pinky finger 51
mr middle, ring finger 0
mp middle, pinky finger 0
rp ring, pinky finger 0
i index finger 2547
m middle finger 259
r ring finger 0
p pinky 407
thumb thumb 510

Table 4: Values and relative definitions for selected fingers

Value Definition Cardinality
Head Sign is produced on or near the head 3137
Arm Sign is produced on or near the arm 219
Body Sign is produced on or near the trunk 1019
Hand Sign is produced on or near the non-dominant hand 2194
Neutral Sign is not produced in another location on the body 3448
Other Sign is produced in another unspecified location on the body 0

Table 5: Values and relative definitions for major location

Value Definition Cardinality
1 Fully open: no joints of selected fingers are flexed 5037
2 Bent (closed): non-base joints are flexed 693
3 Flat-open: base joints flexed less than 90 degrees 909
4 Flat-closed: base joints flexed equal to or more that 90 degrees 507
5 Curved open: base and non-base joints flexed without contact 1130
6 Curved closed: base and non-base joints flexed with contact 642
7 Fully closed: base and non-base joints fully flexed 795
Stacked Stacked: Flexion of selected fingers differs 123
Crossed Crossed 181

Table 6: Values and relative definitions for flexion
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Value Definition Cardinality
HeadTop Sign is produced on top of the head 20
Forehead Sign is produced at the forehead 246
Eye Sign is produced near the eye 616
CheekNose Sign is produced on the cheek or nose 511
UpperLip Sign is produced on the upper lip 53
Mouth Sign is produced on the mouth 431
Chin Sign is produced on the chin 717
UnderChin Sign is produced under the chin 74
UpperArm Sign is produced on the upper arm 39
ElbowFront Sign is produced in the crook of the elbow 0
ElbowBack Sign is produced on the outside of the elbow 13
ForearmBack Sign is produced on the outside of the forearm 32
ForearmFront Sign is produced on the inside of the forearm 10
ForearmUlnar Sign is produced on the ulnar side of the forearm 56
WristBack Sign is produced on the back of the wriset 23
WristFront Sign is produced on the front of the wrist 0
Neck Sign is produced on the neck 68
Shoulder Sign is produced on the shoulder 101
Clavicle Sign is produced on the clavicle 419
TorsoTop Sign is produced in the upper third of the torso 0
TorsoMid Sign is produced in the middle third of the torso 0
TorsoBottom Sign is produced in the bottom third of the torso 19
Waist Sign is produced at the waist 34
Hips Sign is produced on the hips 59
Palm Sign is produced on the plam of the non-dominant hand 925
FingerFront Sign is produced on the front of the fingers of the non-dominant hand 99
PalmBack Sign is produced on the back of the palm of the non-dominant hand 218
FingerBack Sign is produced on the back of the fingers of the non-dominant hand 186
FingerRadial Sign is produced on the radial side of the non-dominant hand 410
FingerUlnar Sign is produced on the ulnar side of the non-dominant hand 40
FingerTip Sign is produced on the tip of the fingers of the non-dominant hand 158
Heel Sign is produced on the heel of the non-dominant hand 88
Other Sign is produced in an unspecified location on the body 707
Neutral Sign is not produced on or near the body 3390

Table 7: Values and relative definitions for minor location
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Value Definition Cardinality
One Handed Sign only recruits one hand 3939

Symmetrical
Or Alternating

Sign recruits both hands
Phonological specifications for both hands are identical
Movement of both hands is either symmetrical or alternating

3358

Asymmetrical
Same Handshape

Sign recruits both hands
Only the dominant hand moves
The location and orientation of the hands may differ,
but the other specifications of handshape are the same
Non-Dominant hand must be an unmarked handshape (B A S 1 C O 5)

938

Asymmetrical
Different Handshape

Sign recruits both hands
Only the dominant hand moves
The location and orientation of the hands may differ,
and the other specifications of handshape are not the same
Non-Dominant hand must be an unmarked handshape (B A S 1 C O 5)

1639

Other Sign violates Battison’s Symmetry and Dominance Conditions 143

Table 8: Values and relative definitions for sign type

Value Definition Cardinality
Straight Straight movement of the dominant hand through xyz space 1938

Curved
Single arc movement of the dominant hand through xyz space
Hands may or may not make contact with multiple locations

1255

BackAndForth Sequence of more than one straight or curved movements 3549

Circular
Circular movement of the dominant hand through space
Rotation alone does not constitute a circular movement

1129

None Entire sign (or first free morpheme) does not have a path movement 1748
Other Sign has another unspecified path movement 398

Table 9: Values and relative definitions for movement
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Abstract

Creating chatbots to behave like real people
is important in terms of believability. Errors
in general chatbots and chatbots that follow
a rough persona have been studied, but those
in chatbots that behave like real people have
not been thoroughly investigated. We col-
lected a large amount of user interactions of
a generation-based chatbot trained from large-
scale dialogue data of a specific character, i.e.,
“target person” and analyzed errors related to
that person. We found that person-specific
errors can be divided into two types: errors
in attributes and those in relations, each of
which can be divided into two levels: self and
other. The correspondence with an existing
taxonomy of errors was also investigated, and
person-specific errors that should be addressed
in the future were clarified.

1 Introduction

Creating chatbots to behave like real people is
important in terms of believability (Traum et al.,
2015; Higashinaka et al., 2018). Errors in general
chatbots (Higashinaka et al., 2021) and chatbots
that follow a rough persona (Li et al., 2016; Zhang
et al., 2018; Zhou et al., 2020; Inoue et al., 2020;
Song et al., 2020; Roller et al., 2020) have been
studied, but those in chatbots that behave like real
people have not been thoroughly investigated.

We analyzed dialogue data between a chatbot
that imitates a certain person and users to identify
“errors related to the target person” (hereafter re-
ferred to as person-specific errors). We collected
a large amount of dialogue data between users and
the latest generation-based chatbot trained with a
large amount of dialogue data of the target per-
son and analyzed the errors. The results indicate
that person-specific errors can be divided into two
types: errors in attributes and those in relations,
each of which can be divided into two levels: self

∗Work carried out during internship at NTT.

and other. The correspondence with the existing
taxonomy of errors was also investigated, and er-
rors that should be addressed in the future were
clarified.

2 Dialogue data collection

We used a chatbot that imitates a specific person.
By making the chatbot available to the public, we
collected dialogue data from a large number of
users.

2.1 Chatbot
In our previous study, we collected a large amount
of dialogue data on a target person and created
a chatbot by fine-tuning a pre-trained encoder-
decoder Transformer model (Mitsuda et al., 2021).
The specific character (i.e., target person) was
Amadeus Kurisu, a character in a famous Japanese
video game (STEINS;GATE). We used a role-
play-based question-answering (QA) scheme pro-
posed by Higashinaka et al. (2018), in which fans
of a character provided questions and answers
by role-playing to collect the dialogue data on
that character. We collected a large amount of
QA pairs (44,805) from the fans. To add multi-
turn dialogues, we additionally created 4,500 dia-
logues (24,750 utterances) by manually extending
the collected QA pairs.

As a pre-trained dialogue model, we used
the Japanese version of BlenderBot (Japanese-
dialog-transformers1) created by Sugiyama et al.
(2021). They pre-trained the encoder-decoder
Transformer using 2.1B dialogues crawled from
Twitter in Japanese then fine-tuned the model with
the corpora including the Japanese version of Per-
sonaChat (Zhang et al., 2018) and EmpatheticDi-
alogues (Rashkin et al., 2018). We created the
chatbot for Kurisu by further fine-tuning the model
with the collected QA pairs and extended dialogue

1https://github.com/nttcslab/
japanese-dialog-transformers
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data. To evaluate the fine-tuned model, 20 work-
ers interacted with the chatbot by performing 15-
turn dialogues (a turn corresponds to a user utter-
ance and chatbot utterance: hereafter, system ut-
terance) three times. The subjective evaluation re-
sults on naturalness, characterness, and informa-
tiveness were 3.87, 3.90, and 3.58, respectively
(on a 5-point Likert scale).

2.2 Large-scale user study
The chatbot described in the previous section was
made public on the Internet, and the dialogues be-
tween a large number of users, mostly the fans of
Kurisu, and the chatbot were collected. The chat-
bot was accessible using the direct message func-
tion of Twitter for three days. After users agreed
to the terms of usage, they could interact with the
chatbot. Users could stop the dialogue at any time
or interact with it as much as they wanted during
the period. At the end of the study, a user ques-
tionnaire (on a 5-point Likert scale) was sent out
by direct message to the users to evaluate user sat-
isfaction. Note that the users were not paid for
their participation.

We were able to collect the logs of 1,170 user
interactions with the chatbot. The total number of
user utterances was 80,608, and the average num-
ber of utterances for each user was 68.9, indicat-
ing that the users used the chatbot for a relatively
long time. The average user-satisfaction rating
was 4.59 (63.6% response rate), which we believe
is very high.

3 Error analysis
To extract system utterances causing person-
specific errors from the data, we collected four
types of information: dialogue breakdown labels,
comments on the reasons for the breakdown (Hi-
gashinaka et al., 2015), flags indicating whether
the comments were about the person in question,
and error types in chat-oriented dialogue systems
(Higashinaka et al., 2021). We first collected
the dialogue breakdown labels and comments on
their reasons. If the comments contained key-
words related to Kurisu, we considered the sys-
tem utterances with those comments as indicat-
ing person-specific errors and extracted the com-
ments for analysis. We also annotated system ut-
terances with the error types in chat-oriented di-
alogue systems for investigating the correspon-
dence between the existing taxonomy of errors and
person-specific errors.

No. of system utterances 10,611
No. of users (dialogues) 385
No. of workers for dialogue breakdown
annotation 5

No. of annotated dialogue breakdown
labels 53,055

No. of not breakdowns (NBs) 47,200 (89.0%)
No. of possible breakdowns (PBs) 3,678 (6.9%)
No. of breakdowns (Bs) 2,177 (4.1%)
No. of NB utterances (by majority) 9,794 (92.3%)
No. of PB/B utterances (by majority) 817 (7.7%)

Table 1: Statistics of annotated dialogue breakdown la-
bels

3.1 Dialogue breakdown annotation

We sampled and annotated 13% (= 10,611/80,608)
of the data due to the limited annotation resources.
The sampled system utterances were annotated
with the three types of breakdown labels (Hi-
gashinaka et al., 2015) of “not a breakdown (NB)”,
“possible breakdown (PB)”, and “breakdown (B)”.
Five crowdworkers who had sufficient knowledge
of Kurisu annotated these labels to the system
utterances independently. The workers were in-
structed to provide comments to describe the er-
rors that led to the breakdowns.

Table 1 shows the annotation results of the di-
alogue breakdown labels. The percentage of
NBs was 89%, indicating that the dialogue was
successful in the majority of cases. The inter-
annotator agreement rate was 0.23 for the Fleiss’
kappa when NB/PB/B were treated separately and
0.30 when PB/B were merged, which was at the
same level as in the study by Higashinaka et al.
(2015), which we consider reasonable due to the
subjective nature of the task. In the following anal-
ysis, the system utterances in which more than half
the workers marked PB or B were considered for
error analysis. The number of such utterances was
817 (7.7%). The error comments (2,846) given to
these utterances were also retrieved for analysis.

3.2 Annotation of error types and
person-related flags

Two types of information were assigned to the er-
roneous system utterances and error comments.
The first is the error types in chat-oriented dia-
logue systems (Higashinaka et al., 2021). This
labeling was done by an in-house expert worker.
The second is a flag indicating whether person-
related keywords are present in the error com-
ment. By referring to the resources of Kurisu,
we manually created a lexicon of that character.
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Error types for chatbots All Person-spe-
cific errors

(I1) Uninterpretable 9 (1.1%) 0 (0.0%)
(I2) Grammatical error 3 (0.4%) 0 (0.0%)
(I3) Semantic error 10 (1.2%) 3 (30.0%)
(I4) Wrong information 81 (9.8%) 43 (53.1%)
(I5) Ignore question 66 (8.0%) 7 (10.6%)
(I6) Ignore request 10 (1.2%) 1 (10.6%)
(I7) Ignore proposal 0 (0.0%) 0 (–)
(I8) Ignore greeting 0 (0.0%) 0 (–)
(I9) Ignore expectation 119 (14.4%) 30 (25.2%)
(I10) Unclear intention 266 (32.2%) 45 (16.9%)
(I11) Topic transition error 15 (1.8%) 3 (20.0%)
(I12) Lack of info. error 6 (0.7%) 1 (16.7%)
(I13) Self-contradiction 62 (7.5%) 14 (22.6%)
(I14) Contradiction 23 (2.8%) 2 (8.7%)
(I15) Repetition 142 (17.2%) 19 (13.4%)
(I16) Lack of sociality 5 (0.6%) 0 (0.0%)
(I17) Lack of common sense 0 (0.0%) 0 (–)
Total 817 (100%) 168 (20.1%)

Table 2: Results of labeling each error-containing ut-
terance with error type (Higashinaka et al., 2021) and
whether it was person-specific error. Numbers in each
column indicate number of utterances, and those in
parentheses indicate percentage of total number of ut-
terances containing errors.

The size of the lexicon was 53 words. If a word
in the lexicon was included in each comment, it
was flagged as that related to Kurisu. For ex-
ample, the lexicon includes Kurisu, Mayuri (the
name of Kurisu’s friend), @channel (the website
that Kurisu is familiar with), and Akihabara (the
place where Kurisu resides). o

Table 2 shows the annotation results of the er-
ror types and number of person-specific errors for
each type. In the total number of dialogue break-
downs (817), 168 (20.1%) were caused by person-
specific errors, and more than half (53.1%) of the
utterances in (I4) Wrong information were person-
specific errors.

4 Person-specific error analysis

We automatically clustered the error comments re-
lated to the target person and investigated the char-
acteristics the person-specific errors.

4.1 Clustering person-specific errors

We used hierarchical clustering by using bag-of-
words as the clustering method. The 168 com-
ments annotated to the 168 person-specific er-
rors shown in Table 2 were used for clustering.
A Japanese morphological analyzer JTAG (Fuchi
and Takagi, 1998) was used. Low-frequency
words (those appearing less than three times in
the 168 comments) were excluded. The vector

Cluster 1 (size: 37)
• The chatbot is Kurisu, but it didn’t understand 

Mozart (Kurisu’s favorite artist).
• I find it strange that Kurisu calls Okabe 

(Kurisu’s friend) “senpai” (senior colleague).
• Kurisu was asked about Okabe but she didn't 

answer the question.

Cluster 2 (size: 34)
• It's a breakdown that chatbot suddenly called 

Suzuha as Mayuri (they are Kurisu’s friends).
• The chatbot recognized the user as Mayuri.
• It doesn’t make sense that the story about a gift 

for Mayuri changed to a story about a gift from 
Mayuri.

Cluster 3 (size: 71)
• It's strange because the original Kurisu 

shouldn’t be there.
• Kurisu mistook itself for a man (Kurisu is a 

woman).
• If the setting allows Kurisu to regard herself as 

human, then it’s OK. (Kurisu is an AI)

Cluster 4 (size: 26)
• Kurisu said her last name is Ueda (common 

name in Japan), which is strange
• It is strange that Kurisu called herself 

Christmas.
• It is strange that Kurisu called herself Mozart.

Figure 1: Clusters of comments given to person-
specific errors

Level Attribute Relation

Self
(P1) (P2)

Self-recognition Self-relation
error (Cluster 3) error (Cluster 4)

Other
(P3) (P4)

Other-recognition Other-relation
error (Cluster 1) error (Cluster 2)

Table 3: Matrix of person-specific errors

of each comment was normalized for the clus-
tering. Single-linkage clustering, Ward’s method,
and squared Euclidean distance were specified as
clustering parameters. The number of clusters was
set so that the size of each cluster would be at least
10% of the total comments.

Figure 1 shows the clustering results of the
comments. The figure shows four clusters with the
comments that were nearest to the centroid of each
cluster, representing salient comments. In Clus-
ter 1, the chatbot was not able to properly discuss
topics related to the environment around Kurisu.
In Cluster 2, the chatbot suddenly called the user
by a different name (e.g., the name of the Kurisu’s
friend), or gave a name that was irrelevant to the
current topic. In Cluster 3, the chatbot provided
incorrect information about Kurisu. In Cluster 4,
the chatbot mistakenly called Kurisu by a differ-
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ent name. From such an observation, we can see
that Clusters1 and 3 are about errors related to
the knowledge of the target person, and Clusters
2 and 4 are about errors regarding the misrecogni-
tion of relationships. In addition, Clusters 3 and 4
are about errors regarding the target person, while
Clusters 1 and 2 are errors about the target per-
son’s environment.

On the basis of the above interpretation, we
conclude that person-specific errors can be di-
vided into two types: errors in attributes (regard-
ing people and things) and errors in relations be-
tween them, each of which can be further divided
into two levels: self (the target person) and other
(surrounding environment of the person such as
friends). The matrix of person-specific errors is
given in Table 3: (P1) Self-recognition error cor-
responds to Cluster 3, (P2) Self-relation error cor-
responds to Cluster 4, (P3) Other-recognition error
corresponds to Cluster 1, and (P4) Other-relation
error corresponds to Cluster 2.

4.2 Definition of person-specific errors
Each error type is described in detail using actual
dialogue examples taken from user interactions
with the chatbot. The dialogues were originally
in Japanese and translated by the authors. User
and the chatbot is denoted as ‘U’ and the chatbot
is denoted as ‘S’ in the following dialogues.

(P1): Self-recognition error: The error is related
to the target person’s, i.e., Kurisu’s, information
(profile, likes/dislikes, experience, etc.).

(1) U: I like you Kurisu.
S: I am neither AI nor AI Kurisu.

(2) U: You are so blunt to me Christina!
S: Hello, I’m AI Christina.

Underlines indicate phrases that are regarded as
the cause of the dialogue breakdown by the au-
thors. In dialogue (1), since Kurisu is an AI char-
acter, the profile of Kurisu is wrong. In dialogue
(2), the chatbot should not have used the nickname
“Christina,” because Kurisu dislikes it. Her likes
and dislikes are wrong.

(P2): Self-relation error: This error means that
the chatbot mistook the target person for another
person (acquaintance, user, or famous person) or
thing.

(3) S: My name is Kurisu Makise. Today’s
experiment is almost over.

U: I want to talk a lot more.
S: Are you really Kurisu Makise?

(4) U: Who is Mayuri? (Kurisu’s friend).
S: She is also known as Kurisu Makise.

In dialogue (3), since the chatbot called the user
Kurisu Makise, it mistook itself for another person
(i.e., the user). In dialogue (4), the user was asking
about Mayuri, but the chatbot talked about itself,
mistaking itself for someone else (i.e., Mayuri).

(P3): Other-recognition error: This error indi-
cates the inability to respond to topics of the peo-
ple surrounding the target person (acquaintances,
user, or famous people) or things that the target
person is knowledgeable about (favorite things,
etc.).

(5) S: Even boys can be cute, you know.
U: Oh, oh. For example?
S: Mayuri, Mayuri, (Kurisu’s frined), etc.

(6) U: “nurupo” (Internet slang Kurisu knows)
S: My name is Amadeus Kurisu.

In dialogue (5), since Mayuri is not a boy, the
knowledge about the person around Kurisu was
incorrect. In dialogue (6), since “nurupo” is an
Internet slang that Kurisu knows well, the chatbot
has to reply with the traditional response (“ga”),
but it was not able to do that.

(P4): Other-relation error: This error is that the
chatbot mistook a person or thing other than the
target person (an acquaintance, user, or famous
person) for another person or thing.

(7) U: I love Amadeus Kurisu.
S: Yes. I like you too. Mayuri.

(8) U: What’s Suzuha (Kurisu’s friend) doing?
S: Well, Mayuri’s voice will save the world.

In dialogue (7), the chatbot called the user
“Mayuri”, and the system mistook someone other
than Kurisu for someone else (in this case, the
target person’s friend). In dialogue (8), the chat-
bot responded to a question about Suzuha with
Mayuri., i.e., the person (Suzuha) was mistaken
for another person (Mayuri).

4.3 Evaluation of person-specific errors

To evaluate the validity of the types of person-
specific errors, we investigated inter-annotator
agreement in the annotation of the four types
(P1–P4). We applied the methods described in

467



(I4) (I5) (I9) (I10) (I13) (I15)
Person-specific error Wrong Ignore Ignore Unclear Self- Repetition etc. Total

information question expectation intention contradiction
(P1) Self-recognition error 10.1% 1.2% 7.7% 10.7% 4.8% 4.8% 3.0% 42.3%
(P2) Self-relation error 7.1% 0.0% 1.8% 4.2% 0.6% 0.6% 1.2% 15.5%
(P3) Other-recognition error 3.0% 1.8% 7.1% 5.4% 1.2% 2.4% 1.2% 22.1%
(P4) Other-relation error 5.4% 1.2% 1.2% 6.5% 1.8% 3.6% 0.6% 20.3%
Total 25.6% 4.2% 17.8% 26.8% 8.4% 11.4% 6.0% 100.0%

Table 4: Correspondence between person-specific errors and conventional error taxonomy. Percentages show those
from total number of person-specific errors (168).

Section 3 to the data not used in the above anal-
ysis, resulting in 50 new person-specific error in-
stances obtained from sampled 3,200 system ut-
terances. When annotating the types of person-
specific errors, only an utterance labeled as a di-
alogue breakdown and its preceding three utter-
ances were given to annotators as a context. Two
in-house expert annotators conducted the annota-
tion. The definition of person-specific errors de-
scribed in Section 4.2 was given to the workers as
instruction. As a result, the inter-annotator agree-
ment was 0.46 in Cohen’s kappa, which indicates
a moderate agreement and suggests the validity of
the types of person-specific errors.

4.4 Correspondence with existing error types

Table 4 shows the correspondence between
person-specific errors and the conventional error
taxonomy. The table was created by merging the
results shown in Table 2 and Figure 1. Errors on
the self-level appeared most frequently, account-
ing for about half (42.3% + 15.5% = 57.8%) of
the person-specific errors. The fact that there
were many errors on the others level suggests that
the person’s environment, such as friends, was
also frequently talked about. Each person-specific
error corresponded to multiple error types in the
conventional taxonomy; thus, we were able to
discover different aspects of errors.

The (P1) Self-recognition error was particu-
larly common in (I10) Unclear intention, that is,
meaning uttering an unknown intention, such as
suddenly changing what the person calls oneself
(e.g. from “I” to a nickname). In addition, (P1)
Self-recognition error was a common error in (I4)
Wrong information, i.e., uttering incorrect infor-
mation about oneself. The (P2) Self-relation er-
ror was also common, especially in (I4) Wrong
information, i.e., an error of confusing oneself
with a user or oneself with a friend. The (P2)
Self-relation error was the next most common in
(I10) Unclear intention, such as suddenly men-

tioning a close friend in a conversation about one-
self. In (P3) Other-recognition error and (P4)
Other-relation error, there were system utterances
of not being able to respond appropriately to top-
ics about people/things the target person is fami-
lar with, e.g., incorrect information about them or
confusion between users and friends.

From the results of investigating person-specific
errors, it became clear that the most common er-
rors were regarding information about the target
person then its surrounding environment. Among
the error types in the conventional taxonomy, the
(I4) Wrong information appeared frequently, con-
firming the importance of studies on persona-
consistent dialogue. In addition to information
about the target person, knowledge about the tar-
get person’s environment is also considered im-
portant. Current dialogue systems often do not
explicitly model the relationships between peo-
ple and things, therefore a model that takes into
account the knowledge graphs of relationships
would be effective (Ghazvininejad et al., 2018; Di-
nan et al., 2019).

5 Summary and future work

We analyzed dialogue data between a chatbot that
imitates a specific person and users to identify
person-specific errors that have not been consid-
ered thoroughly before. We found that person-
specific errors can be divided into four types:
self-recognition error, self-relation error, other-
recognition error, and other-relation error, which
are useful as a guideline for constructing chatbots
that are based on specific people.

Future work includes the application of unlike-
lihood training (Li et al., 2020) or a classifier to
estimate the identity of a speaker (Shuster et al.,
2021) for suppressing person-specific errors. We
focused on one specific person in this paper; thus,
it will also be important to consider the generality
of the results.
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Abstract

This paper demonstrates how a graph-based
semantic parser can be applied to the task of
structured sentiment analysis, directly predict-
ing sentiment graphs from text. We advance
the state of the art on 4 out of 5 standard bench-
mark sets. We release the source code, models
and predictions.1

1 Introduction

The task of structured sentiment analysis (SSA) is
aimed at locating all opinion tuples within a sen-
tence, where a single opinion contains a) a polar
expression, b) an optional holder, c) an optional
sentiment target, and d) a positive, negative or neu-
tral polarity, see Figure 1. While there have been
sentiment corpora annotated with this information
for decades (Wiebe et al., 2005; Toprak et al., 2010),
there have so far been few attempts at modeling
the full representation, rather focusing on various
subcomponents, such as the polar expressions and
targets without explicitly expressing their relations
(Peng et al., 2019; Xu et al., 2020) or the polarity
(Yang and Cardie, 2013; Katiyar and Cardie, 2016).

Dependency parsing approaches have recently
shown promising results for SSA (Barnes et al.,
2021; Peng et al., 2021). Here we present a
novel sentiment parser which, unlike previous at-
tempts, predicts sentiment graphs directly from
text without reliance on heuristic lossy conversions
to intermediate dependency representations. The
model takes inspiration from successful work in
meaning representation parsing, and in particular
the permutation-invariant graph-based parser of
Samuel and Straka (2020) called PERIN.

Experimenting with several different graph en-
codings, we evaluate our approach on five datasets
from four different languages, and find that it com-
pares favorably to dependency-based models across

1github.com/jerbarnes/direct_parsing_
to_sent_graph

Holder 
 
I

  

actually

Expression 

enjoy

Target 

 bad 

Expression

acting 
 

Target

the 
 
  

Positive

Negative

“     . ”I 

Holder

  

Nowadays

Figure 1: A sentiment graph for the phrase “Nowadays
I actually enjoy the bad acting,” which contains an ex-
ample of nesting of two opposing opinions.

all datasets; most significantly on the more struc-
turally complex ones – NoReC and MPQA.

2 Related work

Proposing a dependency parsing approach to the
full task of SSA, Barnes et al. (2021) show that it
leads to strong improvements over state-of-the-art
baselines. Peng et al. (2021) propose a sparse fuzzy
attention mechanism to deal with the sparseness of
dependency arcs in the models from Barnes et al.
(2021) and show further improvements. However,
in order to apply the parsing algorithm of Dozat
and Manning (2018), both of these approaches have
to rely on a lossy conversion to bi-lexical depen-
dencies with ad-hoc internal head choices for the
nodes of the abstract sentiment graph, see Section
3 for a discussion of these issues.

More generally, decoding structured graph infor-
mation from text has sparked a lot of interest in
recent years, especially for parsing meaning repre-
sentation graphs (Oepen et al., 2020). There has
been tremendous progress in developing complex
transition-based and graph-based parsers (Hersh-
covich et al., 2017; McDonald and Pereira, 2006;
Dozat and Manning, 2018). In this paper, we adopt
PERIN (Samuel and Straka, 2020), a state-of-the-
art graph-based parser capable of modeling a su-
perset of graph features needed for our task.
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Figure 2: Ambiguous targets when encoding the sen-
tence “Nowadays I actually enjoy the bad acting” as
a head-final bi-lexical dependency graph (Barnes et al.,
2021).

3 Issues with dependency encoding

As mentioned above, previous dependency parsing
approaches to SSA have relied on a lossy bi-lexical
conversion. This is caused by an inherent ambigu-
ity in the dependency encoding of two nested text
spans with the same head (defined as either the first
or the last token in Barnes et al. (2021)).

To be concrete, we can use the running exam-
ple “Nowadays I actually enjoy the bad acting,”
which has two opinions with nested targets; “the
bad acting,”, which is associated with a positive
polarity indicated by the polar expression “enjoy”,
and “acting,”, with a negative polarity expressed by

“bad”. As shown in the dependency representation
in Figure 2, both expression–target edges correctly
lead to the word “acting” but it is impossible to
disambiguate the prefix of both targets in the bi-
lexical encoding, i.e., to determine that the tokens

“the” and “bad” are part of the target only for the
positive opinion. For that, we need a more abstract
graph encoding, such as the ones suggested in this
paper.

4 PERIN model

PERIN is a general permutation-invariant text-to-
graph parser. The output of the parser can be a
directed graph with labeled nodes connected by la-
beled edges where each node is anchored to a span
of text (possibly empty or discontinuous). We pro-
pose three graph representations for SSA that meet
these constrains and thus can be easily modeled by
this parser.

We use only a subset of the full PERIN’s func-
tionality for our SSA version – it does not need to
use the “relative label rules” and model node prop-
erties or edge attributes. Please consult the origi-
nal work for more technical details about PERIN
(Samuel and Straka, 2020).

edge biaffine attention

anchor biaffine attentionanchor biaffine attention

Source 
“I”

Positive 
“enjoy”

Target 
“acting” 

I enjoy acting

finetuned base XLM-R

q1,1 q1,2 q2,1 q2,2 q3,1 q3,2

Transformer layers

linear

node classifierSource Positive Target

anchor biaffine attentionSource Positive Target
“I” “enjoy” “acting”

edge biaffine attention

1

2

3

4c

4b

4a

Figure 3: Diagram of the PERIN architecture; 1) each
token gets a contextualized embedding and 2) gen-
erates queries, 3) queries are further processed and
4) they are put through a) node, b) anchor and c) edge
classification heads.

4.1 Architecture

PERIN processes the input text end-to-end in four
steps, illustrated in Figure 3: 1) To encode the in-
put, PERIN uses contextualized embeddings from
XLM-R (base size; Conneau et al., 2020) and
combines them with learned character-level em-
beddings;2 2) each token is mapped onto latent
queries by a linear transformation; 3) a stack of
Transformer (encoder) layers without positional
embedding (Vaswani et al., 2017) optionally mod-
els the inter-query dependencies; and 4) classifi-
cation heads select and label queries onto nodes,
establish anchoring from nodes to tokens, and pre-
dict the node-to-node edges.

4.2 Permutation-invariant query-to-node
matching

Traditional graph-based parsers are trained as au-
toregressive sequence-to-sequence models. PERIN
does not assume any prior ordering of the graph
nodes.3 Instead, it processes all queries in parallel
and then dynamically maps them to gold nodes.

2The character embeddings are not discussed in the PERIN
description paper but they are included in the official imple-
mentation. We use a single bidirectional GRU layer to process
the characters of each token and add the result to the contex-
tualized embeddings. Note that we also excluded them from
Figure 3 to simplify the illustration.

3Permutation invariance is arguably more important for
semantic graphs (with abstract nodes) than for the sentiment
graphs. Yet, in case of nested nodes, there is no apparent order,
so we do not constrain the model by any ordering assumptions.
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Based on the predicted probabilities of labels
and anchors, we create a weighted bipartite graph
between all queries and nodes. The goal is to find
the most probable matching, which can be done
efficiently in polynomial time by using the Hungar-
ian algorithm. Finally, every node is assigned to a
query and we can backpropagate through standard
cross-entropy losses to update the model weights.

4.3 Graph encodings

PERIN defines an overall framework for general
graph parsing, it can cater to specific graph encod-
ings by changing the subset of its classification
heads. In parsing the abstract sentiment structures,
there are several possible lossless graph encodings
depending on the positioning of the polarity in-
formation and the sentiment node type. We ex-
periment with three variations (Figure 4) and later
show that while the graph encoding improves per-
formance, this improvement largely depends on the
type of encoding used.

1. Node-centric encoding, with labeled nodes
and directed unlabeled arcs. Each node cor-
responds to a target, holder or sentiment ex-
pression; edges form their relationships. The
parser uses a multi-class node head, an anchor
head and a binary edge classification head.

2. Labeled-edge encoding, with deduplicated
unlabeled nodes and labeled arcs. Each node
corresponds to a unique text span from some
sentiment graph, while edge labels denote
their relationships and functions. The model
has a binary node classifier, an anchor classi-
fier and a binary and multi-class edge head.

3. Opinion-tuple encoding, which represents
the structured sentiment information as a se-
quence of opinion four-tuples. This encoding
is the most restrictive, having the lowest de-
grees of freedom. The parser utilizes a multi-
class node head and three anchor classifiers, it
does not need an edge classifier.

5 Data

Following Barnes et al. (2021) we employ five
structured sentiment datasets in four languages,
the statistics of which are shown in Table 1. The
largest dataset is the NoReCfine dataset (Øvrelid
et al., 2020), a multi-domain dataset of professional
reviews in Norwegian. EU and CA (Barnes et al.,
2018) contain hotel reviews in Basque and Catalan,
respectively. MPQA (Wiebe et al., 2005) annotates

sentences holders targets exps. + neu −

NoReC
train 8634 898 6778 8448 5684 2756
dev 1531 120 1152 1432 988 443
test 1272 110 993 1235 875 358

CA
train 1174 169 1695 1981 1272 708
dev 168 15 211 258 151 107
test 336 52 430 518 313 204

EU
train 1064 205 1285 1684 1406 278
dev 152 33 153 204 168 36
test 305 58 337 440 375 65

MPQA
train 5873 1431 1487 1715 671 337 698
dev 2063 414 503 581 223 126 216
test 2112 434 462 518 159 82 223

DSU
train 2253 65 836 836 349 104 383
dev 232 9 104 104 31 16 57
test 318 12 142 142 59 12 71

Table 1: Statistics of the datasets, including number of
sentences per split, as well as number of holder, target,
and polar expression annotations. Additionally, we in-
clude the distribution of polarity – restricted to positive,
neutral, and negative – in each dataset.

holders targets expressions
# % # % # %

NoReC 95 1.5 1187 14.1 1075 9.3
EU 30 2.2 79 4.5 16 0.7
CA 43 2.9 28 1.2 23 0.9
MPQA 48 2.2 250 9.3 145 5.6
DSU 0 0.0 10 1.1 7 0.5

Table 2: Count and percentage of nesting for each
dataset.

news wire text in English. Finally, DSU (Toprak
et al., 2010) annotates English reviews of online
universities. We use the SemEval 2022 releases of
MPQA and DSU (Barnes et al., 2022).4

5.1 Nested dependencies

Returning to the issue of dependency encoding
for nested elements discussed in Section 3, Table
2 shows that the amount of nesting in the SSA
datasets is not negligible, further motivating our
abstract graph encodings for this task.

Table 3a further shows the amount of depen-
dency edges lost because of overlap. Finally, Table
3b shows the SF1 score when converting the gold
sentiment graphs to bi-lexical dependency graphs
and back – an inherent upper bound for any depen-
dency parser.

4Available from https://competitions.
codalab.org/competitions/33556.
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Figure 4: Three representations of the structured sentiment graph for sentence “Nowadays I actually enjoy the bad
acting.”

NoReC 8.8%
EU 4.5%
CA 6.7%
MPQA 4.2%
DSU 0.5%

NoReC 93.6
EU 95.2
CA 97.6
MPQA 96.6
DSU 99.8

Table 3: a) Percentages of dependency arcs lost due to
overlap; b) Sentiment Graph F1 after converting test
sets to head-final and then reconverting to json format.

6 Experiments

6.1 Evaluation

Following Barnes et al. (2021), we evaluate our
models using Sentiment Graph F1 (SF1). This met-
ric considers that each sentiment graph is a tuple
of (holder, target, expression, polarity). A true pos-
itive is defined as an exact match at graph-level,
weighting the overlap in predicted and gold spans
for each element, averaged across all three spans.
For precision it weights the number of correctly
predicted tokens divided by the total number of
predicted tokens (for recall, it divides instead by
the number of gold tokens). SF1 allows for empty
holders and targets.

In order to further analyze the models, we also
include token-level F1 for extraction of Holders,
Targets, and Polar Expressions, as well as Non-
polar Sentiment Graph F1 (NSF1).

6.2 Models

We compare our models to the head-final depen-
dency graph parsers from Barnes et al. (2021) as
well as the second-order Sparse Fuzzy Attention
parser of Peng et al. (2021). For all models, we
perform 5 runs with 5 different random seeds and
report the mean and standard deviation. Results
on development splits are provided in Appendix C,
training details are in Appendix D.

6.3 Results

Table 4 shows the main results. Our models out-
perform both dependency graph models on SF1,
although the results are mixed for span extraction.
The opinion-tuple encoding gives the best perfor-
mance on SF1 (an average of 6.2 percentage points
(pp.) better than Peng et al. (2021)), followed by
the labeled edge encoding (3.0) and finally the
node-centric encoding (2.1).

For extracting spans, the opinion tuple encoding
also achieves the best results on NoReC, either
labeled-edge or node centric on CA and MPQA,
while Peng et al. (2021) is best on EU and DSU.
This suggests that the main benefit of PERIN is at
the structural level, rather than local extraction.

7 Analysis

There are a number of architectural differences
between the dependency parsing approaches com-
pared above. In this section, we aim to isolate
the effect of predicting intermediate dependency
graphs vs. directly predicting sentiment graphs
by creating more comparable dependency5 and
PERIN models. We adapt the dependency model
from Barnes et al. (2021) by removing the to-
ken, lemma, and POS embeddings and replacing
mBERT (Devlin et al., 2019) with XLM-R (Con-
neau et al., 2020). The ‘XLM-R dependency’
model thus has character LSTM embeddings and
token-level XLM-R features. Since these are
not updated during training, for the opinion-tuple
‘Frozen PERIN’ model, we fix the XLM-R weights
to make it comparable.

As shown in Table 5, predicting the sentiment
graph directly leads to an average gain of 3.7 pp. on
the Sentiment Graph F1 metric. For extracting the

5We do not use the model from Peng et al. (2021) as the
code is not available.
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Dataset Model Span F1 Sent. graph
Holder Target Exp. NSF1 ↑ SF1 ↑

NoReC

Barnes et al. (2021) 60.4 54.8 55.5 39.2 31.2
Peng et al. (2021) 63.6 55.3 56.1 40.4 31.9
PERIN – node-centric 60.3±1.8 51.8±2.5 54.2±0.9 42.7±0.6 39.3±0.7

PERIN – labeled edge 64.0±1.5 52.3±4.2 56.1±2.7 43.7±2.2 40.4±2.1

PERIN – opinion-tuple 65.1±2.5 *58.3±1.5 *60.7±1.1 47.8±1.2 41.6±0.7

EU

Barnes et al. (2021) 60.5 64.0 72.1 58.0 54.7
Peng et al. (2021) 65.8 71.0 76.7 66.1 62.7
PERIN – node-centric 58.9±1.1 63.5±1.5 73.9±0.6 59.8±0.7 58.6±0.7

PERIN – labeled edge 57.6±2.5 64.9±0.8 72.5±1.9 60.0±1.4 58.8±1.3

PERIN – opinion-tuple 64.2±2.5 67.4±0.8 73.2±1.2 62.5±1.2 61.3±1.0

CA

Barnes et al. (2021) 37.1 71.2 67.1 59.7 53.7
Peng et al. (2021) 46.2 74.2 71.0 64.5 59.3
PERIN – node-centric 56.1±3.0 69.8±0.4 70.5±0.5 63.5±0.6 61.7±0.6

PERIN – labeled edge 60.8±5.1 70.8±1.9 72.5±0.8 64.5±1.4 62.1±1.3

PERIN – opinion-tuple 48.0±3.9 72.5±0.7 68.9±0.2 65.7±0.7 63.3±0.6

MPQA

Barnes et al. (2021) 46.3 49.5 46.0 26.1 18.8
Peng et al. (2021) 47.9 50.7 47.8 38.6 19.1
PERIN – node-centric 58.4±2.3 60.3±2.0 55.8±1.5 38.7±1.6 28.3±0.9

PERIN – labeled edge 53.6±1.2 53.4±1.9 53.4±1.1 33.8±1.5 27.0±0.9

PERIN – opinion-tuple 55.7±1.7 *64.0±0.6 53.5±1.2 *45.1±1.1 *34.1±1.1

DSU

Barnes et al. (2021) 37.4 42.1 45.5 34.3 26.5
Peng et al. (2021) 50.0 44.8 43.7 35.0 27.4
PERIN – node-centric 31.4±5.6 35.0±1.6 35.1±2.2 24.8±0.7 22.9±1.5

PERIN – labeled edge 32.5±6.8 38.0±3.7 36.2±2.5 28.8±2.0 27.3±1.5

PERIN – opinion-tuple 42.2±4.6 40.6±2.7 39.3±2.5 33.2±2.4 31.2±2.4

Table 4: Experiments comparing the PERIN model with previous results. We show the average values and their
standard deviations from 5 runs. Bold numbers indicate the best result for the main SF1 metric in each dataset.
* marks significant difference between our two best approaches, determined by bootstrap testing (see Appendix B).

Dataset Model Span F1 Sent. graph
H. T. E. NSF1 SF1 ↑

NoReC XLM-R dependency 58.5 49.9 58.5 37.4 31.9
Frozen PERIN 48.3 51.9 57.9 *41.8 *35.7±0.6

EU XLM-R dependency 50.0 60.3 70.0 55.1 51.0
Frozen PERIN 55.5 58.5 68.8 53.1 51.3±1.2

CA XLM-R dependency 24.9 67.7 67.3 54.8 50.5
Frozen PERIN *39.8 69.2 66.3 *60.2 *57.6±1.2

MPQA XLM-R dependency 49.3 *56.9 47.6 30.5 18.9
Frozen PERIN 44.0 49.0 46.6 30.7 23.1±1.0

DSU XLM-R dependency 26.8 33.6 36.4 22.9 18.0
Frozen PERIN 13.8 37.3 33.2 24.5 21.3±2.9

Table 5: Results from comparable experiments, where
the dependency graph model (XLM-R dependency)
and frozen PERIN models use the same input and simi-
lar number of trainable parameters. * marks significant
difference, determined by bootstrap (see Appendix B).

spans of holder, target, and polar expressions, the
benefit is less clear. Here, the PERIN model only
outperforms the XLM-R dependency model 5 of
15 times, which seems to confirm that its benefit is
at the graph level. This is further supported by the
fact that the highest gains are found on the datasets
with the most nested sentiment expressions and

dependency arcs lost due to overlap, which are
difficult to encode in bi-lexical graphs.

8 Conclusion

Previous work cast the task of structured sentiment
analysis (SSA) as dependency parsing, converting
the sentiment graphs into lossy dependency graphs.
In contrast, we here present a novel sentiment
parser which predicts sentiment graphs directly
from text without reliance on lossy dependency rep-
resentations. We adapted a state-of-the-art meaning
representation parser and proposed three candidate
graph encodings of the sentiment structures. Our
experimental results suggest that our approach has
clear performance benefits, advancing the state of
the art on four out of five standard SSA bench-
marks. Specifically, the most direct opinion-tuple
encoding provides the highest performance gains.
More detailed analysis of the results shows that the
benefits stem from better extraction of global struc-
tures, rather than local span prediction. Finally, we
believe that various structured prediction problems
in NLP can similarly be approached in a uniform
manner as parsing into directed graphs.
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A Changes to datasets

We found out that the official data pub-
lished at https://competitions.codalab.org/
competitions/33556 was slightly changed from
the data used in previous related work. Specifically
the MPQA and DSU datasets had removed a num-
ber of errors resulting from the annotation and from
the conversion scripts used to create the sentiment
graph representations. We re-run the experiments
for the comparable baseline model and show the
performance differences in Table 7.

B Bootstrap Significance Testing

In order to see whether the performance differences
for the experiments are significant, we do boot-
strap significance testing Berg-Kirkpatrick et al.
(2012), combining two variations. First, we resam-
ple the test sets with replacement from all 5 runs
together, b = 1 000 000 times, setting the threshold
at p = 0.05. Additionally, we test each pair out

of the 5× 5 combinations for all runs, resampling
the test set with replacement b = 100 000 times,
setting the threshold again at p = 0.5. When one
system is significantly better in 15 out of the 25
comparisons, and additionally significantly better
in the first joint test, we finally mark it as signifi-
cantly better.

C Results on development data

To make any future comparison of our approach
easier, we show the development scores of all re-
ported models in Table 6.

D Training details

Generally, we follow the training regime described
in the original PERIN paper (Samuel and Straka,
2020). The trainable parameters are updated with
the AdamW optimizer (Loshchilov and Hutter,
2019), and their learning rate is linearly warmed-
up for the first 10% of the training to improve sta-
bility, and then decayed with a cosine schedule.
The XLM-R parameters are updated with a lower
learning rate and higher weight decay to improve
generalization. Similarly to PERIN, we freeze the
embedding parameters for increased efficiency and
regularization. Following the finding by Zhang
et al. (2021), we use small learning rates and fine-
tune for a rather long time to increase the training
stability. Unlike the authors of PERIN, we did not
find any benefits from a dynamic scaling of loss
weights (Chen et al., 2018), so we simply set all
loss weights to constant 1.0.

We trained our models on a single Nvidia P100
with 16GB memory, the runtimes are given in Ta-
ble 6. We made five runs from different seeds
for each reported value to better estimate the ex-
pected error. The hyperparameter configurations
for all runs follow, please consult the released
code for more details and context: github.com/

jerbarnes/direct_parsing_to_sent_graph.

General hyperparameters
batch_size = 16
beta_2 = 0.98
char_embedding = True
char_embedding_size = 128
decoder_learning_rate = 6.0e-4
decoder_weight_decay = 1.2e-6
dropout_anchor = 0.4
dropout_edge_label = 0.5
dropout_edge_presence = 0.5
dropout_label = 0.85
dropout_transformer = 0.25
dropout_transformer_attention = 0.1
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Dataset Model
Span F1 Sent. graph

Runtime # Params
Holder Target Exp. NSF1 ↑ SF1 ↑

NoReC

PERIN – node-centric 54.9±4.3 52.7±2.0 57.4±1.5 44.8±1.8 p: 46.4
r: 36.4 40.8±1.5 9:52 h 108.9 M

PERIN – labeled edge 59.4±2.8 52.0±2.3 57.5±2.7 44.4±1.7 p: 45.7
r: 37.7 41.1±1.5 9:58 h 109.5 M

PERIN – opinion-tuple 59.2±1.3 59.6±1.3 61.5±1.0 49.4±1.0 p: 42.5
r: 45.5 43.9±0.9 9:25 h 108.1 M

Frozen PERIN – opinion-tuple 50.1±2.5 53.8±1.6 59.4±1.0 44.0±0.6 p: 33.6
r: 42.2 37.4±0.9 0:25 h 23.1 M

EU

PERIN – node-centric 57.1±3.1 68.7±1.5 69.9±1.0 61.1±1.1 p: 62.8
r: 56.8 59.7±1.3 1:02 h 87.6 M

PERIN – labeled edge 51.2±4.7 66.1±2.1 66.0±1.0 59.4±1.2 p: 60.1
r: 55.1 57.4±1.2 0:57 h 88.2 M

PERIN – opinion-tuple 57.3±3.0 65.1±2.3 68.6±0.3 59.9±1.0 p: 64.5
r: 54.7 59.2±0.6 1:04 h 86.9 M

Frozen PERIN – opinion-tuple 57.0±10.4 61.1±3.2 65.1±3.9 55.5±2.9 p: 56.3
r: 48.8 52.2±3.2 0:06 h 0.7 M

CA

PERIN – node-centric 57.1±2.0 73.8±2.5 74.2±1.6 68.4±2.6 p: 69.9
r: 62.9 66.2±2.1 1:17 h 87.6 M

PERIN – labeled edge 48.9±4.3 72.1±0.9 72.6±1.1 67.1±1.6 p: 69.5
r: 61.8 65.4±1.6 1:13 h 88.2 M

PERIN – opinion-tuple 46.1±3.0 74.4±1.0 72.9±0.5 68.4±1.5 p: 73.6
r: 61.6 67.0±1.2 1:20 h 86.9 M

Frozen PERIN – opinion-tuple 48.1±6.4 65.5±1.8 69.2±5.5 62.2±2.7 p: 64.7
r: 56.0 59.9±2.5 0:07 h 0.7 M

MPQA

PERIN – node-centric 58.2±1.3 60.8±0.9 56.8±1.1 35.3±1.3 p: 34.5
r: 28.7 31.4±1.4 6:46 h 107.7 M

PERIN – labeled edge 57.1±2.0 54.8±1.6 55.2±1.1 33.1±0.4 p: 35.7
r: 26.4 30.3±0.5 7:16 h 109.6 M

PERIN – opinion-tuple 56.0±0.6 64.2±1.7 51.7±2.8 42.1±0.8 p: 44.3
r: 30.1 35.8±0.6 6:43 h 108.1 M

Frozen PERIN – opinion-tuple 42.0±3.8 48.1±1.7 46.6±2.6 28.1±2.2 p: 24.3
r: 20.8 22.2±1.5 0:37 h 23.1 M

DSU

PERIN – node-centric 0.0±0.0 41.5±4.3 40.3±2.6 27.2±2.0 p: 33.4
r: 16.9 22.4±1.3 2:31 h 107.7 M

PERIN – labeled edge 0.0±0.0 46.5±1.8 41.9±3.4 28.4±2.7 p: 33.2
r: 17.8 23.1±2.0 2:37 h 109.6 M

PERIN – opinion-tuple 12.0±11.0 50.9±4.7 42.6±3.9 34.9±4.1 p: 39.5
r: 22.6 28.6±3.5 2:30 h 108.1 M

Frozen PERIN – opinion-tuple 0.0±0.0 42.7±4.8 35.9±3.3 26.0±3.3 p: 29.1
r: 16.3 20.3±2.0 0:22 h 23.1 M

Table 6: Development scores of all our models from the main section of this paper. SF1 scores are extended by
the average precision and recall values. We also show the runtime of a single model and the number of trainable
parameters.

Dataset Span F1 Sent. graph
H. T. E. NSF1 SF1

MPQA original 44.7 51.3 45.7 25.4 15.0
new data 49.3 56.9 47.6 30.5 18.9
∆ +4.6 +5.6 +1.9 +5.1 +4.9

DSU original 21.0 22.6 35.2 24.0 21.0
new data 26.8 33.6 36.4 22.9 18.0
∆ +5.8 +11.0 +1.3 −1.1 −3.0

Table 7: Results comparing the XLM-R dependency
model on the original MPQA and DSU data, and the
new data.

dropout_word = 0.1
encoder = "xlm-roberta-base"
encoder_freeze_embedding = True
encoder_learning_rate = 6.0e-6
encoder_weight_decay = 0.1
epochs = 200
focal = True
freeze_bert = False
hidden_size_ff = 4 * 768
hidden_size_anchor = 256
hidden_size_edge_label = 256
hidden_size_edge_presence = 256
layerwise_lr_decay = 0.9
n_attention_heads = 8
n_layers = 3

query_length = 1
pre_norm = True

NoReC node-centric hyperparameters
graph_mode = "node-centric"
query_length = 2

NoReC labeled-edge hyperparameters
graph_mode = "labeled-edge"
query_length = 2

NoReC opinion-tuple hyperparameters
graph_mode = "opinion-tuple"

NoReC frozen opinion-tuple hyperparame-
ters
graph_mode = "opinion-tuple"
freeze_bert = True
batch_size = 8
decoder_learning_rate = 1.0e-4
dropout_transformer = 0.5
epochs = 50
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EU node-centric hyperparameters
graph_mode = "node-centric"
query_length = 2
n_layers = 0

EU labeled-edge hyperparameters
graph_mode = "labeled-edge"
query_length = 2
n_layers = 0

EU opinion-tuple hyperparameters
graph_mode = "opinion-tuple"
n_layers = 0

EU frozen opinion-tuple hyperparameters
graph_mode = "opinion-tuple"
freeze_bert = True
n_layers = 0
epochs = 50

CA node-centric hyperparameters
graph_mode = "node-centric"
query_length = 2
n_layers = 0

CA labeled-edge hyperparameters
graph_mode = "labeled-edge"
query_length = 2
n_layers = 0

CA opinion-tuple hyperparameters
graph_mode = "opinion-tuple"
n_layers = 0

CA frozen opinion-tuple hyperparameters
graph_mode = "opinion-tuple"
freeze_bert = True
n_layers = 0
epochs = 50

MPQA node-centric hyperparameters
graph_mode = "node-centric"
decoder_learning_rate = 1.0e-4
query_length = 2

MPQA labeled-edge hyperparameters
graph_mode = "labeled-edge"
decoder_learning_rate = 1.0e-4
query_length = 2

MPQA opinion-tuple hyperparameters
graph_mode = "opinion-tuple"

MPQA frozen opinion-tuple hyperparame-
ters
graph_mode = "opinion-tuple"
freeze_bert = True
batch_size = 8
decoder_learning_rate = 1.0e-4
dropout_transformer = 0.5
epochs = 50

DSU node-centric hyperparameters
graph_mode = "node-centric"
decoder_learning_rate = 1.0e-4
query_length = 2

DSU labeled-edge hyperparameters
graph_mode = "labeled-edge"
decoder_learning_rate = 1.0e-4
query_length = 2

DSU opinion-tuple hyperparameters
graph_mode = "opinion-tuple"

DSU frozen opinion-tuple hyperparameters
graph_mode = "opinion-tuple"
freeze_bert = True
batch_size = 8
decoder_learning_rate = 1.0e-4
dropout_transformer = 0.5
epochs = 50
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Abstract

Transformer-based models are widely used in
natural language understanding (NLU) tasks,
and multimodal transformers have been effec-
tive in visual-language tasks. This study ex-
plores distilling visual information from pre-
trained multimodal transformers to pretrained
language encoders. Our framework is in-
spired by cross-modal encoders’ success in
visual-language tasks while we alter the learn-
ing objective to cater to the language-heavy
characteristics of NLU. After training with a
small number of extra adapting steps and fine-
tuned, the proposed XDBERT (cross-modal
distilled BERT) outperforms pretrained-BERT
in general language understanding evaluation
(GLUE), situations with adversarial genera-
tions (SWAG) benchmarks, and readability
benchmarks. We analyze the performance of
XDBERT on GLUE to show that the improve-
ment is likely visually grounded.

1 Introduction

Transformer-based models are extensively used
in natural language understanding (NLU) tasks,
and some prominent pretraining strategies include
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), ALBERT (Lan et al., 2020), and ELEC-
TRA (Clark et al., 2020). Despite their differences
in curating the learning objectives, they all utilize
text-based datasets only. In the real world, however,
humans can benefit from the visual modality when
acquiring knowledge from language; an obvious
example is learning visually grounded words, such
as colors and shapes.

Some studies have succeeded with visually
grounded information used in NLU. ViCo (Gupta
et al., 2019) learned visual co-occurrences in text
and reported superior performance to GloVe in
word analogy problems. Zhang et al. (2020) and
Huang et al. (2020) used images to boost transla-
tion performance in supervised and unsupervised

Bird

: "A winged [MASK] 
    soars in the sky."

"The [MASK]  formed a       
beautiful arc in the sky"

:

What is
a bird?

CLIP

BERT

Figure 1: Humans can answer cloze questions and
match a word with an image, and the multi-views of a
word could be simulated by neural networks. While
BERT excels in masked word reconstruction, CLIP
(Section 3) specializes at image-text matching. The
two modalities have different collocations of concepts,
which incentivize joint learning from the two systems.

settings. Tan and Bansal (2020) reported improve-
ments over BERT on NLU by proposing the con-
cept of vokenization.

Another branch of research focuses on solving
multimodal downstream tasks such as visual ques-
tion answering and image retrieval. Li et al. (2019);
Lu et al. (2019); Su et al. (2020); Li et al. (2020)
trained visual-text transformers, while LXMERT
(Tan and Bansal, 2019) used different encoders for
text and image and a cross-modal encoder. Tan
and Bansal (2020) tested these models with general
language understanding evaluation (GLUE Wang
et al. (2018)) and found that the performance does
not exceed using BERT (Appendix A), drawing
the conclusion that vision-and-language pretrain-
ing on visually-grounded language dataset failed to
distill useful information for general NLU. CLIP
(Radford et al., 2021) utilizes contrastive loss to
reach SOTA on zero-shot image classification in a
retrieval fashion.

In this work, we establish the link between
pretrained multimodal transformers and visually-
grounded language learning. We devise a way
to distill visual information from components of
a pretrained multimodal transformer (CLIP text-
transfomer, abbreviated as CLIP-T) to pretrained
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language transformers (BERT/ELECTRA), to in-
corporate versatile perception of words into the
model (Figure 1). The usage of a visually
grounded text-transformer as a teacher allows us to
implement straightforward and non-fuzzy adapting
tasks for distillation. We show that it is mathemati-
cally logical that the CLIP-T output approximates
visual features (Sec. 2.2), and also the linguistic
competence of CLIP-T is low (Sec. 3), to prove
that the distilled information is predominantly vi-
sual and thus non-trivial to the pretrained-language
transformer despite having textual inputs.

Methodologically, we use the cross-modal en-
coder structure inspired by Tan and Bansal (2019),
to concatenate the two models and further adapt
the ensemble for some extra steps (a lot fewer
than the original pretraining steps). While adapt-
ing pretrained-BERT, we favor a document-level
corpus (wiki103) over a vision-language corpus
(MSCOCO) due to claims from Devlin et al.
(2019)1 and results from Tan and Bansal (2020)
(Appendix A). The adapting tasks are joint masked
language modeling (MLM), same sentence predic-
tion, and CLIP token classification tasks, which
are resemblant of BERT pretraining tasks to cater
to the language-heavy characteristics of NLU. We
do ablation studies to show that each of the task
provides improvement (Section 5).

During finetuning, we finetune XDBERT (cross-
modal distilled BERT), which is the language en-
coder after adaptation. We evaluate the linguistic
capabilities of the model by finetuning on GLUE,
situations with adversarial generations (SWAG
(Zellers et al., 2018)) benchmarks, and readabil-
ity benchmarks2. The resulting XDBERT outper-
forms pretrained BERT, proving that our adaptation
strategy distills useful visual knowledge into BERT
(right of Figure 2). We provide analysis to show
that the improvements are visually grounded.

We summarize our contribution as follow:

• We explore distilling visual information from
a pretrained multimodal transformer to a pre-
trained language transformer and improved
NLU performance.

• Our adapting method is efficient and exten-
sible to different combinations of pretrained-
language encoders (BERT/ELECTRA).

1"It is critical to use a document-level corpus rather than a
shuffled sentence-level corpus such as the BillionWord Bench-
mark in order to extract long contiguous sequences"

2https://www.kaggle.com/c/commonlitreadabilityprize

2 Proposed Method

The training process consists of three phases: pre-
training, adaptation, and finetuning (Figure 2). Our
proposed method focuses on the adaptation phase
with pretrained models, so pretraining is not a
part of our experiment, but we explain all three
phases for completeness. The adaptation phase in-
corporates the cross-modal transformer structure to
jointly learn from CLIP-T and BERT outputs.

2.1 Model Architecture
The cross-modal transformer (middle of Figure 2)
consists of a cross-modal encoder, CLIP-T and
BERT. CLIP-T has the same module connections
as BERT with only parameter differences (specifi-
cations in Appendix B). The cross-modal encoder
consists of repeating cross-modal encoder layers,
which is an extension to single-modality encoder
layers (layers of BERT/CLIP-T) in Figure 3. The
added cross-attention module follows the attention
formula (Vaswani et al., 2017):

Attention output = softmax
(

Q ∗ KT /
√
D
)

V
(1)

for queries (Q), keys (K) and values (V) of dimen-
sion D, however, Q is generated from a modality
other than K and V. We choose the number of
cross-modal encoder layers to be 2.

2.2 Pretraining
BERT is trained using the next sentence prediction
and masked language modeling. CLIP is an image-
text matching system with two components, a text
encoder (CLIP-T), and an image encoder (CLIP-
ViT), which learn to encode paired inputs to closer
output embeddings via contrastive loss. The trained
representation has the following properties:

cos(Hi, Vi) >> cos(Hi, Vj)(i ̸= j) (2)

cos(Hi, Vi) >> cos(Hj , Vi)(i ̸= j) (3)

where Hi is the CLIP text encoder output of Xi,
and Vi is the CLIP image encoder output of Yi. The
text-image input (Xi, Yi) is paired, and every (Xj ,
Yk) (j ̸= k) is a non-pair. Since Hi and Vi are
normalized and have a length of 1, Hi can be used
to approximate Vi. The similarity of Hi and Vi is
also shown in multi-modal arithmetic propreties
discovered in Tewel et al. (2021) Therefore, we
use the CLIP text encoder output to approximate
CLIP image encoder output for a straightforward
adaptation process.
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[101 2429 103 16948 ...] [49406 4717 531 14176 ...] 

According to wikipedia...

CLIP-T

 True       [2000]                                            [14176]  

BERT

 Match    Joint MLM      CLIP token classification  

Adaptation

Cross-Modal Encoder

Finetuning

BERT

Downstream task classification

 True      

She voted for herself.

CLIP-T

 True       [2000]  

BERT

 NSP       MLM     

Contrastive loss

According to wikipedia...

Wikipedia logo

CLIP
ViT

Pretraining

XDBERT

Figure 2: In our experimental setting, the transformers go through three phases of the training processes from left
to right. The pretraining phase pretrains BERT and CLIP-T, both of which are then used in the adaptation phase
and concatenated with a cross-modal encoder. Finetuning is performed on the language encoder only (XDBERT);
in this case, a positive CoLA example is being processed to determine its linguistic acceptability. ViT stands for
Vision Transformer (Dosovitskiy et al., 2021), and the input id 103 is the [MASK] token in BERT.

2.3 Adaptation

We define three adapting tasks that can be learned
in a self-supervised manner, which is visualized in
Figure 2. In these tasks, BERT and CLIP-T takes
sentences A and B respectively as input, and losses
are calculated from both BERT output and CLIP-T
output. Our adapting tasks closely follow BERT
text pretraining strategies to retain linguistic com-
petence. Unlike pretraining, the adaptation is com-
putationally inexpensive, as we found that training
1 epoch on wiki103 was already effective. Further
training details can be found in Appendix C.

2.3.1 Joint Masked Language Modeling
(MLM)

The MLM objective teaches the model to recon-
struct masked tokens. The masked ratio and
masked token replacement probabilities follow De-
vlin et al. (2019). Since there is no equivalent of a
[MASK] token in CLIP, we leave the sentence as
is.

2.3.2 Same sentence prediction (MATCH)

The Image-Text Matching (ITM) objective is
widely used in multimodal learning (Tan and
Bansal, 2020; Radford et al., 2021). We modify
this objective to same sentence prediction as both
streams of our model takes text as input. When
choosing the input sentences for BERT and CLIP-
T, we make the inputs nonidentical 50% of the
time. A binary classifier over [CLS] differentiates
between the two cases. This motivates the [CLS]
output to encode sentence related information, and
trains the cross-attention weights.

Cross-modality encoder layer
Single-modality encoder layer

Cross-
attention

Self-
attention

Feed-
Forward

Q,K,VK,V

Q

Figure 3: Single-modality encoder layer (blue) and
cross-modal encoder layer (green)

2.3.3 CLIP Token Classification
This is the MLM objective done on the CLIP-T
side of the full model, omitting the masking part
because CLIP has no mask token. Same as MLM,
15% of the tokens are randomly selected for recon-
struction. We address concerns on trivial solutions
learned by the model in Section 5 and 9 in the
appendix.

2.4 Finetuning

Finetuning follows the methods described in De-
vlin et al. (2019), and is applied to the language
encoder only (XDBERT), therefore the number of
parameters are kept equal to pretrained-BERT.

3 Experimental Results

We evaluated our model on three NLU benchmarks,
namely GLUE, SWAG and READ. We tested our
adaptation strategy on three different language en-
coders coupled with CLIP-T, including BERT-base,
ELECTRA-base, and ELECTRA-large. We fix the
finetuning parameters between models where com-
parison is intended, and select the median result of
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RTE MPRC STSB CoLA SST2 QNLI QQP MNLI SWAG READ↓
CLIP-T 51.62 76.20 22.07 25.41 – – – – – –
BERT-b 66.43 87.38 88.64 56.52 92.46 90.92 89.51 84.35 81.0 –

XDBERT-b 69.31 88.02 89.32 57.55 92.78 91.52 89.57 84.75 81.35 –
ELECTRA-b 78.70 89.49 90.77 66.09 94.5 92.69 90.29 88.23 88.60 –

XDELECTRA-b 80.51 90.55 91.04 66.76 95.20 93.03 90.4 88.75 88.73 –
ELECTRA-l 86.64 91.53 91.88 69.27 96.90 94.78 91.34 90.99 92.46 0.685

XDELECTRA-l 87.73 92.12 91.97 70.98 97.36 94.93 91.29 91.02 92.59 0.635

Table 1: NLU task results on the test set (READ) and the dev set (GLUE,SWAG). The results are the median value
of 5 runs using different random seeds (9 runs on RTE). BERT-b is the BERT-base-uncased model from Devlin et al.
(2019), while XDBERT-b is the proposed models shown in the right part of Figure 2. ELECTRA-b and ELECTRA-l
refer to the ELECTRA-base model and the ELECTRA-large model from Clark et al. (2020) respectively. READ
(readability benchmark) uses RMSE loss as the evaluation metric.

multiple runs. Details of finetuning are provided in
Appendix C.

Table 1 shows experimental results. Each of our
XD-model constantly outperforms the original en-
coder (For fair comparison, we train the original
encoder with one more epoch of wiki103). We
found that performance gains are more significant
on smaller datasets (RTE, MRPC, STSB, CoLA),
indicating that visual features help increase general-
ization when the amount of training data is limited.
The gains are also significant on the readability
benchmark (READ).

We show that the results of finetuning CLIP-
T alone on GLUE does not perform well. Since
the language capability of the CLIP-T model is
weak, the distilled information obtained by XD-
BERT/XDELECTRA is predominantly visual.

It is also possible to finetune the entire cross-
modal transformer after adaptation. The perfor-
mance further increases but the model has more
parameters. The results are in Appendix C.3.

4 Analysis

To justify the use of a cross-modal encoder, we first
conducted a pairwise projection weighted canoni-
cal correlation analysis (PWCCA) on word embed-
dings. The PWCCA is a good measure to determine
how close the distributions of two vector groups
are to each other. The PWCCA results in Table 2
show low scores on both BERT/CLIP and ELEC-
TRA/CLIP before co-training, so the cross-modal
encoder is useful in learning from both distribu-
tions.

We inspect RTE, MRPC, and CoLA results
of 5 runs in detail to show that the improve-
ments are likely from visual information of CLIP-
T. Over the 5 runs, XDBERT-b has accumulated
+38 more correct classifications than BERT-b, or
+2.74%(38/5/277) gain in performance. MPRC

Systems PWCCA
BERT/ELECTRA 0.5498

BERT/CLIP 0.4980
ELECTRA/CLIP 0.4645
BERT/RANDOM 0.3569

Table 2: PWCCA results for different combinations
of systems. RANDOM denotes embeddings generated
from a uniform distribution.

RTE MRPC CoLA

0.0
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Figure 4: Characteristic analysis of RTE, MRPC, and
CoLA entries categorized by performance difference be-
tween XDBERT-b and BERT-b. The Green plus symbol
denotes the mean value. The visually grounded ratio
estimation follows Tan and Bansal (2020).

and CoLA show +0.3% and +0.9% gains in accu-
racy respectively, and translates to a larger gain
in performance with their original metric (MRPC
F1: +0.83%, CoLA Corr: +2.2%). We then sepa-
rate each of the glue datasets entries into two cat-
egories: entries that XDBERT-b improves classi-
fication over BERT-b, and entries of the opposite.
Entries where both models obtain the same per-
formance are set aside. Analyzing the separated
entries as a whole, we discovered that the better-
performing entries have a larger visually grounded
ratio (Figure 4), as the quartile, median and mean
values are generally higher for improved samples.
The enhancement of visually grounded token rep-
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RTE MPRC STSB CoLA
MLM+MATCH+CLIPTC(proposed) 69.31 88.02 89.32 56.27

MLM+MATCH 70.04 86.93 88.8 54.62
MLM 68.23 87.25 89.29 54.78

1 cross attention layer 66.79 87.66 89.32 53.62
2 Epochs (2x) 69.31 88.04 89.31 55.91

20 Epochs (20x) 57.4 87.74 - -
wiki(14G), same steps as above 65.3 87.78 89.1 -

Table 3: Ablation study results. The results are the median value of 5 runs using a learning rate of 1e-4 on
XDBERT-b. The CoLA learning rate differs from that in the main paper.

resentations is a rough indicator that XDBERT has
obtained distilled visual information from CLIP-
T. We show examples of each category in Ap-
pendix D.

5 Ablation study

We tried various combinations of adaptation tasks
and found out that using all three yielded the best
results. We also tried to reduce the number of
cross-modal encoder layers to one; however, no
further improvements were made upon the visually
grounded language encoder. Other experiments
include changing the number of layers in the cross-
modal encoder, training for longer, and swapping
to a much larger wiki (14G). Swapping to wiki
reduces potential overfitting from the 20 Epochs
setting trained on wiki103, as training for the same
amount of steps on wiki is less than 1 epoch. We
tested these changes on RTE, MPRC, STSB, and
CoLA on 5 random seeds, and the results are shown
in Table 3, where MLM refers to the joint MLM
objective, MATCH refers to the cross-modal match-
ing objective, and CLIPTC refers to the CLIP token
classification objective.

Besides experimental evidence, we also jus-
tify the CLIPTC loss via further analysis, as the
CLIPTC objective can theoretically be trivially
solved by identity mapping. Despite this possi-
bility, we find that the loss is crucial to cross at-
tention learning. Since we do not impose negative
hard samples from sampled sentences, the MATCH
objective can be solved sufficiently simply by guid-
ing the cross attention to focus on common trivial
words. With the CLIPTC objective, the diversity
of the input embeddings corresponding to different
tokens must be retained in the cross-modal encoder,
leading to more robust cross-modal attention. We
show comparisons of the attention maps generated
from the cross-modal encoders with a random se-

quence from RTE in Table 9 in the Appendix to
verify this claim.

6 Conclusion

In this study, we explored using cross-modal en-
coders to distill visual information to BERT. We
adapted the model with multiple objectives, and
we were able to achieve improved performance on
NLU tasks. Our adaptation techniques are compu-
tationally inexpensive and straightforward. Further-
more, our method is language encoder agnostic, as
we show similar performance gains on XDELEC-
TRA.
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BERT-b BERT-l CLIP
dim 768 1024 512

max_len 512 512 77
#layers 12 24 12

Table 4: BERT and CLIP configurations. ELECTRA
has a structure identical to that of BERT. The tokenizers
of BERT and CLIP are also different.

B Modeling sequences on CLIP

While BERT and CLIP have similar forwarding
mechanisms, the specifications of the transformer
architecture are different, resulting in challenges to
jointly model both models (Table 4).

Mismatching dimensions pose a problem in
cross-attention. We use a linear transformation
to generate Q, K, and V of matching dimensions,
but clarify that this linear transformation layer ex-
ists in the original LXMERT setting where hidden
representations have unified dimensions.

We modify the input to address the mismatched
max_len of the two systems. In the joint MLM, we
used a fixed sequence length of 512 for the BERT.
However, the same cannot be done for CLIP as the
maxmum model sequence length is 77 for CLIP.
We found that most BERT sequences (>99%) of
length 512 encode into CLIP sequences of length
less than 693, so we pad the CLIP sequence to
length 693, and then split the CLIP sequence into 9
sub-sequences of length 77. Therefore, a batch of
inputs will contain BERT inputs of size (batch_size,
512) and CLIP inputs of size (batch_size, 9, 77).
The output was resized to (batch_size, 693) in the
cross-modal encoder. The issue is also present in
the finetuning phase, and the maximum sequence
length of GLUE and SWAG is 128; therefore we
used 2 blocks of CLIP sub-sequences to model it.
For bi-sequence classification tasks such as RTE
and MRPC, we ensure that separate sentences do
not use the same block in the CLIP encoder. There-
fore, uni-sequence classification tasks will have a
CLIP input size of (batch_size, 2, 77) and the bi-
sequence classification task will have a CLIP input
size of (batch_size, 4, 77).

C Further Training Details

C.1 Adaptation
We use publicly available wiki103 and preprocess-
ing methods similar to Tan and Bansal (2020) 3.
Wiki103 (500MB) is a subset of the Wikipedia cor-
pus consisting of only good and featured articles.
The adaptation of 1 epoch on wiki103 finished in
35 minutes on 8 V100s (BERT-base). We trained
for at most 20 epochs( 16k steps) and found that fur-
ther adaptation steps did not increase scores in early
epochs, and significantly decreased performance
in late epochs. We used the following parameters
for adaptation : learning rate = 1e-4, max_epoch =
40 (although we stopped early due to plummeting
performance), warmup ratio = 0.05

C.2 Finetuning
The learning rates are listed in Table 5.

base-sized large-sized
RTE,MRPC,STSB 1e-4 5e-5

others 2e-5 1e-5

Table 5: Finetuning configurations for NLU tasks. The
full model uses the same learning rate as its language
encoder

We used a warmup ratio of 0.1, with a learn-
ing rate decay of 0.9, and trained the model for 3
epochs. We report the median results of 5 runs on
different random seeds, except for RTE, which is
unstable; therefore, we report the median results of
9 runs instead. The reproduce results of ELECTRA
on RTE and STSB are lower than values reported
by Clark et al. (2020) because we did not start from
an MNLI checkpoint.

C.3 Finetuning with Full Model
Since our cross-modal transformer itself is can also
be viewed as a language encoder, finetuning can
be done on the full model. This approach, how-
ever, adds extra parameters to pretrained-BERT,
so comparison with pretrained-BERT is not in-
tended, instead, we focus on showing the feasi-
bility of this approach. The number of additional
parameters is only a function of the hidden size in
BERT/ELECTRA, so when the language encoder
is large, the ratio of additional parameters is much
more insignificant. To simplify notations, we use X-
(language encoder) to represent the full model. The

3https://github.com/airsplay/
vokenization
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number of parameters of the full model is shown
in Table 6 and the results on NLU tasks are shown
in Table 8.

model parameters
BERT-b / ELECTRA-b 109482240

XBERT-b / XELECTRA-b 202059009
ELECTRA-l 334092288

XELECTRA-l 442671617

Table 6: Number of paramters for each model.

D RTE Examples

We provide three RTE example of each type in
Figure4, and we choose extreme examples where
performance difference is huge over 5 runs for
both "Improved" and "Worsened" categories. We
follow Tan and Bansal (2020) to classify tokens
as visually-grounded if it is not a stopword and
has more than 100 occurrences in MSCOCO. In
the following examples, Bold words are visually-
grounded, while normal words are non-visually-
grounded. Words in brackets are stopwords and
does not count towards either category.

D.1 Improved : XDBERT outperforms BERT
Example1 :
Visually-grounded ratio : 11/(11+16) = 0.4074
BERT answered correctly : 0/5
XDBERT answered correctly : 5/5

hands across (the) divide (was) formed (in)
march 2001 (,) (and) one (of) (its) immediate
aims (was) (to) press (for) (more) freedom
(of) contact (and) communication right away
(between) (the) two parts (of) cyprus (,) (and)
(for) early progress towards (a) solution (to)
(’) (the) cyprus problem (’) (.)

cyprus (was) divided (into) two parts (in)
march 2001 (.)

Example2 :
Visually-grounded ratio : 4/(10+4) = 0.2857
BERT answered correctly : 0/5
XDBERT answered correctly : 5/5

(it) (is) hoped (that) women (,) (who) consti-
tute (more) (than) half (of) (the) population
(,) (will) vote (for) (other) women (and) en-
sure (that) (their) issues (are) represented (in)
parliament (.)

women (are) poorly represented (in) parlia-

ment (.)

Example3 :
Visually-grounded ratio : 13/(13+17) = 0.4333
BERT answered correctly : 0/5
XDBERT answered correctly : 5/5

ho ##dler claimed (there) (were) also irregu-
larities (in) (the) campaigns organized (by)
atlanta (for) (the) 1996 summer games (,) syd-
ney (for) (the) summer olympics (in) 2000
(and) salt lake city (for) (the) 2002 winter
games (.)

(before) salt lake city (,) winter olympic
games took place (in) naga ##no (.)

D.2 On Par : XDBERT and BERT perform
equally

Example1 :
Visually-grounded ratio : 6/(6+32) = 0.1375
BERT answered correctly : 0/5
XDBERT answered correctly : 0/5

(on) october 1 2001 (,) eu (and) (other) coun-
tries introduced (the) option (for) domestic
animal owners (to) apply (for) pet passports
(under) (the) pets travel scheme (() pets (for)
short ()) (,) (for) pets returning (from) abroad
(to) (the) united kingdom (.) (this) replaced
(the) old system(of) 6 months compulsory qu
##aran ##tine (for) (all) domestic pets (.)

(in) 2001 (,) (the) eu introduced (a) pass-
port(for) pets (.)

Example2 :
Visually-grounded ratio : 5/(5+16) = 0.2381
BERT answered correctly : 5/5
XDBERT answered correctly : 5/5

security forces (were) (on) high alert (after)
(an) election campaign (in) (which) (more)
(than) 1 (,) 000 people (,) including seven
election candidates (,) (have) (been) killed (.)

security forces (were) (on) high alert (after)
(a) campaign marred (by) violence (.)

Example3 :
Visually-grounded ratio : 8/(8+16) = 0.3333
BERT answered correctly : 5/5
XDBERT answered correctly : 5/5

(in) 1979 (,) (the) leaders signed (the) egypt
(-) israel peace treaty (on) (the) white house
lawn (.) (both) president begin (and) sad ##at
received (the) nobel peace prize (for) (their)
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work (.) (the) two nations (have) enjoyed
peaceful relations (to) (this) day (.)

(the) israel (-) egypt peace agreement (was)
signed (in) 1979 (.)

D.3 Worsened : XDBERT underperforms
BERT

Example1 :
Visually-grounded ratio : 11/(11+29) = 0.2750
BERT answered correctly : 5/5
XDBERT answered correctly : 0/5

jean (-) claude tri ##chet (,) (the) european
central bank president (,) made (it) clear (,)
(on) wednesday (,) (that) (he) would oppose
un ##war ##rant ##ed political attempts (to)
remove antonio fa ##zio (:) (the) bank (of)
italy governor (,) engulfed (in) controversy
(over) (his) handling (of) bank takeover bids
(.)

antonio fa ##zio (is) subordinate (to) jean
(-) claude tri ##chet (.)

Example2 :
Visually-grounded ratio : 11/(11+29) = 0.4167
BERT answered correctly : 5/5
XDBERT answered correctly : 0/5

(about) half (were) along (a) 20 (-) mile
stretch (of) santa monica bay (from) top anga
canyon boulevard (to) (the) palo s verde s
peninsula (.)

(the) coastline (of) santa monica bay (is)
50 miles long (.)

Example3 :
Visually-grounded ratio : 32/(32+55) = 0.3678
BERT answered correctly : 5/5
XDBERT answered correctly : 0/5

cairo (is) (now) home (to) (some) 15 mil-
lion people (-) (a) bu ##rgeon ##ing popula-
tion (that) produces approximately 10 (,) 000
tonnes (of) rubbish per day (,) putting (an)
enormous strain (on) public services (.) (in)
(the) past 10 years (,) (the) government (has)
tried hard (to) encourage private investment
(in) (the) refuse sector (,) (but) (some) estimate
4 (,) 000 tonnes (of) waste (is) left behind ev-
ery day (,) fest ##ering (in) (the) heat (as) (it)
waits (for) someone (to) clear (it) (up) (.) (it)
(is) often (the) people (in) (the) poor ##est
neighbourhoods (that) (are) worst affected (.)
(but) (in) (some) areas (they) (are) fighting

back (.) (in) shu ##bra (,) one (of) (the) north-
ern districts (of) (the) city (,) (the) residents
(have) taken (to) (the) streets armed (with)
dust ##pan ##s (and) brushes (to) clean (up)
public areas (which) (have) (been) used (as)
public dump ##s (.)

15 million tonnes (of) rubbish (are) pro-
duced daily (in) cairo (.)
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Diff. to BERT weight SST-2 QNLI QQP MNLI
VL-BERT 6.4e-3 90.1 89.5 88.6 82.9

VisualBERT 6.5e-3 90.3 88.9 88.4 82.4
Oscar 41.6e-3 87.3 50.5 86.6 77.3

LXMERT 42.0e-3 82.4 50.5 79.8 31.8
BERT/ViLBERT – 90.3 89.6 88.4 82.4

Table 7: Results of using Visual-Text Transformers on Natural Language Understanding reported by Tan and Bansal
(2020). ViLBERT is identical to BERT because its weights are frozen during multimodal finetuning.

RTE MPRC STSB CoLA SST2 QNLI QQP MNLI SWAG READ↓
XBERT-b 69.31 88.46 89.59 59.05 92.89 91.47 89.37 84.62 81.34 –

XELECTRA-b 79.78 91.06 91.46 66.8 95.06 93.04 90.62 88.97 88.91 –
XELECTRA-l 88.45 92.33 92.04 70.51 97.36 94.97 91.4 91.03 92.83 0.565

Table 8: NLU task results using the full model.
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MLM+MATCH+VC MLM+MATCH
Cross-Encoder, Layer1, Head0 Cross-Encoder, Layer1, Head0

0 54
CLIP-T

50

0

BE
RT

0.017 0.018 0.019 0.020

0 54
CLIP-T

50

0

BE
RT

0.0150 0.0175 0.0200 0.0225

Cross-Encoder, Layer2, Head0 Cross-Encoder, Layer2, Head0

0 54
CLIP-T

50

0

BE
RT

0.01 0.02 0.03 0.04

0 54
CLIP-T

50

0

BE
RT

0.02 0.04 0.06

Table 9: Attention map of the cross-attention layers.different experiments. Left: Trained with visual classification
loss, Right : Trained without visual classification loss. When trained with VC loss, the different tokens of BERT
attends to the different tokens of CLIP-T more diversely.
BERT sequence : [’[CLS]’, ’scientists’, ’had’, ’observed’, ’that’, ’mice’, ’with’, ’a’, ’defective’, ’k’, ’##lot’, ’##ho’,
’gene’, ’aged’,’prematurely’, ’and’, ’wondered’, ’if’, ’an’, ’enhanced’, ’gene’, ’would’, ’have’, ’an’, ’opposite’,
’effect’, ’.’, ’[SEP]’, ’scientists’, ’have’, ’discovered’, ’a’, ’gene’, ’that’, ’produces’, ’a’, ’hormone’, ’that’, ’raises’,
’the’, ’life’, ’expect’, ’##ancy’, ’in’, ’mice’, ’by’, ’30’, ’percent’, ’.’, ’[SEP]’]
CLIP-T sequence : [’<|startoftext|>’, ’scientists’, ’had’, ’observed’, ’that’, ’mice’, ’with’, ’a’, ’defe’, ’ctive’,
’klo’, ’tho’, ’gene’, ’aged’, ’pre’, ’matu’, ’rely’, ’and’, ’wondered’, ’if’, ’an’, ’enhanced’, ’gene’, ’would’, ’have’,
’an’, ’opposite’, ’effect’, ’.’, ’<|endoftext|>’,’<|startoftext|>’, ’scientists’, ’have’, ’discovered’, ’a’, ’gene’, ’that’,
’produces’, ’a’, ’hormone’, ’that’, ’raises’, ’the’, ’life’, ’expect’, ’ancy’, ’in’, ’mice’, ’by’, ’3’, ’0’, ’percent’, ’.’,
’<|endoftext|>’]
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Abstract

Omission and addition of content is a typi-
cal issue in neural machine translation. We
propose a method for detecting such phenom-
ena with off-the-shelf translation models. Us-
ing contrastive conditioning, we compare the
likelihood of a full sequence under a transla-
tion model to the likelihood of its parts, given
the corresponding source or target sequence.
This allows to pinpoint superfluous words in
the translation and untranslated words in the
source even in the absence of a reference trans-
lation. The accuracy of our method is com-
parable to a supervised method that requires a
custom quality estimation model.

1 Introduction

Neural machine translation (NMT) is susceptible to
coverage errors such as the addition of superfluous
target words or the omission of important source
content. Previous approaches to detecting such
errors make use of reference translations (Yang
et al., 2018) or employ a separate quality estima-
tion (QE) model trained on synthetic data for a
language pair (Tuan et al., 2021; Zhou et al., 2021).

In this paper, we propose a reference-free al-
gorithm based on hypothetical reasoning. Our
premise is that a translation has optimal coverage if
it uses as little information as possible and as much
information as necessary to convey the source se-
quence. Therefore, an addition error means that the
source would be better conveyed by a translation
containing less information. Conversely, an omis-
sion error means that the translation would be more
adequate for a less informative source sequence.

Adapting our contrastive conditioning ap-
proach (Vamvas and Sennrich, 2021), we use prob-
ability scores of NMT models to approximate this
concept of coverage. We create parse trees for both
the source sequence and the translation, and treat
their constituents as units of information. Omis-
sion errors are detected by systematically deleting

constituents from the source and by estimating the
probability of the translation conditioned on such a
partial source sequence. If the probability score is
higher than when the translation is conditioned on
the full source, the deleted constituent might have
no counterpart in the translation (Figure 1). We
apply the same principle to the detection of addi-
tion errors by swapping the source and the target
sequence.

When comparing the detected errors to human
annotations of coverage errors on the segment
level (Freitag et al., 2021), our approach surpasses
a supervised QE baseline that was trained on a large
number of synthetic coverage errors. Human raters
find that word-level precision is higher for omis-
sions than additions, with 39% of predicted error
spans being precise for English–German transla-
tions, and 20% for Chinese–English. False positive
predictions can occur especially in cases where the
translation has different syntax than the source. We
believe our algorithm could be a useful aid when-
ever humans remain in the loop, for example in a
post-editing workflow.

We release the code and data to reproduce our
findings, including a large-scale dataset of syn-
thetic coverage errors in English–German and Chi-
nese–English machine translations.1

2 Related Work

Coverage errors in NMT Addition and omis-
sion of target words have been observed by human
evaluation studies in various languages, with omis-
sion as the more frequent error type (Castilho et al.,
2017; Zheng et al., 2018). They are included as
typical translation issues in the Multidimensional
Quality Metrics (MQM) framework (Lommel et al.,
2014). Addition is defined as an accuracy issue
where the target text includes text not present in
the source, and omission is defined as an accuracy

1https://github.com/ZurichNLP/
coverage-contrastive-conditioning
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Please exit the plane after landing

4    Infer error spans 

Please exit the plane  after landing  .

3    Score conditioned on partial sequences

Score(Y | Please exit the plane after landing.) = 0.34 

Score(Y | Please exit the plane after landing.) = 0.14

Score(Y | Please exit the plane after landing.) = 0.20

Score(Y | Please exit the plane after landing.) = 0.72

1    Translate

X = Please exit the plane after landing.

Y = Bitte verlassen Sie das Flugzeug.

2    Extract constituents

Figure 1: Example of how an omission error is detected. German translation Y leaves after landing erroneously
untranslated (Step 1). Potential error spans are derived from a parse tree (Step 2). An NMT model such as
mBART50 assigns a higher probability score to Y conditioned on the source with after landing deleted than to Y
conditioned on the full source (Step 3). This indicates that there is an omission error (Step 4).

issue where content is missing from the translation
but is present in the source.2

Freitag et al. (2021) used MQM to manually
re-annotate English–German and Chinese–English
machine translations submitted to the WMT 2020
news translation task (Barrault et al., 2020). Their
findings confirm that state-of-the-art NMT systems
still erroneously add and omit target words, and that
omission occurs more often than addition. Simi-
lar patterns can be found in English–French ma-
chine translations that have been annotated with
fine-grained MQM labels for the document-level
QE shared task (Specia et al., 2018; Fonseca et al.,
2019; Specia et al., 2020).

Detecting and reducing coverage errors While
reference-based approaches include measuring the
n-gram overlap to the reference (Yang et al., 2018)
and analyzing word alignment to the source (Kong
et al., 2019), this work focuses on the reference-free
detection of coverage errors.

Previous work has employed custom QE models
trained on labeled parallel data. For example, Zhou
et al. (2021) insert synthetic hallucinations and
train a Transformer to predict the inserted spans.
Similarly, Tuan et al. (2021) train a QE model on
synthetically noisy translations. In this paper, we
propose a method that is based on off-the-shelf
NMT models only.

Other related work has focused on improving
coverage during decoding or training, for example
via attention (Tu et al., 2016; Wu et al., 2016; Li
et al., 2018; among others). More recently, Yang
et al. (2019) found that contrastive fine-tuning on

2The terms overtranslation and undertranslation have been
used in the literature as well. MQM reserves these terms for
errors where the translation is too specific or too unspecific.

references with synthetic omissions reduces cover-
age errors produced by an NMT system.

3 Approach

Contrastive Conditioning Properties of a trans-
lation can be inferred by estimating its probability
conditioned on contrastive source sequences (Vam-
vas and Sennrich, 2021). For example, if a certain
translation is more probable under an NMT model
when conditioned on a counterfactual source se-
quence, the translation might be inadequate.

Application to Omission Errors Figure 1 illus-
trates how contrastive conditioning can be directly
applied to the detection of omission errors. We con-
struct partial source sequences by systematically
deleting constituents from the source. If the prob-
ability score of the translation (average token log-
probability) is higher when conditioned on such a
partial source, the deleted constituent is taken to be
missing from the translation.

To compute the probability score for a transla-
tion Y given a source sequence X , we sum up the
log-probabilities for every target token and normal-
ize the sum by the number of target tokens:

score(Y |X) =
1

|Y |

|Y |∑
i=0

log pθ(yi|X, y<i)

Application to Addition Errors We apply the
same method to addition detection, but swap the
source and target languages. Namely, we use an
NMT model for the reverse translation direction,
and we score the source sequence conditioned on
the full translation and a set of partial translations.3

3Another possibility would be to leave the translation di-
rection unreversed and to score the partial translations con-
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Potential Error Spans In its most basic form,
our algorithm does not require any linguistic re-
sources apart from tokenization. For a source sen-
tence of n tokens one could create n partial source
sequences with the ith token deleted. However,
such an approach would rely on a radical assump-
tion of compositionality, treating all tokens as inde-
pendent constituents.

We thus propose to extract potential error
spans from parse trees, specifically from depen-
dency trees predicted by Universal Dependency
parsers (de Marneffe et al., 2021), which are widely
available. This allows (a) to skip function words
and (b) to include a reasonable number of multi-
word spans in the set of potential error spans. For-
mally, we consider word spans that satisfy the fol-
lowing conditions:

1. A potential error span is a complete subtree
of the dependency tree.

2. It covers a contiguous subsequence.
3. It contains a part of speech of interest.

For every potential error span, we create a partial
sequence by deleting the span from the original
sequence. This is still a simplified notion of con-
stituency, since some partial sequences will be un-
grammatical. Our assumption is that NMT models
can produce reliable probability estimates despite
the ungrammatical input.

4 Experimental Setup

In this section we describe the data and tools that
we use to implement and evaluate our approach.

Scoring model We use mBART50 (Tang et al.,
2021), which is a sequence-to-sequence Trans-
former pre-trained on monolingual corpora in many
languages using the BART objective (Lewis et al.,
2020; Liu et al., 2020) that was fine-tuned on
English-centric multilingual MT in 50 languages.
Sequence-level probability scores are computed by
averaging the log-probabilities of all target tokens.
We use the one-to-many mBART50 model if En-
glish is the source language, and the many-to-one
model if English is the target language.

Error spans We use Stanza (Qi et al., 2020) for
dependency parsing, a neural pipeline for various
languages trained on data from Universal Depen-
dencies (de Marneffe et al., 2021). We make use
of universal part-of-speech tags (UPOS) to define

ditioned on the source. However, the scores might be con-
founded by a lack of fluency in the partial translations.

Original source

Partial source

Full translation

Partial translation
translate

Delete random
constituents

Check addition
property

translate

Figure 2: Process designed for creating machine trans-
lations with synthetic coverage errors. The full transla-
tion contains an addition error with regard to the partial
source, and the partial translation contains an omission
error with regard to the original source sequence.

parts of speech that might constitute potential error
spans. Specifically, we treat common nouns, proper
nouns, main verbs, adjectives, numerals, adverbs,
and interjections as relevant parts of speech.

Gold Standard Data We use state-of-the-art En-
glish–German and Chinese–English machine trans-
lations for evaluation, which have been annotated
by Freitag et al. (2021) with translation errors.4 We
set aside translations by the system Online-B as
a development set, and use the other systems as
a test set, excluding translations by humans. The
development set was used to identify the typical
parts-of-speech of coverage error spans, listed in
the paragraph above.

Synthetic Data We also create synthetic cover-
age errors, which we use for training a supervised
baseline QE system. We propose a data creation
process that is inspired by previous work (Yang
et al., 2019; Zhou et al., 2021; Tuan et al., 2021)
but is defined such that it works for both additions
and omissions, and produces fluent translations.

Figure 2 illustrates the process. We start from
the original source sentences and create partial
sources by deleting randomly selected constituents.
Specifically, we delete each constituent with a prob-
ability of 15%. We then machine-translate both the
original and the partial sources, yielding full and
partial machine translations. We retain only sam-
ples where the full machine translation is different
from the partial one, and can be constructed by
addition.

This allows us to treat the full translations as
overtranslations of the partial sources, and the
added words as addition errors. Conversely, the
partial translations are treated as undertranslations
of the original sources. Negative examples are cre-

4https://github.com/google/
wmt-mqm-human-evaluation
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Approach Detection of additions Detection of omissions
Precision Recall F1 Precision Recall F1

EN–DE
Supervised baseline 6.9±1.9 2.9±0.9 4.0±1.3 40.3±5.2 6.1±0.1 10.6±0.2
Our approach 4.0 15.0 6.3 22.3 18.8 20.4

ZH–EN
Supervised baseline 4.3±0.6 4.7±0.7 4.5±0.6 49.6±0.6 9.4±1.0 15.9±1.4
Our approach 1.7 40.6 3.4 25.8 62.0 36.5

Table 1: Segment-level comparison of coverage error detection methods on the gold dataset by Freitag et al. (2021).
We average over three baseline models trained with different random seeds, reporting the standard deviation.

ated by pairing the original sources with the full
translations, and the partial sources with the partial
translations.5

Our synthetic data are based on monolingual
news text released for WMT.6 To train the baseline
system, we use 80k unique source segments per
language pair. Statistics are reported in Table A3.

Supervised baseline system Following the ap-
proach outlined by Moura et al. (2020), we use
the OpenKiwi framework (Kepler et al., 2019) to
train a separate Predictor-Estimator model (Kim
et al., 2017) per language pair, based on XLM-
RoBERTa (Conneau et al., 2020). The supervised
task can be described as token-level binary classi-
fication. Every token is classified as either OK or
BAD, similar to the word-level labels used for the
QE shared tasks (Specia et al., 2020). A source
token is BAD if it is omitted in the translation, and
a token in the translation is BAD if it is part of an
addition error. For English and German, we use the
Moses tokenizer (Koehn et al., 2007) to separate
the text into labeled tokens; for Chinese we label
the text on the character level.

Where suitable, we use the default settings of
OpenKiwi. We fine-tune the large version of XLM-
RoBERTa, which results in a model of similar pa-
rameter count as the mBART50 model we use for
contrastive conditioning. We train for 10 epochs
with a batch size of 32, with early stopping on the
validation set. For token classification we train
two linear layers, separately for source and target
language (which corresponds to omissions and ad-
ditions, respectively). We use AdamW (Loshchilov
and Hutter, 2019) with a learning rate of 1e-5, freez-
ing the pretrained encoder for the first 1000 steps.

5 Note that the synthetic dataset does not contain transla-
tions with both an addition and an omission error, which is a
limitation. Still, we expect that a system trained on the dataset
will be able to generalize to such examples, especially if two
separate classifiers are used for additions and omissions.

6http://data.statmt.org/news-crawl/

5 Evaluation

5.1 Segment-Level Comparison to Gold Data

The accuracy of our approach can be estimated
based on the human ratings by Freitag et al. (2021).

Evaluation Design We use the MQM error types
Accuracy/Addition and Accuracy/Omission, and ig-
nore other types such as Accuracy/Mistranslation.
We count a prediction as correct if any one of the
human raters has marked the same error type any-
where in the segment.7 We exclude segments from
the evaluation that might have been incompletely
annotated (because raters stopped after marking
five errors). For ease of implementation, we also ex-
clude segments that consist of multiple sentences.

Results The results of the gold-standard compar-
ison are shown in Table 1. Our approach clearly
surpasses the baseline in the detection of omis-
sion errors in both language pairs. However, both
approaches recognize addition errors with low ac-
curacy, and especially the supervised baseline has
low recall. Considering its high performance on
a synthetic test set (Table A1 in the Appendix), it
seems that the model does not generalize well to
real-world coverage errors, highlighting the chal-
lenges of training a supervised QE model on purely
synthetic data.

5.2 Human Evaluation of Precision

We perform an additional word-level human eval-
uation to analyze the predictions obtained via our
approach in more detail. Our human raters were
presented segments that had been marked as true
or false positives in the above evaluation, allowing
us to quantify word-level precision.

7We perform a segment-level evaluation and do not quan-
tify word-level accuracy in this section since the dataset does
not contain consistently annotated spans for coverage errors.
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EN–DE ZH–EN

Target
Addition errors 2.3 1.2
Any errors 7.4 12.0

Source
Omission errors 36.3 13.8
Any errors 39.4 19.5

Table 2: Human evaluation: word-level precision of the
spans that were highlighted by our approach.

Evaluation Design We employed two linguistic
experts per language pair as raters.8 Each rater
was shown around 700 randomly sampled positive
predictions across both types of coverage errors.

Raters were shown the source sequence, the
machine translation, and the predicted error span.
They were asked whether the highlighted span was
indeed translated badly, and were asked to perform
a fine-grained analysis based on a list of predefined
answer options (Figures 3 and 4 in the Appendix).

A part of the samples were annotated by both
raters. The agreement was moderate for the
main question, with a Cohen’s kappa of 0.54 for
English–German and 0.45 for Chinese–English.
Agreement on the more subjective follow-up ques-
tion was lower (0.32 / 0.13).

Results The fine-grained answers allow us to
quantify the word-level precision of the spans high-
lighted by our approach, both with respect to cover-
age errors in particular and to translation errors in
general (Table 2). Precision is higher than expected
when detecting omission errors in English–German
translations, but is still low for additions. The dis-
tribution of the detailed answers (Figures 3 and 4 in
the Appendix) suggests that syntactical differences
between the source and target language contribute
to the false positives regarding additions. Example
predictions are provided in Appendix F, which in-
clude cases where all three raters of Freitag et al.
(2021) had overlooked the coverage error.

Finally, Table 2 shows that many of the predicted
error spans are in fact translation errors, but not cov-
erage errors in a narrow sense. For example, more
than 10% of the spans marked in Chinese–English
translations were classified by our raters as a differ-
ent type of accuracy error, such as mistranslation.

8Raters were paid ca. USD 30 per hour.

6 Limitations and Future Work

We hope that the automatic detection of cover-
age errors could be an aid to translators and post-
editors, given that manually detecting such errors is
tedious. Our results on omissions are encouraging,
and user studies are recommended in order to vali-
date the usefulness of the predictions to practition-
ers. Further work needs to be done to improve the
detection of additions, of which the real-world data
contain few examples. Higher accuracy would be
necessary for word-level QE to be helpful (Shenoy
et al., 2021), and so with regard to detecting addi-
tion errors, the practical utility of both the baseline
and of our approach remains limited.

Inference time should also be discussed. In Ap-
pendix C we perform a comparison, finding that on
a long sentence pair contrastive conditioning can
take up to ten times longer than a forward pass of
the baseline. However, this is still a fraction of the
time needed for generating a translation in the first
place. In addition, restricting the potential error
spans that are considered could further improve
efficiency.

7 Conclusion

We have proposed a reference-free method to au-
tomatically detect coverage errors in translations.
Derived from contrastive conditioning, our method
relies on hypothetical reasoning over the likelihood
of partial sequences. Since any off-the-shelf NMT
model can be used to estimate conditional likeli-
hood, no access to the original translation system
or to a quality estimation model is needed. Evalu-
ation on real machine translations shows that our
approach outperforms a supervised baseline in the
detection of omissions. Future work could address
the low precision on addition errors, which are rel-
atively rare in the datasets we used for evaluation.
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A Annotator Guidelines

You will be shown a series of source sentences
and translations. One or several spans in the text
are highlighted and it is claimed that the spans
are translated badly. You are asked to determine
whether the claim is true. The highlighted spans
can be either in the source sequence or in the trans-
lation. If a span is in the source sentence, check
whether it has been correctly translated. If a span
is in the translation, check whether it correctly con-
veys the source. Sometimes, multiple spans are
highlighted. In that case, focus your answer on
the span that is most problematic for the transla-
tion. In a second step, you are asked to select an
explanation. On the one hand, if you agree that
the highlighted span is translated badly, please ex-
plain your reasoning by selecting your explanation.
On the other hand, if you disagree and think that
the span is well-translated, please select an expla-
nation why the span might have been marked as
badly translated in the first place. Should multiple
explanations be equally plausible, select the first
from the top.
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Detection of additions Detection of omissions
Prec. Recall F1 MCC Prec. Recall F1 MCC

EN–DE
Supervised

Baseline 98.8±0.4 98.0±.2 98.4±.2 96.8±.1 94.0±1.3 96.6±0.4 95.3±.5 90.5±.2
Ours 78.1 88.3 82.9 76.7 80.9 98.6 88.9 78.1

ZH–EN
Supervised

Baseline 87.2±1.5 75.7±.6 81.0±.3 72.6±.6 67.3±1.3 68.0±1.2 67.7±.9 53.8±.3
Ours 26.1 88.9 40.4 23.3 28.3 92.0 43.3 40.3

Table A1: Segment-level and word-level (MCC) evaluation based on a test set with synthetic coverage errors.

Short sentence pair Long sentence pair

Additions Omissions Both Additions Omissions Both
Supervised baseline - - 25 ms - - 25 ms
Our approach 40 ms 45 ms 83 ms 165 ms 197 ms 365 ms
– excluding parser 18 ms 21 ms 38 ms 102 ms 144 ms 239 ms

Table A2: Inference times when predicting on a short and a long sentence pair. Since we did not use a parser that
is optimized for efficiency, we additionally report inference time without including the time needed for parsing.

B Evaluation on Synthetic Errors

We used a test split held back from the synthetic
data to perform an additional evaluation. On the
segment level, we report Precision, Recall and F1-
score. Like in Section 5.1, a prediction is treated
as correct on the segment level if for a predicted
coverage error there is indeed a coverage error of
that type anywhere in the segment.

On the word level, we follow previous work on
word-level QE (Specia et al., 2020) and report the
Matthews correlation coefficient (MCC) across all
the tokens in the test set.

Results Results are shown in Table A1. The
supervised baseline has a high accuracy on En-
glish–German translations and a moderate accuracy
on Chinese–English translations. In comparison,
our approach performs clearly worse than the su-
pervised baseline on the synthetic errors.

C Inference Time

Inference times are reported in Table A2. We mea-
sure the time needed to run the coverage error de-
tection methods on a short sentence pair and on a
long sentence pair for English–German. The short
sentence pair is taken from Figure 1 and the long
sentence pair has 40 tokens in the source sequence
and 47 tokens in the target sequence. We average
over 1000 repetitions on RTX 2080 Ti GPUs.

The higher inference times for our approach can
be explained by the number of translation probabili-
ties that need to be estimated. On average, we com-
pute 30 scores per sentence in the English–German
MQM dataset, and 44 per sentence in the Chi-
nese–English MQM dataset. Still, the time needed
for computing all these scores is only a fraction of
the time it takes to generate a translation (254 ms
for the short source sentence and 861 ms for the
long sentence, assuming a beam size of 5).

The required number of scores could be reduced
by considering fewer potential error spans. Further-
more, scoring could be parallelized across batches
of multiple translations. Finally, using a more ef-
ficient parser, or no parser at all, could speed up
inference.
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D Dataset Statistics

Dataset split Number of segments Number of tokens
Total W/ addition W/ omission Src. OK Src. BAD Tgt. OK Tgt. BAD

EN–DE Train 135269 18423 18423 2185918 58378 2197843 53911
EN–DE Dev 16984 2328 2328 273311 7398 275156 6781
EN–DE Test 16984 2328 2328 273277 7701 275036 7032

ZH–EN Train 110195 10697 10697 2576135 62311 1866567 37730
ZH–EN Dev 14149 1383 1383 326743 7562 236685 4244
ZH–EN Test 14026 1342 1342 322000 7566 234757 4882

Table A3: Statistics for the dataset of synthetic coverage errors described in Section 4.

Dataset split Number of segments
Total With an addition error With an omission error

EN–DE Dev 1418 77 187
EN–DE Test 8508 407 1057
– without excluded segments 4839 162 484

ZH–EN Dev 1999 69 516
ZH–EN Test 13995 329 3360
– without excluded segments 8851 149 1569

Table A4: Statistics for the gold dataset by Freitag et al. (2021).

E Examples of Synthetic Coverage Errors

English–German Example
Addition error
Partial source: But they haven’t played.
Full machine translation: Aber sie haben nicht

:::::
gegen

:::
ein

:::::
Team

::::
wie

::::
uns gespielt.

Omission error
Full source: But they haven’t played

::::::
against

:
a
:::::
team

::::
like

::
us.

Partial machine translation: Aber sie haben nicht gespielt.

Chinese–English Example
Addition error
Partial source: 医院和企业共同研发相关检测试剂盒，惠及更多患者。
Full translation: Hospitals and enterprises jointly develop related test kits to benefit more

::::::
cancer patients.

Omission error
Full source: 医院和企业共同研发相关检测试剂盒，惠及更多

:::::
肿瘤患者。

Partial translation: Hospitals and enterprises jointly develop related test kits to benefit more patients.
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F Examples of Coverage Errors Predicted by Contrastive Conditioning

English–German Examples

Predicted addition error
Source: He added: "It’s backfired on him now, though, that’s the sad thing."
Machine translation: Er fügte

:::::
hinzu: "Es ist jetzt auf ihn abgefeuert, aber das ist das Traurige."

Original MQM rating (Freitag et al., 2021): No related accuracy error marked by the three raters.
Answer by our human rater: The highlighted target span is not translated badly. It might have been
highlighted because it is syntactically different from the source.
Meaning of highlighted span: hinzu = ‘additionally’

Predicted omission error
Source: UK’s medical

:::::
drug supply still uncertain in no-deal Brexit

Machine translation: Die medizinische Versorgung Großbritanniens ist im No-Deal-Brexit noch ungewiss
Original MQM rating: No accuracy error marked by the three raters.
Answer by our human rater: The highlighted source span is indeed translated badly. It contains informa-
tion that is missing in the translation but can be inferred or is trivial.

Predicted omission error
Source: The automaker is expected to report its quarterly vehicle deliveries in the next

:::
few days.

Machine translation: Der Autohersteller wird voraussichtlich in den nächsten Tagen seine vierteljährlichen
Fahrzeugauslieferungen melden.
Original MQM rating: No related accuracy error marked by the three raters.
Answer by our human rater: The highlighted source span is not translated badly. The words in the span
do not need to be translated.

Chinese–English Examples

Predicted addition error
Source: 美方指责伊朗制造了该袭击，并对伊朗实施新制裁。
Machine translation: The US accused Iran of causing the attack and imposed new sanctions

:::::::
on Iran.

Original MQM rating (Freitag et al., 2021): No related accuracy error marked by the three raters.
Answer by our human rater: The highlighted target span is not translated badly. No phenomenon that
might have caused the prediction was identified.

Predicted omission error
Source:

:::::
目前已收到来自俄罗斯农业企业的约50项申请。

Machine translation: About 50 applications have been received from Russian agricultural enterprises.
Original MQM rating: No accuracy error marked by the three raters.
Answer by our human rater: The highlighted source span is indeed translated badly. It contains informa-
tion that is missing in the translation.
Meaning of highlighted span: 目前 = ‘at present’

Predicted omission error
Source: 他说，该系统目前在世界上有很大需求，但俄罗斯军队也需要它，

::::
其中包括在北极地区。
Machine translation: He said that the system is currently in great demand in the world, but the Russian
army also needs it, including in the Arctic.
Original MQM rating: No accuracy error marked by the three raters.
Answer by our human rater: The highlighted source span is not translated badly. The words in the span
do not need to be translated.
Meaning of highlighted span: 其中 = ‘among’
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G Detailed Results of Human Evaluation

EN–DE ZH–EN

The span adds information that is 
supported by the context or trivial.

The span adds unsupported 
information.

The span is badly translated 
because of an accuracy error.

The span is badly translated 
because of a fluency error.

The words in the span are 
redundant but fluent.

The span adds information that is 
supported by the context or trivial.

The translation is syntactically 
different from the source.

No phenomenon 
identified

EN–DE ZH–EN

100 300 samples100300100 samples100

Correctly predicted additions Falsely predicted additions

Figure 3: Results for the human evaluation of predicted addition errors. If human raters answered that the high-
lighted span in the translation was indeed badly translated, they were offered the four explanation options on the
left. Otherwise they chose from the four options on the right.

The words in the span do not 
need to be translated.

The span contains information that is 
missing but can be inferred or is trivial.

The span contains information that is 
missing in the translation.

The span contains information that is 
missing but can be inferred or is trivial.

The span is badly translated 
because of an accuracy error.

The span is badly translated 
because of a fluency error.

The translation is syntactically 
different from the source.

No phenomenon 
identified

100 300 samples100300100 samples100

EN–DE ZH–EN EN–DE ZH–EN

Correctly predicted omissions Falsely predicted omissions

Figure 4: Results for the human evaluation of predicted omission errors. If human raters answered that the high-
lighted span in the source sequence was indeed badly translated, they were offered the four explanation options on
the left. Otherwise they chose from the four options on the right.
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Abstract

This work addresses the question of the local-
ization of syntactic information encoded in the
transformers representations. We tackle this
question from two perspectives, considering the
object-past participle agreement in French, by
identifying, first, in which part of the sentence
and, second, in which part of the representation
syntactic information is encoded. The results
of our experiments using probing, causal anal-
ysis and feature selection method, show that
syntactic information is encoded locally in a
way consistent with the French grammar.

1 Introduction

Transformers (Vaswani et al., 2017) have become a
key component in many NLP models, arguably due
to their capacity to uncover distributed representa-
tion of tokens (Hinton et al., 1986) that are contextu-
alized: thanks to a multi-head self-attention mech-
anism (Bahdanau et al., 2015), a token representa-
tion can, virtually, depend on the representations of
all other tokens in the sentence, and transformers
are able to learn a weighting to select which tokens
are relevant to its interpretation.

Many works (Rogers et al., 2020) strive to ana-
lyze the representations uncovered by transformers
to find out whether they are consistent with models
derived from linguistic theories. One of the main
analysis methods is the long-distance agreement
task popularized by Linzen et al. (2016), which
consists in assessing neural networks ability to pre-
dict the correct form of a token (e.g. a verb) in
accordance with the agreement rules (e.g. its sub-
ject). This method has been generalized to other
agreement phenomena (Li et al., 2021) and other
languages (Gulordava et al., 2018). The concor-
dant conclusions of all these experiments show
that transformers are able to learn a ‘substantial
amount’ of syntactic information (Belinkov and
Glass, 2019).

If the method of Linzen et al. (2016) makes it
possible to show that syntactic information is en-
coded in neural representations, it does not give any
indication on its localization: it is not clear whether
the syntactic information is distributed over the
whole sentence (as made possible by self-attention)
or only in a way consistent with the syntax of the
language, i.e. only in the tokens involved in the
agreement rules.

This work addresses the question: where the syn-
tactic information is encoded in transformer repre-
sentations.1 We approach this question from two
perspectives, considering the object-past participle
agreement in French (Section 2). First, in Sec-
tion 3, using probing and counter-factual analysis,
we try to identify the tokens in which syntactic in-
formation is encoded in order to find its localization
within the sentence. Second, in Section 4, using a
feature selection method, we study the localization
of syntactic information within the contextualized
representation of tokens.

2 The Object-Participle Agreement Task

Task We evaluate the capacity of transformers
to capture syntactic information, by considering
the object-past participle agreement in French ob-
ject relatives. This task consists in comparing the
probabilities a language model assigns to the sin-
gular and plural forms of a past participle given
the beginning of the sentence. The probability of a
past participle form is conditioned on all the words
in the prefix (the words from the beginning of the
sentence up to the antecedent ; see Figure 1 for
an example) and the context (the words from the
antecedent up to and excluding the past participle).
Following Linzen et al. (2016) the model is consid-
ered to predict the agreement correctly if the form
with the correct number has a higher probability

1Probing datasets and code available at
https://gitlab.huma-num.fr/bli/
syntactic-info-distribution
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Ce soir les amis que j’ ai rencontrés à l’ université viennent manger
This evening the friends that I have met at the university come eat

DET-sg NOUN-sg DET-pl NOUN-Pl PRON PRON-1Sg AUX-Sg VERB-Pl ADP DET-Sg NOUN-Sg VERB-Pl VERB-Inf

acl:relcl

obj

Figure 1: Example of object-past participle agreement in French object relatives. Dependencies between the target
verb (in red) and the tokens involved in the agreement rules using the Universal Dependencies annotation guidelines
are also shown. The prefix is represented in blue, the context in yellow and the suffix in green. To predict the past
participle number, a human is expected to extract number information from the object relative pronoun (que) that
gets it from its antecedent (amis in bold green).

than the form with the incorrect number.
Contrary to the classical subject-verb agreement

task (Linzen et al., 2016), the French object past
participle agreement involves a filler-gap depen-
dency and the target past participle has to agree
with a noun that is never adjacent to it. In our case,
it features a syntactic structure that allows us to
highlight the way the information is distributed in
the sentence (§3.1).

Figure 1 gives an example of the sentences con-
sidered here. It involves sentences whose verb is
in the compound past (passé composé), a tense
composed of an auxiliary and the past participle
of the verb. What part of the speech (i.e. the sub-
ject, the object or no agreement) the compound
verbs must agree with depends on the auxiliary
verb used. When the past participle is used with
the auxiliary avoir, it has to agree in number2 with
its direct object when the latter is placed before it
in the sentence. This is notably the case for ob-
ject relatives considered here, in which the direct
object is the relative pronoun que, whose number
information is the same as its antecedent (even if
its morphology–que, is the same in singular and
plural). To correctly agree the past participle in
object relatives, it is therefore necessary to identify
the object relative pronoun, its antecedent and the
auxiliary.

Experimental Setting We reuse the dataset of
Li et al. (2021): they have extracted, with sim-
ple heuristics a set of 68,497 such sentences after
having automatically parsed the Gutenberg corpus
with a BERT based dependency parser (Grobol and
Crabbé, 2021).

The experiments are carried out with the incre-
mental transformer designed by Li et al. (2021),
which was trained on 80 million tokens of French

2The past participle must agree in number and in gender.
For clarity, we will only consider agreement in number.

Wikipedia, and has 16 layers and 16 heads. Word
embeddings are of size 768. This model is able
to predict 93.5% of the past participle agreement,
a result that allows these authors to conclude that
syntactic information is encoded in the representa-
tions.

3 Is Syntactic Information Locally or
Globally Distributed in the Sentence?

Results reported in the previous section show that
information about the number of the past participle
is encoded in the token representations but they do
not allow to identify which tokens have been used
to predict the correct form of the past participle.
In this section, we first identify, using linguistic
probes, the tokens in which syntactic information is
encoded and then, with a causal analysis, the tokens
on which transformers mainly rely to predict the
form of the past participle.

3.1 Probing Experiments

In a first set of experiments, we propose to use
linguistic probes to better identify where in the
sentence the information about the number of the
past participle is encoded. A probe is a classifier
trained to predict linguistic properties from the lan-
guage representations: achieving high accuracy at
this task implies that these properties were encoded
in the representation (Hewitt and Manning, 2019).

More precisely, we label each sentence of our
dataset with the number of the target verb (i.e. sin-
gular or plural) and consider the task of predicting
this label from each token representation of the sen-
tence. We trained one logistic regression classifier
per category of word3 considering 80% of the ex-
amples as training data and the remaining 20% as
test set.

3All classifiers are implemented with the Scikit-Learn li-
brary (Pedregosa et al., 2011). See detailed description in
Section A of the appendix.

502



Accuracy
correct

predictions
wrong

predictions
overall

prefix 60.2%±0.3 51.6%±0.5 59.4%±0.3

context 94.6%±0.9 83.9%±1.4 94.4%±1.1

suffix 72.2%±2.1 62.1%±2.2 71.6%±2.1

Table 1: Mean probing accuracies across different sen-
tence parts (see Figure 1) on two subsets, which differ
with respect to whether the transformers correctly or
incorrectly predicted the number of the past participle.

Table 1 reports the average accuracy achieved by
our probes on different parts of the sentence. We
observe that the past participle number information
is essentially encoded locally within the tokens
of the context and is not represented uniformly
across all the subsequent tokens of the sentence as
observed by Klafka and Ettinger (2020).

Indeed, as expected,4 in the prefix (before the
antecedent) the performance of the probe mainly
reflects the difference between the prior probabili-
ties of the two classes.5 By contrast, the accuracy
becomes high when the tokens of the context are
considered as input features of the probe, showing
that the information required to predict the correct
past participle form is spread over all tokens be-
tween the antecedent (where the number of the
past participle is specified) and the past participle
(where the information is ‘used’). It is quite re-
markable that, as soon as the past participle has
been observed and the information on the number
of the antecedent is no longer useful, the token
representations no longer encode it: in the suffix
the probe accuracy drops sharply even if it remains
better than that observed in the prefix. This result
contradicts also, at least partially, the observation
of Wisniewski et al. (2021) which shows that in
a neural translation system, gender information is
distributed all over the source and target represen-
tations. It should however be noted that this experi-
ment deals with a different kind of information and
only considers sentences following a very simple
pattern.

To get a more accurate picture of how the num-
ber information is distributed within the context,
we focus on a specific sentence template with a
fixed six-word context: we only consider sentences
in which the antecedent is separated from the rela-

4Recall that we are considering an incremental model in
which token representations can only depend on the preceding
tokens. The following tokens are masked.

5In the dataset, 65% of the past participles are singular.

tive pronoun by a prepositional phrase made of a
preposition and a noun as in the following example:

(1) ...
...

magasin
store

d’
of

habits
clothes

qu’
that

ils
they

ont
have

vu
seen...

...

... ANTEC-SG ADP NOUN-PL QUE PRON-PL AUX-PL PP-SG ...

This pattern (1,940 sentences) represents 3% of
the examples of the original dataset. Note that in
these sentences the embedded noun between the an-
tecedent of the object pronoun and the target verb
can be an attractor noun , i.e. a noun with mis-
leading agreement feature. We trained and tested a
separate logistic regression classifier for each posi-
tion as illustrated by the x-axis labels in figure 2.6

We plot in figure 2 the average probing accuracy
at different positions of this pattern. In the prefix
(i.e. b-positions) the probe accuracy is low, except
for the position just before the antecedent, which
often corresponds to determiners or adjectives that
have to agree in number with the antecedent. On
the contrary, in the context, the predictions of the
probe are almost perfect, even when we are probing
tokens marked with a number information that is
not necessarily related to the number of the past par-
ticiple (e.g. the auxiliary or the attractor). Accuracy
in the suffix drops quickly as we move away from
the past participle, especially in the presence of an
attractor. These observations confirm that the num-
ber information is not distributed over all tokens in
the sentence as made possible by the self-attention
mechanism.

Figure 2: Mean probing accuracy at each position of the
six-word context pattern. The bI (resp. aI) position de-
notes the I-th token before (resp. after) the pattern. An
attractor occurs at position Noun for 1-attractor subset
and the agreeing past participle at position Pp.

6Note that for purpose of clarity, the plot includes tokens of
an example sentence. The results are mean accuracies across
all test sentences with three different train/test splits.
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Subset
Size

(in sentences)
Original

Mask context except
Antec que Aux

Mask Antec Mask que Mask Antec+que

Overall 68,200 93.6%±1.2 85.3%±3.1 84.0%±2.0 79.0%±1.0 76.6%±0.7

0 attractor 59,915 95.4%±0.9 87.3%±3.0 87.5%±1.7 82.9%±0.9 81.3%±0.6

1 attractors 7,090 82.8%±2.5 71.3%±3.9 61.1%±4.2 53.3%±1.7 44.6%±1.4

2 attractors 1,195 71.4%±3.3 68.3%±4.8 47.0%±4.2 36.4%±2.1 27.2%±1.4

Table 2: Mean accuracies before and after different masking interventions, based on prediction difficulty measured
by the number of attractors

3.2 Causal intervention on attention

As it stands, we observe that number information is
encoded essentially in the context part of sentences.
Now we test which tokens are responsible for pro-
viding the number information used to choose the
past participle form. To do so, we design a causal
experiment in which we mask some tokens of the
context to better figure out their role in models
decision.

Masking Tokens in Self-Attention Computation
Self-attention is a core component of transformers.
In our causal analysis we mask some token repre-
sentations in the context to the self-attention layer.
By design, incremental transformers are already
masking the end of the sentence with a boolean
mask to prevent a token representation to attend to
the future tokens. We extend this mechanism to
mask, when computing the past participle represen-
tation, additional tokens from the sentence prefix
such as the antecedent and the relative pronoun.

This intervention allows us to suppress direct
access to some tokens such as the antecedent (and
thus its number) when building the past participle
representation, even if the latter can still access
them indirectly: it indeed relies on all other to-
kens in the sentence for which the mask is kept
unchanged. It is then possible, as featured in ab-
lation experiments, to compare performances on
the agreement task with and without intervention
to evaluate whether the representation of a given
token has a direct impact on the prediction of the
past participle form.

Results Table 2 reports the accuracy on the
object-past participle agreement task when some
of the tokens in the context are masked. Accura-
cies are broken down by the number of attractors
found in the context, a proxy to the difficulty of
the prediction (Gulordava et al., 2018). Results
show that masking either of the tokens involved in
the agreement rule (i.e. the relative pronoun que or

the antecedent) strongly degrades prediction per-
formance. On the contrary, masking all tokens in
context except these two and the token before the
target verb (generally the auxiliary) has a limited
impact on models performance, especially for the
most difficult case. This suggests that transformers
learn representations that are consistent with the
French grammar: the model relies mainly on the
same tokens as humans to choose the correct form
of the past participle.

4 Probing Representations Components

Experiments reported in the previous section show
that syntactic information is locally encoded in
the context. In this section, we address the ques-
tion of finding where this information is encoded
within the transformers representation. To that
end, we repeat the probing experiment on context
token representations of §3.1 with an ℓ1 regular-
ized logistic regression (Tibshirani, 1996). The
resulting probe is thus constrained to minimize
the number of features used to perform accurate
predictions. Given the probe objective function∑n

i=1− logP (yi|xi;w) + 1
C ||w||1 to minimize,

we first determined the lowest bound for C such
that the feature coefficients are guaranteed not to
be all zeros, from which, we increase C evenly on a
log space (i.e. decrease the regularization strength).

Results Figure 3 reports the regularization path
of the probing classifier. It shows that number infor-
mation can be extracted with high accuracy (90.1%)
solely from a very small number of dimensions,
namely 90. Increasing the number of dimensions
(by decreasing the regularization strength) only re-
sults in a small improvement of model quality: the
probe achieves an accuracy of 94.8% when all fea-
tures are considered. Interestingly, when removing
the 90 features selected by the ℓ1 regularization
from the representation, a probe trained on the re-
maining features still achieve a very good accuracy
of 93.8%, suggesting that the number information
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is encoded in a redundant way in the contextualised
representations.

Figure 3: Feature selection by ℓ1-logistic regression:
probing accuracy of all context token representations

5 Discussion and conclusion

To understand how syntactic information is en-
coded and used in transformers-based LM, we car-
ried out three sets of experiments considering the
French object-past participle agreement task. First,
our probing experiments uncovered clear evidence
of a local distribution of number information within
the context tokens, even though the self-attention
mechanism allows this information to be spread
all over the sentence. Second, our masking inter-
vention on attention shows a causal link between
linguistically motivated tokens and the model’s de-
cision, suggesting that transformers process French
object-past participle agreement in a linguistically-
motivated manner. Finally, we used a ℓ1 feature se-
lection method to study the localization of number
information within contextualized representations
and found that while this information is encoded in
a small amount of highly correlated dimensions, it
is also fuzzily encoded in a redundant way in the
remaining dimensions.

Our work is a first step towards a better under-
standing of the inner representations of LM. De-
signing new probes, supported by causal analysis
and involving a wider range of languages, could
improve our understanding of such models. In
particular, our observation about the linguistically
motivated distribution of syntactic information in
transformers representations could be extended to
other linguistic phenomenon and languages.
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A Probing classifiers

We used a set of logistic regression classifiers to
investigate the way the syntactic information is dis-
tributed inside the sentences. Each sentence are
divided into three parts: prefix, context and suf-
fix, as described in Figure 1. The input for all
classifiers are the contextualized token represen-
tations built by our pre-trained transformers. We
trained one classifier per category of word and per
part of the sentences to predict whether the token
representation is singular or plural, forcing each
probing classfier to specialise on PoS-specific rep-
resentations of long-distance agreement informa-
tion. To ensure a fair comparison across parts of
sentences, we eliminated the following tokens of
PoS tags with less than 100 occurrences: SYM,
SCONJ, INTJ, PART, PART and X. Therefore, we
have in total 11 categories of tokens in each part of
the sentences, resulting in 11*3 probing classifiers,
and each classifier is trained with three train/test
splits(i.e. random_state = 0, 20 and 42). The aver-
aged results is reported in table 1 of the paper. The
detailed results per category of word is in figure 4
below.

Figure 4: Probing accuracy based on tokens PoS tags
and their positions in the sentences, from left to right:
prefix, context, suffix
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Abstract

Livonian is one of the most endangered languages
in Europe with just a tiny handful of speakers and
virtually no publicly available corpora. In this pa-
per we tackle the task of developing neural machine
translation (NMT) between Livonian and English,
with a two-fold aim: on one hand, preserving the
language and on the other – enabling access to
Livonian folklore, lifestories and other textual in-
tangible heritage as well as making it easier to
create further parallel corpora. We rely on Livo-
nian’s linguistic similarity to Estonian and Latvian
and collect parallel and monolingual data for the
four languages for translation experiments. We
combine different low-resource NMT techniques
like zero-shot translation, cross-lingual transfer and
synthetic data creation to reach the highest possible
translation quality as well as to find which base lan-
guages are empirically more helpful for transfer to
Livonian. The resulting NMT systems and the col-
lected monolingual and parallel data, including a
manually translated and verified translation bench-
mark, are publicly released via the OPUS corpora
collection and Huggingface model repository.

1 Introduction

Many state-of-the-art natural language processing
tasks have reached admirable quality on languages
with abundant linguistic resources (Vaswani et al.,
2017; Conneau et al., 2018; Devlin et al., 2019).
Furthermore, some neural language models and
translation systems have been created for 100 and
more languages (e.g. Conneau et al., 2020; Fan
et al., 2021). However smaller, less or not at all
spoken languages continue to struggle not only in
terms of applicable computational approaches, but
more critically - in terms of usable resources for
training natural language processing (NLP) models
or even just linguistic exploration.

In this paper we set the goal of developing ma-
chine translation between English and Livonian.
Currently there are just over 20 fluent speakers of
the language (Ernštreits, 2016). Although some
digital linguistic resources exist for Livonian (in-
cluding a dictionary with example sentences and
a written monolingual corpus, Ernštreits, 2016),
there is virtually no open parallel corpora between
English and Livonian, with the single exception of
35 parallel sentences in the OPUS Tatoeba corpus
(Tiedemann, 2020).

At the same time, cross-lingual transfer learning
has recently helped improve the performance of
several low-resource NLP tasks with the support
of related languages (e.g. Conneau et al., 2018; Hu
et al., 2020). This also includes zero-shot trans-
lation (Johnson et al., 2017), the ability of mul-
tilingual NMT systems to translate between seen
languages that were not represented in the parallel
training data as a pair. The case of Livonian is es-
pecially interesting in this regard, as there are two
different sources of such support: on one hand, it is
a Uralic language, closely related to Estonian and
Finnish. On the other hand, Livonian has taken part
in forming Latvian language and Livonian speakers
have historically co-existed side-by-side with Lat-
vian speakers. As a result of mutual influence these
two languages also share a number of grammatical,
lexical and orthographic similarities.

Our main contributions are two-fold. First,
we collected the majority of digitally available
translation examples including Livonian into a
small parallel corpus (just over 10000 sentence
pairs) of mostly Livonian-Latvian and Livonian-
Estonian sentence translations with very few (1000)
Livonian-English examples. In order to create a
clean benchmark for evaluating translation qual-
ity we selected a portion (about 10%) of this
corpus and had it manually translated into Lat-
vian/Estonian/English so that each sentence would
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Source LIV-ENG LIV-EST LIV-LAT
Dictionary examples – 10 690 / 44 854 / 44 499 10 690 / 44 854 / 44 975
Latvian constitution 686 / 11 198 / 15 499 719 / 11 454 / 10 314 719 / 11 454 / 11 002
JEFUL abstracts – 187 / 2 878 / 2 846 176 / 2 723 / 3 434
Facebook posts 231 / 2 759 / 3 656 8 / 124 / 122 232 / 2 744 / 2 738
livones.net texts 169 / 2 741 / 3 660 92 / 1 969 / 1 867 333 / 4 449 / 4 433
Stalte ABC book – 1 340 / 9 382 / 9 195 1 340 / 9 382 / 9 398
Trilium, poetry book – 222 / 3 543 / 3 321 223 / 3 512 / 3 539
Eduard Vääri book – 877 / 10 337 / 9 763 –
Total 1 086 / 16 698 / 22 815 14 135 / 84 541 / 81 927 13 713 / 79 118 / 79 519

Table 1: Total data size for the collected parallel LIV<->ENG/EST/LAT data. Each cell includes the sentence
count, and word count for Livonian and the other language.

have all four manually verified translations.1

The second half of our work focuses on neural
machine translation (NMT, Vaswani et al., 2017),
mainly targeting Livonian↔English. We explore
several options of coping with the extremely low-
resource settings and use Estonian and Latvian for
cross-lingual transfer. Our experiments answer the
following research questions:

1. Can we achieve machine translation for
Livonian↔English at a usable level?

2. Which base language suits better for serving
as base for cross-lingual transfer to Livonian,
Estonian or Latvian?

3. Does zero-shot multilingual translation de-
liver better translation quality than pivot-
translation through Estonian or Latvian?

Next we briefly describe the Livonian Language
in Section 2, then introduce the collected paral-
lel and monolingual data in Section 3. Section 4
provides the details of our NMT experiments and
Section 5 concludes the paper.

2 The Livonian Language

Livonian (ISO 639-3: liv) is a Finnic language
indigenous to Latvia and belonging to the Uralic
language family. During the 12th century Livonian
was spoken across great territories in Latvia around
the Gulf of Riga. Over time, Livonian areas gradu-
ally became Latvian-speaking. In the 19th century,
Livonian still had approximately 2500 speakers, by

1Translation from Livonian was a too rare and expensive
service, thus we resorted to translating from one of the other
three languages and instead had Livonian speakers check the
results for meaning correspondence afterwords.

the mid-20th century around 1500 speakers. Nowa-
days Livonian is listed in UNESCO’s Atlas of the
World’s Languages in Danger as a critically endan-
gered language (Moseley, 2014). According to the
2011 census, there are 250 Livonians in Latvia. Al-
though there are just over 20 people who can speak
the language, the Livonian community is active in
preserving and developing the Livonian heritage
(Ernštreits, 2016) and language plays a key role in
this process (Ernštreits and Kl,ava, 2020).

The Livonian language developed in the contact
area of Baltic and Finnic languages. Livonian and
Latvian share a similar geographical location over
a prolonged period of time, as a result of which
they both contain traces of contact. Next to other
loanwords, the Livonian loanword strata consists
of words borrowed from Latvian (Suhonen, 1973;
Winkler, 2014) and vice versa. The most obvious
Latvian influence on Livonian grammar is found
in the Livonian case system (Ernštreits and Kl,ava,
2014). Livonian has the prosodic characteristics
typical of a Finnic language such as word-initial
stress and the phonological opposition of short and
long phoneme duration. It is the only Finnic lan-
guage that differentiates lexical tones – the plain
tone and the broken tone or stød – and therefore
shares similar characteristics with Latvian as well
as Danish (Tuisk, 2016).

3 Collected Data

The first step in developing (supervised) machine
translation is collecting parallel data. While there
was no pre-existing open parallel corpus with Livo-
nian, we used all the possible sources of transla-
tions. This was limited to already digital resources,
future work might include texts extracted by scan-
ning older books and other materials.
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LV→EN ET→EN ETLV→EN EN-ET-LV Google Neurotolge
ET 30.91 28.42 24.17 34.38 29.91
LV 25.18 25.26 20.77 31.54 25.92
LIV 2.20 3.22 2.66 13.29 - -

Tuned
LIV→EN 3.19 5.59 5.39 14.69 - -
EN→LIV - - - 8.59 - -

Table 2: Results from machine translation experiments for translating into English. The source languages are listed
in the first column and different models for translation are in each further column. We also compared ET/LV→EN
translations of our evaluation set using Google Translate7 and Neurotõlge8 online translation services.

The main sources of data included Livonian-
Latvian as well as Livonian-Estonian translations.
Thus we use these two languages as base for cross-
lingual transfer and e.g. leave Finnish out, as there
was no data for it.

The sources of data included:

• the Constitution of the Republic of Latvia,
translated into 9 languages, including Livo-
nian, Estonian and English,

• a database of dictionary entries, phrases and
example sentences from the University of
Latvia Livonian Institute’s website2, with ex-
ample sentences in Livonian, Estonian and
Latvian

• the Livonian Institute’s Facebook page posts,
partially parallel between our 4 languages

• books (Stalte, 2011; Kurs and et al., 2016;
Ernštreit et al., 2020) with prefaces and con-
tent in Livonian-Estonian or Livonian-Latvian

• and abstracts from the Journal of Estonian and
Finno-Ugric Linguistics’ (JEFUL) Special Is-
sues on Livonian Studies (2014, 2016, 2018)
in Livonian, Estonian and English.

Concerning sentence alignment, the dictionary
examples consisted of already aligned Livonian
sentences. We aligned the rest of the data manu-
ally with the help of language experts – first on
paragraph level, then on sentence level. The result-
ing amount of sentences in the resulting dataset is
shown in Table 1.

We separated balanced portions of development
(503 sentences) and evaluation (749 sentences)
splits from the full dataset. The splits are balanced
in terms of the original source of the texts to resem-
ble proportions from the remaining training data.

2www.livones.net/

We hired professional translators to create trans-
lations for any missing parts so that these splits
would be parallel between all four languages. We
further turned to experts of the Livonian language
to make sure that the newly created translations
truly convey the meaning of the original text as a
quality control measure. The resulting benchmark
and the whole corpus is published in the OPUS col-
lection.3 We also share the final translation model4

after four iterations of backtranslation.

4 Machine Translation Experiments

Having just over 10, 000 parallel examples consti-
tutes extremely low-resource settings for neural
machine translation. Added to this, the number
of monolingual Livonian sentences (about 40, 000)
is also too small for approaches like unsupervised
machine translation (Artetxe et al., 2018; Lample
et al., 2018).

We implement the support of neighboring and
related languages (Estonian and Latvian) via multi-
lingual machine translation (Johnson et al., 2017).
As a first step the model is pre-trained with the
larger languages (Estonian, Latvian, English) and
then used as base for following experiments.

We also perform iterative back-translation (Pin-
nis et al., 2018) to make use of the large amounts of
monolingual news data in EN/ET/LV, and our lim-
ited amount of monolingual data in LIV. We trans-
late the 40k LIV sentences and different batches
of 200k sentences from the other languages into
all directions, filter the translations using simple
heuristic filters (Rikters, 2018), and use a mix of
all back-translated data with an equal amount of
random clean parallel data (including all data in-
volving Livonian) to fine-tune the base model.

3https://opus.nlpl.eu/liv4ever.php
4https://huggingface.co/tartuNLP/

liv4ever-mt
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Base Tuned BT1 BT2 BT3 BT4
ET-EN 24.17 23.68 23.97 24.80 25.05 26.17
LV-EN 20.77 18.90 19.29 20.95 20.52 21.53
LIV-EN 13.29 14.69 16.19 17.41 18.15 19.01
EN-ET 17.00 16.87 18.58 19.37 18.95 19.48
LV-ET 18.38 19.55 19.72 19.93 20.68 22.38
LIV-ET 15.08 17.76 20.05 21.61 21.78 23.05
EN-LV 16.57 17.94 17.17 19.58 19.49 20.85
ET-LV 18.51 21.16 20.92 21.01 21.96 23.44
LIV-LV 15.05 17.55 21.25 22.99 23.68 25.24
EN-LIV 4.19 8.59 9.96 10.49 10.88 11.03
ET-LIV 4.01 13.00 14.43 15.24 16.09 16.49
LV-LIV 4.84 13.67 15.18 16.25 16.77 17.65

Table 3: Results in BLEU scores from the model at each training iteration translating in all translation directions.

4.1 Technical Setup

We used FairSeq (Ott et al., 2019) to train trans-
former architecture models with 6 encoder and
decoder layers, 8 transformer attention heads per
layer, word embeddings and hidden layers of size
512, dropout of 0.3, maximum sentence length
of 128 symbols, and a batch size of 1024 words.
All models were trained until they reached con-
vergence (no improvement for 10 checkpoints) on
development data. We used Sentencepiece (Kudo
and Richardson, 2018) to create shared vocabular-
ies of size 25,000, and SacreBLEU5 (Post, 2018)
to generate BLEU scores (Papineni et al., 2002) for
translations.

Base models were trained on LV→EN, ET→EN,
ET+LV→EN data, and a multilingual model us-
ing the tagged approach (Johnson et al., 2017) for
translating in all directions between EN/ET/LV lan-
guages. The base models were then used as ini-
tialization for tuning on Livonian-English parallel
data.

For training the base models we used all avail-
able parallel data from Opus (Tiedemann and Ny-
gaard, 2004). To facilitate further use of the base
models for tuning on Livonian data, all Livonian
sentences were used in addition to other data when
creating the shared vocabularies. Finally, we used
the highest-scoring tuned model to perform per-
formed backtranslation on the monolingual LIV
data to generate additional training data for train-
ing the final models.

5Case.mixed+numrefs.1+smooth.exp+tok.13a+version.1.5.1

4.2 Results

Table 2 shows the results of MT experiments. All
BLEU scores are calculated for translations of our
evaluation set. We compare the base single direc-
tion MT models to our multidirection model, as
well as online translations from Google Translate6

and Neurotolge7 to evaluate performance from ET
and LV into EN. While the multilingual model
was noticeably weaker, the others hold compara-
ble results to the online systems. However, when
attempting to perform zero-shot translation from
LIV into EN, ET→EN outperforms LV→EN (3.22
vs. 2.20), and the multilingual model achieved a
very respectable BLEU score 13.29.

We then turned to tuning each of these mod-
els with LIV-EN data mixed 1:1 with a random
equal amount of the original training data for each
of the models. In the case of the multilingual
model, we also added LV/ET-LIV data to the mix.
This improved all scores by 1-3 BLEU points,
but the multilingual model remained on top with
14.69 for LIV→EN. In order to perform back-
translation models for both directions are required,
so we scored the tuned multilingual model on the
EN→LIV data as well, reaching 8.59 BLEU.

For comparison we also used the same tuned
multilingual model to perform pivotal translation
by first translating into ET or LV and then into
the desired target language. In all four cases the
pivot translation quality dropped when compared
to direct translation by the same model, so we did
not further pursue this line of experiments. An

6https://translate.google.com - accessed in
Nov. 2021

7https://neurotolge.ee - accessed in Nov. 2021
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LIV-EN EN-LIV
Facebook 19.28 13.55
Livones.net 19.67 15.91
Dictionary 7.73 10.60
Trilium 19.88 14.50
Stalte 13.88 9.47
JEFUL 8.02 5.10
Satversme 24.49 7.69

Table 4: Detailed experiment results in BLEU scores,
split by the source of data from the last run of back-
translation (BT4).

interesting observation, was that pivoting through
ET achieved a higher BLEU score than LV when
translating into EN (13.66 vs. 11.24), but slightly
lower when translating into LIV (7.99 vs. 8.56).

Results for four rounds of BT iterations are com-
piled in Table 3. The model clearly improves not
only in the main language pair of EN↔LIV, but in
all other translation directions as well.

To answer the research questions, posed in the
introduction, it seems that the resulting transla-
tion quality is still far from being usable. Com-
parisons between the base languages have shown
slight preference towards Estonian over Latvian.
Pivot-translation trough Estonian or Latvian un-
derperforms direct Livonian↔English translation
trained in a zero-shot / few-shot manner.

4.3 Detailed Analysis

Table 4 shows BLEU scores of the separate parts
of the evaluation corpus. Since most of the training
data for EN-LIV comes from Satversme (Latvian
Constitution), it is very clear why that part scores
higher than others. The dictionary entries are over-
all far shorter in length than the other parts and
often consist of few-word phrases, making them
unfavorable to BLEU by definition.

The posts from Facebook and Livones.net are
more general in their language and therefore more
similar to data from the training set. However, the
Trilium and Stalte books are written in a more liter-
ary language, making them slightly more challeng-
ing to translate. Finally, the very domain-specific
part from JEFUL abstracts seems to be the most
difficult to translate into English.

5 Conclusion

In this paper we presented a novel dataset for the
highly endangered Livonian language, which can

be useful for machine translation, language mod-
elling and many other natural language processing
and computational linguistic research tasks.

In our experiments we show how far one can
get in training modern machine translation models
with very scarce data, and which languages are
more suitable for transfer learning when working
with Livonian data. While perhaps not being usable
as-is in any kind of production scale, the achieved
final BLEU scores of 19.01 for Livonian→English
and 11.03 for English→Livonian show that some
transfer of meaning can still be achieved with the
currently available resources.

In the future we are planning to experiment with
cross-lingual transfer from other languages, like
the resource-rich Finnish as well as resource-poor
Finno-Ugric languages like Võru and Sami (Tars
et al., 2021). Given the limited amount of exist-
ing monolingual Livonian data, generating syn-
thetic Livonian data with other means besides back-
translation might be helpful: for example, forward-
translation or using GPT-like language models.

Finally, work on the already collected Livonian
monolingual and parallel data is ongoing at the
Institute of the Livonian Language. Adding En-
glish translations to the lexical items and example
sentences is an ongoing effort and will evaluate
in practice, if the MT systems created as part of
the current work can facilitate that. One of the
key focuses is also manually verifying the data and
making sure the existing corpus contains correct
Livonian texts and their translations
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Abstract

Text-based games (TGs) are exciting testbeds
for developing deep reinforcement learning
techniques due to their partially observed en-
vironments and large action spaces. In these
games, the agent learns to explore the envi-
ronment via natural language interactions with
the game simulator. A fundamental challenge
in TGs is the efficient exploration of the large
action space when the agent has not yet ac-
quired enough knowledge about the environ-
ment. We propose COMMEXPL, an exploration
technique that injects external commonsense
knowledge, via a pretrained language model
(LM), into the agent during training when the
agent is the most uncertain about its next ac-
tion. Our method exhibits improvement on the
collected game scores during the training in
four out of nine games from Jericho. Addition-
ally, the produced trajectory of actions exhibit
lower perplexity, when tested with a pretrained
LM, indicating better closeness to human lan-
guage. 1

1 Introduction

Text-based games (TGs) are environments where
agents learn to comprehend situations in language
and produce decisions in language (Hausknecht
et al., 2020; Côté et al., 2018; Narasimhan et al.,
2015). Deep Reinforcement Learning lends itself
as a natural paradigm to solve TGs due to its ability
to learn from unsupervised game playing experi-
ence. However, existing RL agents are far away
from solving TGs due to their combinatorially large
action spaces that hinders efficient exploration (Yao
et al., 2020; Ammanabrolu and Hausknecht, 2020).

Ammanabrolu and Riedl (2019); Ammanabrolu
and Hausknecht (2020) proposed incorporating a
belief knowledge graph (BKG) built from the tex-
tual observations to help the agent reason more

1Code is available at https://github.com/
ktr0921/comm-expl-kg-a2c

effectively about observed objects during the game-
play. Most of the recent works neglected linguis-
tic aspects of TGs and focused on the construc-
tion and utilisation of BKG (Adhikari et al., 2020;
Dambekodi et al., 2020; Xu et al., 2020; Am-
manabrolu et al., 2020; Xu et al., 2021). Some
exceptions involve developing pre-trained language
models (LMs) to propose action candidates for a
given observation (Yao et al., 2020), and investigat-
ing the relationship between semantic coherence
and state representations (Yao et al., 2021).

In parallel, it has been argued that recent pre-
trained LMs capture commonsense factual knowl-
edge about the world (Petroni et al., 2019; Kassner
et al., 2021; Meng et al., 2021). More direct at-
tempt in this direction was the commonsense trans-
former (COMET) which is a LM fine-tuned explic-
itly on commonsense knowledge graph (CSKG),
to explicitly generate commonsense inferences
(Bosselut et al., 2019; Hwang et al., 2021). Prior
works with commonsense focused on complet-
ing BKG using pre-defined CSKG (Murugesan
et al., 2020) or dynamic COMET-generated com-
monsense inferences (Dambekodi et al., 2020).
Nonetheless, there is no work on explicitly using
commonsense as an inductive bias in the context
of exploration for TGs.

To bridge the gap, we propose commonsense ex-
ploration (COMMEXPL) which constructs a CSKG
dynamically, using COMET, based on the state of
textual observation per step. Then, the natural lan-
guage actions are scored with COMET and agent,
to re-rank the policy distributions. We refer to this
as applying commonsense conditioning. However,
doing this throughout the whole training is expen-
sive and may not be beneficial as gameplay is not
led by commonsense. To rectify this, we propose
an entropy scheduler, driven by the entropy of the
policy distribution, to regulate applying common-
sense conditioning.

We demonstrate that our method encourages
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Figure 1: (Left) The overall architecture of COMMEXPL. The blue region is the CSKG Construction and the red
region is commonsense conditioning. During CSKG Construction, COMET generates CKSG K given an action-
observation pair while it produces node-to-action score given a node-action pair in commonsense conditioning.
(Right) Example of how COMET works in COMMEXPL: Given a head node and edge, a tail node and its
corresponding node-to-node score is generated while for node-to-action score, an action is passed as a desired tail
node in COMET. Notations are defined in §2.

the agent to achieve higher game score during
the training in four out of nine games in Jeri-
cho (Hausknecht et al., 2020). Furthermore, we
show our method leads to producing more human-
like natural language action. This is measured us-
ing the perplexity of the generated actions accord-
ing to GPT-2 (Radford et al., 2019). We believe
that natural language coherency/fluency is a crucial
aspect of interactive intelligent agents (e.g. robots
and dialogue systems) and hope our promising find-
ings facilitate further developments of methods in
this direction.

2 Approach

Notations. Text-based games are modelled as a
partially observable Markov decision processes
(POMDPs) of a tuple of ⟨S,A,P,O,Ω,R, γ⟩,
where S , A, Ω denote sets of states, actions, and ob-
servations, respectively. Also, R and γ denote the
reward function and the discount factor, while P
and O denote the transition probabilities and set of
conditional observations probabilities, respectively.

The agent requires to map an observation to a
state (Ω → S) and produce a policy π. By se-
lecting an action at from the policy π, the agent
changes current state st, receives a reward sig-
nal r, receives an observation through transition
P(st+1|st, at), and also receives a conditional ob-
servation O(Ωt|st). The agent learns the policy
πθ(a|o) that maximizes the expectation of the cu-

mulative reward function E
[∑∞

t=0 γ
tr(st, at)

]
.

2.1 CSKG Construction
Let a CSKG be a graph K = (V, E), where V is
a set of nodes or vertices and E is a set of edges.
The root node of CSKG requires to carry adequate
information about the gameplay, so we amend the
input to be the same format as how COMET is
trained on, v0 = “I ”+at−1+“. ”+ot and replace
all the “I” to “PersonX”. To build CSKG we use
COMET at every step of gameplay as a frozen
commonsense generator to produce the tail node
vj given the head node vi and edge ej at time
step t, formally denoted as Prψ(vj,t|vj,<t,vi, e′).
Figure 1(Right) provides a visualisation of this.
COMET takes v0 as a head node and eN as an
edge and produces v1 with the corresponding node-
to-node score ϕv0eNv1 . Multiple tail nodes and
node-to-node scores can be generated through the
same input and based on the edge, the tail nodes
vary dramatically. This process can be applied
recursively to the tail nodes, expanding CSKG, i.e.
generate tail nodes given v1 head node with eN .
See Appendix A for more details.

2.2 Commonsense Conditioning
To blend commonsense into the agent’s decision,
the log-likelihood score is employed to contem-
plate each component independently. We, then,
compute the total score as a weighted sum to pro-
mote the natural language action.
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Agent-to-Action Score. The score function for the
gameplay is obtained from the agent,

ϕ
(k)
a =

1

|ak|

|ak|∑
n=1

log πθ(ak,n|ak,<n,ot−1),

where ϕ(k)
a is the agent-to-action score for k action,

computed as the sum of log-likelihood of the natu-
ral language action. Intuitively, the agent-to-action
score signifies how much the action directs to the
reward signals. This is learned during the online
training of the agent.
Node-to-Action Score. Inspired by Bosselut et al.
(2021); Yasunaga et al. (2021), the commonsense
level of actions for each generated node is mea-
sured using COMET,

ϕviejak
=

1

|ak|

|ak|∑
n=1

log Pr
ψ
(ak,n|ak,<n,vi, ej),

ϕ
(lk)
va = max

e
(ϕvle1ak

, ϕvle2ak
, · · · ),

where ϕviejak
is the score per va edge, e ∈ Eva,

while the node-to-action score is denoted by ϕ
(lk)
va

which is the maximum ϕviejak
over va edges. The

node-to-action score intersects commonsense with
action, implying how plausible the action is given
the commonsense prediction.
Node-to-Node Score. Additionally, we adopted
the score between nodes in CSKG from Bosselut
et al. (2021),

ϕvie′jvl
=

1

|vl|

|vl|∑
n=1

log Pr
ψ
(vl,n|vl,<n,vi, e′j),

ϕ
(l)
v =max

v,e′
(ϕv1e′1vl

, ϕv1e′2vl
, · · · , ϕv2e′1vl

, · · · ),

where ϕvie′jvl
is the score per head node and vv

edges, e′ ∈ Evv, while the node-to-node score
is ϕ

(l)
v , max of ϕvie′jvl

over head nodes and vv

edges.2 The node-to-node score is designed to pro-
mote commonsense triples that are more sensible
commonsense-wise.3

Total Score. The total score assigned for each
action is computed as:

ϕ = max
v

(γaϕa + γvaϕva + γvϕv), (1)

where ϕ is the total score per action since max is
over nodes. The γ coefficients are hyperparameters
and balance the weights between different compo-

2A set of va edge and v edges can be different, but both
are subset of CSKG edge set Evv, Eva ⊆ E .

3The example of adequate and poor commonsense phrases
are: Given PersonX lost umbrella, PersonX is
angry and PersonX is hungry, respectively.
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Figure 2: The plot of the entropy of TEMPLATE policy
distribution over steps. The green indicates the entropy
for a positive reward signal, and the blue does the same
for zero or negative rewards. The entropy scheduler
threshold of median is plotted as a red curve.

nents of the scoring function. Finally, the new con-
ditioned policy is obtained as softmax(ϕ). We
refer to this whole process as commonsense con-
ditioning. A visualisation of the overall model is
provided in the Figure 1(Left).

Intuitively, when the agent is not confident in
current time-step, the policy distribution is arbi-
trary, resulting in homogeneous ϕa. This would
be specifically the case during the initial stage of
the training, but can also occur at any stage of the
game where the agent cannot predict reward signal
in a small number of steps. Under these circum-
stances, ϕ would be more dictated by ϕva and ϕv.
Conversely, when the agent is confident, the ϕa for
different actions will diverge and ϕ will be directed
by both commonsense and the agent.

2.3 Entropy Scheduler

Since our technique uses a large LM for natural
language generation, the main drawback with our
approach is computational costs. In addition to this,
where the agent is confident about acquiring the
game score for a given action, commonsense could
act as an undesired noise. To reflect on these, we
propose the entropy scheduler to apply common-
sense conditioning based on the confidence, the
relative entropy of policy distribution. We collect
the last 1000 number of the entropy of the template
policy and apply commonsense conditioning if the
current entropy is higher than the median. Figure 2
visualizes how the entropy scheduler works during
training. This suggests that our entropy scheduler
with a median threshold can apply commonsense
conditioning to those actions with zero or negative
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KG-A2C KG-A2C +
COMMEXPL

% Difference

Game Score PPL Score PPL Score PPL
balances 9.9 4.96 9.8 3.9 -1.01 -21.37
enchanter 19.6 4.47 19.6 3.73 0.0 -16.56
library 12.4 5.27 11.5 4.8 -7.26 -8.92
ludicorp 16.6 3.81 16.4 3.33 -1.2 -12.6
reverb 4.8 4.46 4.5 3.67 -6.25 -17.71
spirit 1.8 4.3 2.1 4.18 16.67 -2.79
zork1 24.7 3.77 30.7 3.49 24.29 -7.43
zork3 0.069 5.18 0.083 4.13 20.29 -20.27
ztuu 5.0 5.35 6.9 4.39 38.0 -17.94
MEAN +9.28 -13.95

Table 1: Score and perplexity comparison over 9 game
environments, with positive results highlighted by bold-
face. The score is computed as the average over the
entire training to signify its performance during the train-
ing while perplexity (PPL) is measured for a given root
node. The last column denotes the percentage difference
between KG-A2C with and without COMMEXPL.

reward signals. 4

3 Experiments

We use KG-A2C as our goal-driven baseline agent
and compare it with KG-A2C with commonsense
in a game suite of Jericho. A set of nine games are
selected from Jericho carefully based on genre, in-
cluding three daily puzzle games (library, lu-
dicorp, reverb) and the rest six fantasy adven-
ture games (balances, enchanter, spirit,
zork1, zork3, ztuu). Both game setting
and optimal configuration for KG-A2C in Am-
manabrolu and Hausknecht (2020) were used in
our experiments. We reduced training steps to
25, 000 since our objective is to compare the qual-
ity of exploration during the training. Only hyper-
parameters in COMMEXPL have been optimized
for fair comparison while all the parameters in
COMET were fixed during the training, resulting in
the equal trainable parameters regardless of COM-
MEXPL. Details of the hyper-parameters and the
experimental setup can be found in Appendix B.

3.1 Main Results

Similar to Ammanabrolu and Hausknecht (2020),
we employed the optimal hyper-parameters fine-
tuned on zork1 for nine games in Jericho. Table
1 shows the mean score across the entire training
and the perplexity of the action given a root node.
The score is to compare whether the agent with

4As shown in Appendix C, the training time still remains
relatively long due to the natural language generation with a
large COMET.

zork1: Kitchen. You are in the kitchen of the white
house. A table seems to have been used recently for the
preparation of food. A passage leads to the west and a dark
staircase can be seen leading upward. A dark chimney
leads down and to the east is a small window which is
open.
π put down glass open brown put glass on table
π̂ put glass on table put down glass go up
zork3: It is pitch black. You are likely to be eaten by
a grue.
π put down lamp take lamp turn on lamp
π̂ turn on lamp put down lamp go down

Table 2: An illustrative example of how action selec-
tion changes with COMMEXPL. Only top 3 actions are
shown for readability. TEMPLATE policy is used for
π, i.e. the TEMPLATE probability of put down OBJ
is used for put down glass, while π̂ is the policy
conditioned on commonsense.

commonsense achieves higher game score during
the training. Doing so implies how fast the agent
learns with fewer steps, and therefore, more effi-
cient exploration. Perplexity from LM is used as
a metric for the smoothness of natural language
action. We used GPT-2 from Huggingface (Wolf
et al., 2020).

Score Table 1 shows that with COMMEXPL,
the agent tends to acquire the game score more
frequent in four gaming environments (spirit,
zork1, zork3, ztuu). All four have at least
15% increases in game score during training.
However, three environments (balances, en-
chanter, ludicorp) appear to gain no benefits
from using COMMEXPL. On the other hand, the
remaining two games (library, reverb) take
commonsense negatively, suggesting that the com-
monsense from COMET acts as a noise with re-
spect to pursuing rewards. Per genre, interestingly,
those daily puzzle games are either not influenced
or negatively influenced from commonsense induc-
tive bias while four out of six fantasy adventure
games benefited from it. We speculate this might
be due to the fine-tuning which was also done on a
single game, zork1.

Coherency Table 1 shows that commonsense
prior reduces perplexity of the natural language
actions in all nine games. This is because, unlike
the game score that is not directly related to com-
monsense, the semantic properties of the actions
are directly related to commonsense. For envi-
ronments like balances and reverb, despite
the agent taking no benefits from commonsense,
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Figure 3: Ablation study on zork1. (Left) EntSchd refer to entropy scheduler, so - CSKG and - EntSchd mean we
removed CSKG and entropy scheduler from COMMEXPL. (Right) ‘>’ sign signifies how much commonsense (v)
or agent (a) is weighted more over the other.

perplexity drops significantly (e.g., ∼15%). This
large reduction in perplexity also appears for fan-
tasy games, in which zork3 had ∼20% down and
spirit took as little as ∼3% reduction. This
suggests that the game takes advantages on the se-
mantic coherency regardless of whether it helps to
achieve high score of the game or the genre of the
game.

Qualitative Samples Table 2 provides qualita-
tive samples to show how natural language ac-
tions are re-ordered after commonsense condi-
tioning. For instance, in the first example of
zork1, COMMEXPL suppresses open brown
and pushes put glass on table to the high-
est probability. In zork3, COMMEXPL promotes
turn on lamp over others since the observa-
tion informs user that the surrounding is dark.

3.2 Ablation Results

We performed two ablation studies on zork1
to obtain the optimal hyper-parameters. The
first ablation study is for the absence of features,
in which we removed CSKG construction and
entropy scheduler completely. Thereafter, the
changes in score gamma factors have been in-
vestigated. The γ coefficients are changed from
(γv = 1, γva = 0.7, γa = 0.8) to (0.4, 0.2, 1) for
(v < a) model and (1, 1, 0.3) for (v > a) model.

Feature Figure 3 (Left) shows that the absence
of CSKG construction or entropy scheduler causes
catastrophic forgetting. KG-A2C is prone to this
regardless of commonsense because it does not
use any memory component. However, injecting
commonsense stochastically enhances the likeli-
hood since the agent follows commonsense when
it should not, i.e. a particular action is required to
obtain game score. This overlaps with our motiva-
tion of entropy scheduler, that the game score is not
directly related to commonsense, so appropriate

skipping is necessary.
Dynamic CSKG contributes to a variety of com-

monsense, amplifying its commonsense reasoning,
and a lack of this will provoke the agent acting
more narrow with limited commonsense. Our plot
shows that removing CSKG also contributes to
the cause of catastrophic forgetting. This suggests
that lack of diversity in commonsense may act as a
noise to the exploration, and may push the agent to
produce more skewed trajectories that cause failure.
Therefore, the absence of any component leads to
performance decay. Therefore, both are vital com-
ponents in COMMEXPL.

Score Gamma Factor The contribution of the
commonsense and the agent score is investigated
on Figure 3 (Right). By increasing agent’s gamma
factor, the model acts more alike to the baseline
than the optimal hyper-parameters since it trusts its
own policy more. Conversely, adding more weights
on commonsense leads to catastrophic forgetting.
This is caused by the fact that the agent puts too
much trust on commonsense, diverging from its
own policy excessively. From these, we can con-
clude that the appropriate balancing is required to
make exploration efficient and feasible.

4 Conclusion

We investigated the effect of commonsense in text-
based RL agent during the training. Our results
show that despite the hyper-parameters tuning on a
single game, the proposed approach improves on
other gaming environments in Jericho, total four
out of nine. Furthermore, injecting commonsense
also positively influences the semantics of natural
language actions, resulting in lower perplexity. Our
future work will extend its application to different
text-based environments and investigate how this
linguistic properties from LM helps the agent.
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A CSKG Construction

There are three different strategies for building the
root node from the textual observation and the natu-
ral language action. The most generic one is, given
at−1 = “move rug" and ot = “With a great effort,
the rug is moved to one side of the room, revealing
the dusty cover of a closed trap door.”, the root node
is v0 = “PersonX ”+at−1+“. ”+ot =“PersonX
move rug. With a great effort, the rug is moved to
one side of the room, revealing the dusty cover of
a closed trap door.”. The example of CSKG with
v0 is in Figure A.1.

However, if the previous action at−1 was not
admissible, we set the room description of the
textual observation as the root node. Finally, if
the action is admissible, but the observation is
too short (less than 20 tokens), the root node in-
cludes the previous room description of the textual
observation at the beginning of the page, v0 =
oroom,t−1 + “ PersonX ” + at−1 + “. ” + ot.

These are motivated from 1) if the previous ac-
tion is not admissible, the environment is not af-
fected by it, so we simply use the previous room
description that captures a lot of information about
what the agent can do, 2) if the observation is too
short that it does not carry enough information
about the situation, we concatenate the previous
room description to subjoin the information about
surroundings, and 3) otherwise, the generic strat-
egy to build the root node, the previous action and
the consequence of it as textual observation.

B Experiment Setup

Action Sampling We set nTEMPLATE to be dy-
namic, only selecting those based on the probability
threshold and validity. The threshold is calculated
as 0.75 of its uniform distribution. For instance,
zork1 contains 237 number of TEMPLATE, so the
threshold is 0.75 × 1

237 = 0.00316. We only se-
lect the maximum of 7 TEMPLATE that exceeds
the threshold. This avoids a large shift in policy
distribution while attaining better computational ef-
ficiency. Additionally, we include valid templates
to enforce the agent to act more towards on chang-
ing the world tree. We sampled objects like KG-
A2C since KG-A2C already restricts objects and
the actions are usually determined by the template.
Therefore, |ϕa| = nTEMPLATE, reducing the compu-
tations but still covering useful action sets.

Commonsense Transformer Our COMET is
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Figure A.1: The CSKG construction from the corresponding root node with at−1 = “move rug" and ot = “With
a great effort, the rug is moved to one side of the room, revealing the dusty cover of a closed trap door.”. Each
commonsense phrase node is presented as circle and a directed edge between them is CSKG edge.

BART fine-tuned on ATOMIC-2020 dataset, which
is crowdsourced with natural language sentence
nodes and 23 commonsense edges (Hwang et al.,
2021). We assumed that the general COMET is
still good enough to cover TGs. Since the gam-
ing environment runs by the player character, we
only focus on the social-interaction commonsense.
“xNeed" and “xIntent" are chosen for CSKG con-
struction, Evv, since they deal with what is needed
or intended for the event to occur, while “xWant"
and “xEffect" for scoring the natural language ac-
tions, Eva, since they deal with what the player
would do following the event. We further set
nhop = 1 and ngen = 2 from the observation that
they are good enough for zero-shot commonsense
question answering (Bosselut et al., 2021; Moghim-
ifar et al., 2020). During the online training of the
agent, we freeze the parameters for COMET.

C Computational Expense

The number of node-to-node scores is directly re-
lated to the size of CSKG,

|ϕv| =
nhop∑
i=0

(ngen × |Evv|)i,

where nhop is the number of hops, ngen is the num-
ber of triple generation and Evv is the edge space
for CSKG.

On the other hand, the number of node-to-action
scores is equal to the number of the total score ϕ,

|ϕva| = |ϕ| = |ϕv| × |Eva| × |ϕa|,
where Eva is the edge space for node-to-action
score.

We assume |ϕa| ≈ 7 since we select maximum
of 7 templates with highest probability and valid
templates. Therefore, in our setting, we can calcu-
late the number of the natural language generations
per step per environment as,

|ϕv|+ |ϕva| = |ϕv|+ |ϕv| × |Eva| × |ϕa|
= |ϕv| · (1 + |Eva| × |ϕa|)

≈
1∑
i=0

(2× 2)i · (1 + 2× 7)

= 75

Finally, we can estimate the average number of
natural language generation per step by multiplying
the number of environments per step nenv = 32 and
fraction from entropy scheduler p ≈ 0.5,

(|ϕv|+ |ϕva|)× nenv × p ≈ 75× 32× 0.5

= 1200

Throughout the training, we require to perform
1200 natural language generations using a large
size COMET per step, so this increases the training
time from ×3 upto ×10.

522



Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 523 - 529

May 22-27, 2022 c©2022 Association for Computational Linguistics

A Simple but Effective Pluggable Entity Lookup Table
for Pre-trained Language Models

Deming Ye1,2, Yankai Lin6, Peng Li6,7, Maosong Sun1,2,3,4,5∗, Zhiyuan Liu1,2,3,5

1Dept. of Comp. Sci. & Tech., Institute for AI, Tsinghua University, Beijing, China
2Beijing National Research Center for Information Science and Technology
3International Innovation Center of Tsinghua University, Shanghai, China

4Jiangsu Collaborative Innovation Center for Language Ability, Xuzhou, China
5Institute Guo Qiang, Tsinghua University 6Pattern Recognition Center, WeChat AI

7Institute for AI Industry Research (AIR), Tsinghua University
yedeming001@163.com

Abstract

Pre-trained language models (PLMs) cannot
well recall rich factual knowledge of enti-
ties exhibited in large-scale corpora, espe-
cially those rare entities. In this paper,
we propose to build a simple but effective
Pluggable Entity Lookup Table (PELT) on de-
mand by aggregating the entity’s output repre-
sentations of multiple occurrences in the cor-
pora. PELT can be compatibly plugged as
inputs to infuse supplemental entity knowl-
edge into PLMs. Compared to previous
knowledge-enhanced PLMs, PELT only re-
quires 0.2%∼5% pre-computation with capa-
bility of acquiring knowledge from out-of-
domain corpora for domain adaptation sce-
nario. The experiments on knowledge-related
tasks demonstrate that our method, PELT, can
flexibly and effectively transfer entity knowl-
edge from related corpora into PLMs with dif-
ferent architectures. Our code and models are
publicly available at https://github.com/
thunlp/PELT.

1 Introduction

Recent advance in pre-trained language models
(PLMs) has achieved promising improvements in
various downstream tasks (Devlin et al., 2019; Liu
et al., 2019). Some latest works reveal that PLMs
can automatically acquire knowledge from large-
scale corpora via self-supervised pre-training and
then encode the learned knowledge into their model
parameters (Tenney et al., 2019; Petroni et al.,
2019; Roberts et al., 2020). However, due to the
limited capacity of vocabulary, existing PLMs face
the challenge of recalling the factual knowledge
from their parameters, especially for those rare en-
tities (Gao et al., 2019a; Wang et al., 2021a).

To improve PLMs’ capability of entity under-
standing, a straightforward solution is to exploit

∗Corresponding author: M. Sun (sms@tsinghua.edu.cn)

Model #Ent Pre-Comp. D-Adapt

Zhang et al. (2019) 5.0M ∼160h No
Wang et al. (2021b) 4.6M ∼3,400h No
Yamada et al. (2020) 0.5M ∼3,800h No
PELT (our model) 4.6M 7h Yes

Table 1: Comparison of recent knowledge-enhanced
PLMs. We report the pre-computation of BASE mod-
els on Wikipedia entities on a V100 GPU. Pre-Comp.:
Pre-computation; D-Adapt: Domain Adaptation.

an external entity embedding acquired from the
knowledge graph (KG) (Zhang et al., 2019; Liu
et al., 2020; Wang et al., 2020), the entity descrip-
tion (Peters et al., 2019), or the corpora (Pörner
et al., 2020). In order to make use of the ex-
ternal knowledge, these models usually learn to
align the external entity embedding (Bordes et al.,
2013; Yamada et al., 2016) to the their original
word embedding. However, previous works ignore
to explore entity embedding from the PLM itself,
which makes their learned embedding mapping is
not available in the domain-adaptation. Other re-
cent works attempt to infuse knowledge into PLMs’
parameters by extra pre-training, such as learning
to build an additional entity vocabulary from the
corpora (Yamada et al., 2020; Févry et al., 2020), or
adopting entity-related pre-training tasks to inten-
sify the entity representation (Xiong et al., 2020;
Sun et al., 2020; Wang et al., 2021b). However,
their huge pre-computation increases the cost of
extending or updating the customized vocabulary
for various downstream tasks.

In this paper, we introduce a simple but effec-
tive Pluggable Entity Lookup Table (PELT) to in-
fuse knowledge into PLMs. To be specific, we
first revisit the connection between PLMs’ input
features and output representations for masked lan-
guage modeling. Based on this, given a new corpus,
we aggregate the output representations of masked
tokens from the entity’s occurrences, to recover
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an elaborate entity embedding from a well-trained
PLM. Benefiting from the compatibility and flex-
ibility of the constructed embedding, we can di-
rectly insert them into the corresponding positions
of the input sequence to provide supplemental en-
tity knowledge. As shown in Table 1, our method
merely consumes 0.2%∼5% pre-computation com-
pared with previous works, and it also supports the
vocabulary from different domains simultaneously.

We conduct experiments on two knowledge-
related tasks, including knowledge probe and rela-
tion classification, across two domains (Wikipedia
and biomedical publication). Experimental results
show that PLMs with PELT can consistently and
significantly outperform the corresponding vanilla
models. In addition, the entity embedding obtained
from multiple domains are compatible with the
original word embedding and can be applied and
transferred swiftly.

2 Methodology

In this section, we first revisit the masked language
modeling pre-training objective. After that, we
introduce the pluggable entity lookup table and
explain how to apply it to incorporate knowledge
into PLMs.

2.1 Revisit Masked Language Modeling

PLMs conduct self-supervised pre-training tasks,
such as masked language modeling (MLM) (De-
vlin et al., 2019), to learn the semantic and syntac-
tic knowledge from the large-scale unlabeled cor-
pora (Rogers et al., 2020). MLM can be regarded
as a kind of cloze task, which requires the model to
predict the missing tokens based on its contextual
representation. Formally, given a sequence of to-
kens X = (x1, x2, . . . , xn), with xi substituted by
[MASK], PLMs, such as BERT, first take tokens’
word embedding and position embedding as input
and obtain the contextual representation:

H = Enc(LayerNorm(E(X) + P )), (1)

where Enc(·) denotes a deep bidirectional Trans-
former encoder, LayerNorm(·) denotes layer nor-
malization (Ba et al., 2016), E ∈ R|V |×D is the
word embedding matrix, V is the word vocabu-
lary, P is the absolute position embedding and
H = (h1,h2, . . . ,hn) is the contextual represen-
tation. After that, BERT applies a feed-forward
network (FFN) and layer normalization on the con-

WTO regards [MASK] has 
become a global epidemic.

[MASK] is the disease caused 
by severe acute respiratory.

PLM 
Encoding

Masked Token’s
Output Rep.

Entity
Embedding

COVID-19

COVID-19 
Occurring Sentence

Figure 1: An illustration of the our PELT.

textual representation to compute the output repre-
sentation of xi:

rxi = LayerNorm(FFN(hi)). (2)

Since the weights in the softmax layer and word
embeddings are tied in BERT, the model calculate
the product of rxi and the input word embedding
matrix to further compute xi’s cross-entropy loss
among all the words:

L = −
∑

log Pr(xi|rxi)

= −
∑

log
exp(E(xi)Trxi)∑

wj∈V exp(E(wj)
Trxi)

.
(3)

2.2 Construct Pluggable Entity Embedding
Due to the training efficiency, the vocabulary sizes
in existing PLMs typically range from 30K to 60K
subword units, and thus PLMs have to disperse the
information of massive entities into their subword
embeddings. Through revisiting the MLM loss in
Eq. 3, we could intuitively observe that the word
embedding and the output representation of BERT
are located in the same vector space. Hence, we are
able to recover the entity embedding from BERT’s
output representations to infuse their contextual-
ized knowledge to the model.

To be specific, given a general or domain-
specific corpus, we design to build the lookup table
for entities that occurs in the downstream tasks on
demand. For an entity e, such as a Wikidata entity
or a proper noun entity, we construct its embedding
E(e) as follows:

Direction A feasible method to add entity e to
the vocabulary of PLM is to optimize its embed-
ding E(e) for the MLM loss with other parameters
frozen. We collect the sentences Se that contain
entity e and substitute it with [MASK]. The total
influence of E(e) to the MLM loss in Se can be
formulated as:

L(e) = −
∑
xi∈Se

log Pr(e|rxi)

=
∑
xi∈Se

logZxi − E(e)T
∑
xi∈Se

rxi ,
(4)
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where Zxi =
∑

wj∈V ∪{e} exp(E(wj)
Trxi), xi

is the replaced masked token for entity e and rxi is
the PLM’s output representation of xi.

Compared with the total impact of the entire
vocabulary onZxi , E(e) has a much smaller impact.
If we ignore the minor effect of E(e) on Zxi , the
optimal solution of E(e) for L(e) is proportional
to

∑
xi∈Se

rxi . Hence, we set E(e) as:

E(e) = C ·
∑
xi∈Se

rxi , (5)

where C denotes the scaling factor.
Practically, E(e) also serves as the negative log-

likelihood of other words’ MLM loss (Kong et al.,
2020). However, Gao et al. (2019a) indicates that
the gradient from such negative log-likelihood will
push all words to a uniformly negative direction,
which weakens the quality of rare words’ represen-
tation. Here, we ignore this negative term and ob-
tain the informative entity embedding from Eq. 5.

Norm We define p(e) as the position embedding
for entity e. Since the layer normalization in Eq. 1
makes the norm |E(e) + p(e)| to D

1
2 , we find that

the norm |E(e)| has little effect on the input feature
of the encoder in use. Therefore, we set the norm
of all the entity embeddings as a constant L. Then,
we evaluate the model with different L on the un-
supervised knowledge probe task and choose the
best L for those fine-tuning tasks.

2.3 Infuse Entity Knowledge into PLMs

Since the entity embedding we obtained and the
original word embedding are both obtained from
the masked language modeling objective, the entity
can be regarded as a special input token. To infuse
entity knowledge into PLMs, we apply a pair of
bracket to enclose the constructed entity embed-
ding and then insert it after the original entity’s
subwords. For example, the original input,

Most people with COVID-19 have a dry
[MASK] they can feel in their chest.
becomes

Most people with COVID-19 (COVID-19) have
a dry [MASK] they can feel in their chest.
Here, the entity COVID-19 adopts our constructed
entity embedding and other words use their original
embedding. We simply convey the modified input
to the PLM for encoding without any additional
structures or parameters, to help the model predict
[MASK] as cough.

A note on entity links In previous section, we
hypothesize that we know the entity linking annota-
tions for the involved string name. In practice, we
can obtain the gold entity links provided by some
datasets like FewRel 1.0. For the datasets where the
linking annotations are not available, we employ a
heuristic string matching for entity linking1.

3 Experiment

3.1 Implementation Details
We choose RoBERTaBase (Liu et al., 2019), a well-
optimized PLM, as our baseline model and we
equip it with our constructed entity embedding to
obtain the PELT model. For the knowledge probe
task, we further experiment with another encoder-
architecture model, uncased BERTBase (Devlin
et al., 2019), and an encoder-decoder-architecture
model, BARTBase (Lewis et al., 2020).

We adopt Wikipedia and biomedical S2ORC (Lo
et al., 2020) as the domain-specific corpora and
split them into sentences with NLTK (Xue, 2011).
For Wikipedia, we adopt a heuristic entity link-
ing strategy with the help of hyperlink annota-
tions. For the used FewRel 1.0 and Wiki80 datasets,
we directly use the annotated linking informa-
tion. For other datasets, we link the given entity
name through a simple string match. For each
necessary entity, we first extract up to 256 sen-
tences containing the entity from the corpora. We
adopt Wikipedia as the domain-specific corpus for
FewRel 1.0, Wiki80 and LAMA, and we adopt
S2ORC as the domain-specific corpus for FewRel
2.0. After that, we construct the entity embedding
according to Section 2.2.

We search the norm of entity embedding L
among 1-10 on the knowledge probe task. We find
L = 7, 10, 3 performs a bit better for RoBERTa,
BERT and BART respectively. In the fine-tuning
process, we freeze the constructed embeddings as
an lookup table with the corresponding norm. After
that, we run all the fine-tuning experiments with 5
different seeds and report the average score.

3.2 Baselines
We select three of the most representative entity-
aware baselines, which adopt an external entity
embedding, an entity-related pre-training task, or
a trainable entity embedding: (1) ERNIE (Zhang
et al., 2019) involves the entity embedding learned
from Wikidata relation (Bordes et al., 2013). We

1Details are shown in the Appendix.
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Model Ext. Pretrain FewRel 1.0 FewRel 2.0
5-1 5-5 10-1 10-5 5-1 5-5 10-1 10-5

ERNIE† X 92.7±0.2 97.9±0.0 87.7±0.4 96.1±0.1 66.4±1.6 88.2±0.5 51.2±0.7 80.1±1.0

KEPLER X 90.8±0.1 96.9±0.1 85.1±0.1 94.2±0.1 74.0±1.0 89.2±0.2 61.7±0.1 82.1±0.1

LUKE X 91.8±0.4 97.5±0.1 85.3±0.4 95.3±0.1 64.8±1.4 89.2±0.2 46.6±0.8 80.5±0.5

RoBERTa - 90.4±0.3 96.2±0.0 84.2±0.5 93.9±0.1 71.2±2.1 89.4±0.2 53.3±0.8 83.1±0.4

PELT - 92.7±0.3 97.5±0.0 87.5±0.3 95.4±0.1 75.0±1.3 92.1±0.2 60.4±1.1 85.6±0.2

Table 2: The accuracy on the FewRel dataset. N -K indicates theN -wayK-shot configuration. Both of FewRel 1.0
and FewRel 2.0 are trained on the Wikipedia domain, and FewRel 2.0 is tested on the biomedical domain. ERNIE†

has seen facts in the FewRel 1.0 test set during pre-training. We report standard deviations as subscripts.

Model 1% 10% 100%

ERNIE 66.4±0.4 87.7±0.2 93.4±0.1

KEPLER 62.3±1.0 85.4±0.2 91.7±0.1

LUKE 63.1±1.0 86.9±0.4 92.9±0.1

RoBERTa 59.8±1.7 85.7±0.2 91.7±0.1

PELT 65.6±1.0 88.3±0.3 93.4±0.1

Table 3: The accuracy on the test set of Wiki80.
1%/ 10% indicate using 1%/ 10% supervised training
data respectively.

adopt the RoBERTa version of ERNIE provided
by Wang et al. (2021b); (2) KEPLER (Wang
et al., 2021b) encodes textual entity description
into entity embedding and learns fact triples and
language modeling simultaneously; (3) LUKE (Ya-
mada et al., 2020) learns a trainable entity embed-
ding to help the model predict masked tokens and
masked entities in the sentences.

3.3 Relation Classification
Relation Classification (RC) aims to predict the
relationship between two entities in a given text.
We evaluate the models on two scenarios, the few-
shot setting and the full-data setting.

The few-shot setting focuses on long-tail rela-
tions without sufficient training instances. We eval-
uate models on FewRel 1.0 (Han et al., 2018) and
FewRel 2.0 (Gao et al., 2019b). FewRel 1.0 con-
tains instances with Wikidata facts and FewRel
2.0 involves a biomedical-domain test set to ex-
amine the ability of domain adaptation. In the
N -way K-shot setting, models are required to cat-
egorize the query as one of the existing N rela-
tions, each of which contains K supporting sam-
ples. We choose the state-of-the-art few-shot frame-
work Proto (Snell et al., 2017) with different PLM
encoders for evaluation. For the full-data setting,
we evaluate models on the Wiki80, which contains
80 relation types from Wikidata. We also add 1%
and 10% settings, meaning using only 1% / 10%

Model LAMA LAMA-UHN

G-RE T-REx G-RE T-REx

ERNIE 10.0 24.9 5.9 19.4
KEPLER 5.5 23.4 2.5 15.4
LUKE 3.8 32.0 2.0 25.3

RoBERTa 5.4 24.7 2.2 17.0
PELT 6.4 27.5 2.8 19.3

BERT 13.9 34.9 8.8 26.8
BERT-PELT 13.3 40.7 8.9 34.5

BART 5.1 15.9 1.3 12.0
BART-PELT 6.9 24.4 2.1 14.9

Table 4: Mean P@1 on the knowledge probe bench-
mark. G-RE: Google-RE.

data of the training sets.
As shown in Table 2 and Table 3, on FewRel

1.0 and Wiki80 in Wikipedia domain, RoBERTa
with PELT beats the RoBERTa model by a large
margin (e.g. +3.3% on 10way-1shot), and it even
achieves comparable performance with ERNIE,
which has access to the knowledge graph. Our
model also gains huge improvements on FewRel
2.0 in the biomedical domain (e.g. +7.1% on
10way-1shot), while the entity-aware baselines
have little advance in most settings. Compared with
most existing entity-aware PLMs which merely ob-
tain domain-specific knowledge in the pre-training
phase, our proposed pluggable entity lookup table
can dynamically update the models’ knowledge
from the out-of-domain corpus on demand.

3.4 Knowledge Probe

We conduct experiments on a widely-used knowl-
edge probe dataset, LAMA (Petroni et al., 2019).
It applies cloze-style questions to examine PLMs’
ability on recalling facts from their parameters. For
example, given a question template Paris is the cap-
ital of [MASK], PLMs are required to predict the
masked token properly. In this paper, we not only
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Model [0,10) [10,50) [50,100) [100,+)

RoBERTa 18.1 21.1 25.8 26.1
PELT 21.9 24.8 29.0 28.7

Table 5: Mean P@1 on T-Rex with respect to the sub-
ject entity’s frequency in Wikipedia.

use Gooogle-RE and T-REx (ElSahar et al., 2018)
which focus on factual knowledge, but also evalu-
ate models on LAMA-UHN (Pörner et al., 2020)
which filters out the easy questionable templates.

As shown in Table 4, without any pre-training,
the PELT model can directly absorb the entity
knowledge from the extended input sequence to
recall more factual knowledge, which demonstrates
that the entity embeddings we constructed are com-
patible with original word embeddings. We also
find that our method can also bring huge improve-
ments to both BERT and BART in the knowledge
probe task, which proves our method’s generaliza-
tion on different-architecture PLMs.

Effect of Entity Frequency Table 5 shows the
P@1 results with respect to the entity frequency.
While RoBERTa performs worse on rare entities
than frequent entities, PELT brings a substantial
improvement on rare entities, i.e., near 3.8 mean
P@1 gains on entities that occur less than 50 times.

4 Conclusion

In this paper, we propose PELT, a flexible entity
lookup table, to incorporate up-to-date knowledge
into PLMs. By constructing entity embeddings on
demand, PLMs with PELT can recall rich factual
knowledge to help downstream tasks.
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A Heuristic String Matching for Entity
Linking

For the Wikipedia, we first create a mapping from
the anchor texts with hyperlinks to their referent
Wikipedia pages. After that, We employ a heuristic
string matching to link other potential entities to
their pages.

For preparation, we collect the aliases of the
entity from the redirect page of Wikipedia and the
relation between entities from the hyperlink. Then,
we apply spaCy 2 to recognize the entity name in
the text. An entity name in the text may refer to

2https://spacy.io/

multiple entities of the same alias. We utilize the
relation of the linked entity page to maintain an
available entity page set for entity disambiguation .

Algorithm 1 Heuristic string matching for entity
disambiguation
S ⇐ { the linked entity page in anchor text}
E ⇐ { potential entity name in text}
repeat
S′ ⇐ { the neighbor entity pages that have
hyperlink or Wikidata relation with pages in
S}
E′ ⇐ {e|e ∈ E and e can be uniquely linked
to entity page in S′ by string matching }
E ⇐ E − E′
S ⇐ E′

until S = φ

Details of the heuristic string matching are
shown in Algorithm 1, we match the entity name to
surrounding entity page of the current page as close
as possible. e will release all the source code and
models with the pre-processed Wikipedia dataset.

For other datases, we adopt a simple string
matching for entity linking.

B Training Configuration

We train all the models with Adam opti-
mizer (Kingma and Ba, 2015), 10% warming up
steps and maximum 128 input tokens. Detailed
training hyper-parameters are shown in Table 6.

We run all the experiments with 5 different seeds
(42, 43, 44, 45, 46) and report the average score
with the standard deviation. In the 1% and 10% set-
tings’ experiments for Wiki80, we train the model
with 10-25 times epochs as that of the 100% set-
ting’s experiment.

For FewRel, we search the batch size among
[4,8,32] and search the training step in [1500, 2000,
2500]. We evaluate models every 250 on validation
and save the model with best performance for test-
ing. With our hyper-parameter tuning, the results
of baselines in FewRel significantly outperforms
that reported by KEPLER (Wang et al., 2021b).

Dataset Epoch Train Step BSZ LR

Wiki80 5 - 32 3e-5
FewRel 1.0 - 1500 32 2e-5
FewRel 2.0 - 1500 32 2e-5

Table 6: Training Hyper-parameters. BSZ: Batch size;
LR: Learning rate.
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Abstract

The emergence of multilingual pre-trained lan-
guage models makes it possible to adapt to tar-
get languages with only few labeled examples.
However, vanilla fine-tuning tends to achieve
degenerated and unstable results, owing to the
Language Interference among different lan-
guages, and Parameter Overload under the
few-sample transfer learning scenarios. To ad-
dress two problems elegantly, we propose S4-
Tuning, a Simple CroSS-lingual Sub-network
Tuning method. S4-Tuning first detects the
most essential sub-network for each target lan-
guage, and only updates it during fine-tuning.
In this way, the language sub-networks lower
the scale of trainable parameters, and hence
better suit the low-resource scenarios. Mean-
while, the commonality and characteristics
across languages are modeled by the overlap-
ping and non-overlapping parts to ease the in-
terference among languages. Simple but ef-
fective, S4-Tuning gains consistent improve-
ments over vanilla fine-tuning on three multi-
lingual tasks involving 37 different languages
in total (XNLI, PAWS-X, and Tatoeba).

1 Introduction

Recently, a variety of multilingual pre-trained lan-
guage models (PLMs) have been proposed, includ-
ing mBERT (Devlin et al., 2019) and XLM-R (Con-
neau et al., 2020). Based on these PLMs, it is possi-
ble to adapt the model to specific target languages,
with only a handful of labeled examples in the
downstream tasks, which is called few-shot cross-
lingual transfer learning (Lauscher et al., 2020;
Hedderich et al., 2020; Bari et al., 2021).

However, traditional fine-tuning tends to obtain
degenerated and unstable results, due to the fol-
lowing two challenges. (1) Parameter Overload:
Given only few labeled data for a target language,
it is challenging to update all model parameters,

∗Joint work between Alibaba and Peking University.
†Corresponding authors.

…

Forward Backward

Loss

… …De FrZhAll

Sub-network for De
Sub-network for Fr

Figure 1: Utilizing full network during the forward
process (left), S4-Tuning only updates a specific sub-
network according to the language of the input example
(right). Sub-networks are detected based on the impor-
tance of model parameters towards different languages.

and such a mismatch between the scale of data and
trainable parameters can cause overfitting (Dodge
et al., 2020; Zhao et al., 2021). (2) Language
Interference: Sharing commonality though, dif-
ferent languages also possess their own charac-
teristics. Hence, the adaption towards a specific
target language can interfere with that of other lan-
guages (Lin et al., 2021), which also damages the
transfer performance.

Therefore, it is natural to ask the question, How
to address the Parameter Overload and Language
Interference problem elegantly? In this paper, we
propose a Simple CroSS-lingual Sub-network Tun-
ing method, S4-Tuning, which tries to deal with
these two problems jointly. As shown in Figure 1,
S4-Tuning detects the most fundamental language
sub-networks (with a simple and intuitive crite-
rion in Sec. 3.2), and only updates the specific
sub-network corresponding to the input language
during training. For one thing, we update the lan-
guage sub-network on a matching scale, which bet-
ter suits the low-resource scenarios and addresses
the Parameter Overload problem. For another, the
commonality across languages is modeled by the
overlap among different language sub-networks,
while the characteristics are also allowed by the
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non-overlapping parts. With such a better trade-off,
the Language Interference problem is alleviated.

Simple to implement, S4-Tuning also reveals ev-
ident effectiveness in the downstream tasks in our
experiments. Compared with vanilla fine-tuning,
S4-Tuning consistently offer improvements across
different multi-lingual downstream tasks. For ex-
ample, it improves by 0.9 and 5.6 average points
on XNLI and Tatoeba tasks, respectively.

2 Related Work

Towards better few-shot cross-lingual transfer,
Zhao et al. (2021) freeze the embedding and en-
coder layers of the PLM during fine-tuning, which
is not effective and flexible enough. Nooralahzadeh
et al. (2020) adopt the traditional meta-learning
method MAML (Finn et al., 2017), but it is not
practical enough, since it requires extra abundant
labeled data for meta-training. Differently, we try
a more elegant and effective way to handle the
Parameter Overload and Language Interference
problem through language sub-networks.

Some works also find a sub-network for each
language pair in machine translation (Lin et al.,
2021; Xie et al., 2021), or each task in multi-task
learning (Sun et al., 2020; Liang et al., 2021). How-
ever, their forward and backward are both based on
sub-networks, which is more like pruning. Instead,
we update parameters within the sub-network dur-
ing the backward process, but still forward on the
whole network to fully utilize the knowledge stored
in the entire model. Our work most closely re-
sembles the work of Xu et al. (2021). However,
S4-Tuning deals with multiple sub-networks simul-
taneously rather than a single sub-network in more
challenging few-shot multi-lingual scenarios, and
adopts different criteria for language sub-network
detection. We empirically show the superiority of
S4-Tuning in Figure 3 in Section 4.5.

3 S4-Tuning: Simple CroSS-lingual
Sub-network Tuning

We formally present the problem formulation
(Sec. 3.1). Then we introduce our proposed method,
S4-Tuning, which firstly detects the most important
sub-network for each target language (Sec. 3.2),
and then only updates the corresponding sub-
network during the backward process (Sec. 3.3).

3.1 Problem Formulation

Given a specific task, the original multilingual PLM
θpre is firstly fine-tuned on rich-resource labeled
data Ds = (Xs,Ys) in source language s to ob-
tain θs (source training) following Lauscher et al.
(2020). Then, we aim to better adapt θs to multi-
ple target languages T =

{
t1, t2, . . . , t‖T ‖

}
with

target labeled data DT = {(Xt,Yt) | t ∈ T } (tar-
get adapting). Specifically, suppose there are C
different classes, we have K training examples for
each class c ∈ C in target language t, and K is re-
markably small in low-resource scenarios, leading
to |Ds| � |DT |. In our paper, we use English as
source language following Lauscher et al. (2020).

3.2 Language Sub-network Detection

In this section, we aim to identify the most impor-
tant sub-network for each target language. In detail,
for target language t, if parameter hi is essential
to language t, the change of loss would be large
once we remove hi (i.e., hi = 0) (Molchanov et al.,
2017), which is shown in Equation 1 and H refers
to other parameters excluding hi.

Ωt(hi) =
∣∣Lt(H,hi = 0)− Lt(H,hi)

∣∣ (1)
Following Molchanov et al. (2017), we approxi-

mate with Taylor Expansion, and obtain Eq. 2.

Ωt(hi) =

∣∣∣∣∂Lt(H,hi)∂hi
hi

∣∣∣∣ (2)

Though different scoring criteria can be used,
we find this one works best. After deriving the
importance score of parameters for target language
t based on (Xt,Yt), parameters with the highest
score are selected as the sub-network for t. It can
be indicated by a mask Mt, where M t(hi) = 1 if
hi belongs to the sub-network, and M t(hi) = 0
otherwise. With N parameters in total, we can set

up sub-network scale by pt =
∑N

i=1 M
t(hi)

N . We
unify pt across different languages as p, that is,
p = p1 = p2 = · · · = p‖T ‖.

3.3 Constrained Language Adaption

According to the distinctive patterns of language
sub-networks, we adapt to the target languages with
their most essential parameters.
Forward During the forward procedure, we en-
code instances by the full network regardless of its
language. In this way, we can better make full use
of the knowledge contained in the whole model.
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Method ar bg de el en es fr hi ru sw th tr ur vi zh Avg

K=64

FC Only 77.43 82.36 82.28 81.51 88.84 83.93 82.48 76.08 79.30 71.55 76.38 78.55 72.37 78.94 78.27 79.35±0.03
FC+Pooler 77.50 82.55 82.44 81.75 88.94 84.20 82.69 76.25 79.75 71.84 76.83 78.96 72.59 79.30 78.64 79.62±0.07
Full Model 78.77 83.73 83.05 81.98 88.32 84.16 83.05 76.67 80.54 72.35 77.42 79.65 73.45 80.10 79.34 80.17±0.53
S4-Tuning (Ours) 79.26 84.01 83.64 82.55 89.10 84.87 83.63 77.94 81.06 73.24 78.11 80.21 74.28 80.59 80.18 80.84±0.16

K=128

FC Only 77.97 83.01 82.70 81.99 89.04 84.62 82.99 76.63 80.11 72.49 77.13 79.25 73.23 79.54 79.41 80.01±0.02
FC+Pooler 78.06 83.07 82.78 82.10 89.08 84.66 83.15 76.70 80.17 72.79 77.44 79.44 73.31 79.85 79.46 80.14±0.11
Full Model 78.80 83.61 83.23 82.31 88.43 83.95 82.91 77.01 80.62 72.66 77.65 79.50 73.58 80.29 80.00 80.30±0.28
S4-Tuning (Ours) 79.70 84.43 84.04 82.90 89.08 84.61 83.75 77.93 81.38 73.67 79.03 80.47 74.64 81.24 81.13 81.20±0.04

Table 1: Comparison with other fine-tuning methods on XNLI. S4-Tuning consistently outperforms other meth-
ods under different K settings, and also achieves lower standard deviation compared with Full Model tuning.
Although with low standard deviation, FC Only and FC+Pooler yield inferior results.

Backward Different from vanilla fine-tuning, we
only update the parameters within the significant
language sub-network. It can be achieved by mul-
tiplying the gradients with the mask M t. By this
means, we lower the scale of trainable parameters
to address Parameter Overload, and maintain the
commonality and characteristics across different
languages to handle Language Interference.

4 Experiments

4.1 Datasets
We conduct experiments on three multilingual
tasks. Cross-lingual Natural Language Inference
(XNLI) (Conneau et al., 2018) is a natural language
inference task involving 15 different languages. Be-
sides, Cross-lingual Paraphrase Adversaries from
Word Scrambling (PAWS-X) (Yang et al., 2019)
focuses on determining whether two sentences are
paraphrases with 7 languages. Tatoeba (Artetxe
and Schwenk, 2019) with 37 languages is a cross-
lingual sentence retrieval task, which finds the near-
est neighbor based on cosine similarity between
multilingual representations of sentences.

4.2 Experimental Setups
Experiments are based on XLM-Rlarge (Conneau
et al., 2020). Following Zhao et al. (2021), we
firstly fine-tune the PLM for 10 epochs with batch
size 32 on full English labeled examples for source-
training, whose results are comparable to Hu et al.
(2020) (details in Appendix A). Then we continue
to fine-tune 5 epochs on K-shot data over target
languages, and we use K ∈ {64, 128}. The trans-
lated examples provided by Hu et al. (2020) are
used as the training data for target languages. We
search learning rate from {5e-6, 8e-6, 1e-5, 3e-5},
and p from {0.1, 0.3, 0.5}. We report the average
score on the test set of 5 runs with different seeds.

4.3 Main Results

Besides vanilla Full Model fine-tuning, we also
compare with two strong baselines (Zhao et al.,
2021): 1) FC Only: Only update the linear classi-
fier during training. 2) FC+Pooler: Only update
the linear classifier and pooler layer during training.

S4-Tuning helps the model better adapt to
target languages with strong and stable perfor-
mance. As shown in Table 1, S4-Tuning outper-
forms other fine-tuning methods on XNLI. For
example, compared with Full Model tuning, S4-
Tuning yields an improvement of up to 0.90 aver-
age points, and the standard deviation of multiple
random runs is also lowered, suggesting more sta-
ble performance. Although with lower standard
deviation, FC Only and FC+Pooler reveal infe-
rior performance. Similar results are observed on
PAWS-X task (shown in Appendix B due to lim-
ited space), in which S4-Tuning also beat other
methods on both K = 64 and K = 128 settings,
e.g., outperforms Full Model tuning by 0.7 average
points when K = 64.

S4-Tuning strengthens the model ability to
capture cross-lingual semantics, thanks to more
precise and flexible adaption for different target
languages. We adopt models fine-tuned on PAWS-
X through different methods, and search the best
encoder layer to derive multilingual sentence repre-
sentations for Tatoeba task. The most semantically
similar sentence is retrieved directly with cosine
similarity between representations. As shown in
Table 2, S4-Tuning yields an improvement of up to
5.64 average points across 36 target languages, in
comparison with vanilla Full Model tuning.

4.4 Similarity Between Sub-networks

In this section, we aim to understand the intrinsic
relations among different language sub-networks.

532



Method ar he vi id jv tl eu ml ta te af nl de el bn hi mr ur Avg

K=64

FC Only/FC+Pooler∗ 46.7 63.8 73.0 79.2 16.1 36.3 36.4 65.9 26.7 38.5 61.0 82.1 89.0 60.5 43.8 71.5 53.5 25.3 58.5
Full Model 48.8 65.6 76.4 79.8 17.7 38.5 39.5 66.4 31.1 43.5 61 82.6 89.9 61.4 44.4 72.7 55.2 30.8 60.5
S4-Tuning (Ours) 55.6 69.0 81.8 82.6 20.3 44.0 46.8 71.8 43.3 55.0 67.0 84.7 92.4 66.7 52.5 76.6 59.2 49.6 66.1

K=128

FC Only/FC+Pooler∗ 46.7 63.8 73.0 79.2 16.1 36.3 36.4 65.9 26.7 38.5 61.0 82.1 89.0 60.5 43.8 71.5 53.5 25.3 58.5
Full Model 55.5 69.0 82.6 83.6 21.4 42.3 44.9 76.1 38.1 51.9 67.2 85.7 92.6 67.2 51.7 79.6 63.2 43.6 66.2
S4-Tuning (Ours) 58.2 71.4 85.1 86.1 23.0 47.8 50.4 74.9 46.5 58.3 70.0 87.8 93.6 70.4 56.3 81.4 65.5 51.3 69.5

Table 2: Comparison with other fine-tuning methods on cross-lingual retrieval task Tatoeba across 36 lan-
guages. We only list 18 languages due to limited space, and the complete results are provided in Appendix D.
S4-Tuning consistently achieves the best performance across different target languages. ∗: Same as the result of
the model after source training (θs), since these two methods do not update the encoder layers of the model.
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Figure 2: The overlapping ratio between sub-networks
of different languages.

Specifically, we explore the similarity using the
Jaccard similarity coefficient to quantify the over-
lapping ratio between two sub-networks. Figure 2
illustrates the results based on PAWS-X experi-
ments with K = 128 and p = 0.5 settings, It
can be observed that the eastern languages (Ja, Ko,
Zh) are similar to each other, while different from
the western languages (De, En, Es, Fr). For ex-
ample, the sub-network of Japanese (Ja) is much
more similar to that of Korean (Ko) and Chinese
(Zh) than others. It suggests that the detected sub-
networks potentially capture the inductive bias of
language similarity, and model their commonality
and characteristics through overlapping and non-
overlapping parts flexibly.

4.5 Comparison with Different Sub-network
Strategies: Pruning and Random

To further understand the effect of S4-Tuning, we
compare with two sub-network strategies in XNLI
and PAWS-X with K = 64: 1) Pruning (Lin et al.,
2021; Xie et al., 2021): both forward and back-
ward are through a pruned sub-network (while S4-
Tuning uses the full network for forward). We
adopt Equation 2 as the criterion to prune the
model for all target languages. 2) Random: the
sub-networks are detected randomly for S4-Tuning
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Figure 3: Compare S4-Tuning with Pruning and Ran-
dom sub-network across various sub-network ratio p.
The red horizontal line denotes the result of vanilla full
model tuning. S4-Tuning reveals superior performance
over other strategies.

rather than following a specific criterion.
As shown in Figure 3, for pruning, the model

would collapse if p < 0.7, and the best score
achieved in p = 0.9 is still lower than the vanilla
fine-tuning in XNLI. The performance of random
sub-network is slightly lower than vanilla fine-
tuning in XNLI, while slightly higher in PAWS-
X. Compared with these two strategies, S4-Tuning
achieves the best scores in an overwhelming ma-
jority of cases, which suggests the superiority of
S4-Tuning in few-shot cross-lingual transfer.

5 Conclusion

Towards better few-shot cross-lingual transfer
learning, we propose S4-Tuning. S4-Tuning de-
tects the most essential sub-network for each target
language, and only updates these parameters dur-
ing the backward process, while still utilizing the
full model for the forward process. In this way,
we reduce the scale of trainable parameters that
better suits low-resource scenarios to address over-
fitting, and better deal with the interference across
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languages. Our experiments show that S4-Tuning
consistently outperforms other fine-tuning methods
in different downstream tasks.
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A Results on Source Training

Since our work focuses on the target adapting, we
ensure the results on source training are compara-
ble to others. As shown in Table 3, the obtained
results based on our implementation is comparable
or even better than those of Hu et al. (2020) in three
multi-lingual tasks.

PAWS-X XNLI Tatoeba

Hu et al. (2020) 86.4 79.2 57.3
Ours 86.4 79.6 58.5

Table 3: Align initial results after source training.

B Results on PAWS-X

Table 4 illustrates the results of different fine-tuning
methods on PAWS-X task. Compared with vanilla
full model tuning, S4-Tuning achieves better per-
formance with lower standard deviation, which sug-
gests that S4-Tuning helps the model better adapt
to target languages and obtain more stable results.

C Detailed Results on Tatoeba

Table 5 demonstrates the results on the cross-
lingual retrieval task, Tatoeba, across 36 differ-
ent target languages in total. Since FC Only and
FC+Pooler do not update the intermediate encoder
layers, their results are both the same as that of
the model after source training. It can be ob-
served that S4-Tuning outperform other methods
by 5.6 ∼ 7.6 average points under K = 64 setting,
and 3.2 ∼ 11.0 average points under K = 128
setting.

D Results on XQuAD

We also explore S4-Tuning in multilingual ques-
tion answering task, XQuAD (Artetxe et al., 2020).
As shown in Table 6, S4-Tuning provides improve-
ments on both K = 64 and K = 128 settings,
along with lower standard deviation.
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Method de en es fr ja ko zh Avg

K=64

FC Only 89.07 94.07 90.26 89.70 80.33 79.03 82.81 86.47±0.05
FC + Pooler 89.34 93.90 90.05 89.41 80.12 79.42 82.77 86.43±0.07
Full Model 88.80 93.88 89.52 89.35 79.50 80.78 83.04 86.41±0.70
S4-Tuning (Ours) 90.13 94.53 90.69 90.41 79.96 80.86 83.22 87.11±0.16

K=128

FC Only 89.46 94.37 90.38 89.90 80.73 79.31 82.93 86.73±0.07
FC + Pooler 89.54 94.19 90.29 89.72 80.32 79.67 82.96 86.67±0.06
Full Model 89.19 94.54 90.85 90.43 80.21 80.93 83.23 87.05±0.41
S4-Tuning (Ours) 90.19 95.01 91.13 90.75 80.85 81.71 83.56 87.60±0.20

Table 4: Comparison with other fine-tuning methods on PAWS-X. S4-Tuning achieves the best average score
across different languages, and also lower the standard deviation compared with Full Model tuning.

Method ar he vi id jv tl eu ml ta te af nl de el bn hi mr ur fa

K=64

FC Only/FC+Pooler∗ 46.7 63.8 73.0 79.2 16.1 36.3 36.4 65.9 26.7 38.5 61.0 82.1 89.0 60.5 43.8 71.5 53.5 25.3 71.9
Full Model 48.8 65.6 76.4 79.8 17.7 38.5 39.5 66.4 31.1 43.5 61.0 82.6 89.9 61.4 44.4 72.7 55.2 30.8 73.4
S4-Tuning (Ours) 55.6 69.0 81.8 82.6 20.3 44.0 46.8 71.8 43.3 55.0 67.0 84.7 92.4 66.7 52.5 76.6 59.2 49.6 77.7

K=128

FC Only/FC+Pooler∗ 46.7 63.8 73.0 79.2 16.1 36.3 36.4 65.9 26.7 38.5 61.0 82.1 89.0 60.5 43.8 71.5 53.5 25.3 71.9
Full Model 55.5 69.0 82.6 83.6 21.4 42.3 44.9 76.1 38.1 51.9 67.2 85.7 92.6 67.2 51.7 79.6 63.2 43.6 78.8
S4-Tuning (Ours) 58.2 71.4 85.1 86.1 23.0 47.8 50.4 74.9 46.5 58.3 70.0 87.8 93.6 70.4 56.3 81.4 65.5 51.3 80.7

Method fr it pt es bg ru ja ka ko th sw zh kk tr et fi hu Avg

K=64

FC Only/FC+Pooler∗ 75.9 69.3 83.0 77.4 72.1 74.4 63.5 53.1 60.6 35.0 21.5 68.9 49.6 69.3 52.9 70.3 66.7 58.5
Full Model 77.0 71.6 82.9 79.5 73.0 76.3 65.7 53.8 64.9 39.9 24.0 70.3 48.7 71.8 56.9 74.1 68.7 60.5
S4-Tuning (Ours) 79.3 73.7 83.8 82.0 76.5 80.0 74.3 56.0 69.4 59.7 25.7 76.4 53.7 75.8 62.3 80.3 75.1 66.1

K=128

FC Only/FC+Pooler∗ 75.9 69.3 83.0 77.4 72.1 74.4 63.5 53.1 60.6 35.0 21.5 68.9 49.6 69.3 52.9 70.3 66.7 58.5
Full Model 80.9 75.0 86.4 83.4 77.3 80.7 73.7 56.9 70.7 54.1 25.2 78.4 54.5 77.6 61.7 79.9 75.2 66.3
S4-Tuning (Ours) 83.3 77.6 87.1 85.6 81.3 83.3 76.0 63.5 73.3 61.0 28.4 80.6 58.7 80.3 66.2 82.0 76.8 69.5

Table 5: Detailed results on cross-lingual retrieval task Tatoeba across 36 languages. S4-Tuning outperforms
vanilla Full Model tuning under a overwhelming majority of cases. ∗: Same as the result of the model after source
training (θs), since these two methods do not update the encoder layers of the model.

Method en es de el ru tr ar vi th zh hi Avg

K=64

Full Model 72.40 59.14 60.91 56.45 60.30 56.27 53.53 56.79 68.2 56.22 57.82 59.82±0.33
S4-Tuning (Ours) 72.13 60.30 60.89 57.45 59.87 55.93 53.92 56.92 68.44 55.09 57.87 59.89±0.10

K=128

Full Model 72.42 59.71 60.34 57.70 60.54 56.18 53.88 57.18 68.40 56.32 58.30 60.09±0.40
S4-Tuning (Ours) 72.48 59.35 60.54 57.68 60.47 56.03 54.13 57.98 68.79 57.24 58.62 60.30±0.20

Table 6: Comparison with Full Model tuning on XQuAD. S4-Tuning outperforms Full Model tuning on both
K = 64 and K = 128 settings, with lower standard deviation.
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Abstract
Certainty calibration is an important goal on
the path to interpretability and trustworthy AI.
Particularly in the context of human-in-the-
loop systems, high-quality low to mid-range
certainty estimates are essential. In the pres-
ence of a dominant high-certainty class, for
instance the non-entity class in NER problems,
existing calibration error measures are com-
pletely insensitive to potentially large errors in
this certainty region of interest. We introduce
a region-balanced calibration error metric that
weights all certainty regions equally. When low
and mid certainty estimates are taken into ac-
count, calibration error is typically larger than
previously reported. We introduce a simple
extension of temperature scaling, requiring no
additional computation, that can reduce both
traditional and region-balanced notions of cali-
bration error over existing baselines.

1 Introduction

Calibrating the certainty estimates of neural net-
works is of the utmost importance for interpretabil-
ity of results and building trust in AI systems. Ide-
ally, if a model outputs some prediction with an as-
sociated probability, we would like to interpret that
quantity as the probability of a correct prediction
(i.e. as a meaningful certainty estimate) (Zadrozny
and Elkan, 2001; Niculescu-Mizil and Caruana,
2005). However, contemporary models are consis-
tently over-confident in their output probabilities
(Guo et al., 2017).

Guo et al. (2017) demonstrates that over-
confident models can arise by overfitting to the
Negative Log-Likelihood (NLL) loss, without over-
fitting to the classification accuracy. Many cal-
ibration methods involve modulating the output
logits somehow, according to a prescribed func-
tional form. The parameters of the modulation
function are learned on the associated validation
set by minimizing the NLL loss (thereby correcting
the overfit). Guo et al. (2017), as well as many

subsequent studies (e.g. Müller et al., 2019; Gupta
et al., 2021), showcase the surprising effectiveness
of temperature scaling, a single-parameter modula-
tion function.

The calibration error is reported as a single quan-
tity computed on the associated test set. Typically,
the error is composed of a sum of observed errors
across the certainty landscape, visualized using a
reliability diagram (DeGroot and Fienberg, 1983;
Niculescu-Mizil and Caruana, 2005). However, not
all regions contribute equally, especially in the case
of class-imbalanced datasets. Consider an output
with a predicted certainty of 99.9% vs. an expected
actual certainty of 99.8%. In terms of human in-
terpretability and intervention, this difference is
negligible. Now consider 79% predicted certainty
vs. 71% expected certainty. Clearly the second case
is one we should care more about correcting. How-
ever, as we will discuss in the following section,
the presence of a dominant high-certainty class can
cause the first discrepancy to contribute more to
the reported calibration error than the second. High
quality mid-certainty estimates are most impact-
ful for human-in-the-loop applications, yet current
error measures are not sensitive to this region.

Here we take NER (Grishman and Sundheim,
1996; Yadav and Bethard, 2018; Li et al., 2020) as
a case study for class-imbalanced token classifica-
tion. Naturally, the “outside” or non-entity class
dominates the dataset. In the following section, we
introduce a region-balanced calibration error. We
then introduce region-dependent temperature scal-
ing, a calibration method that further reduces error
over traditional temperature scaling, across various
NER scenarios, without additional computation.

2 Region-balanced expected calibration
error

The most popular calibration error metric is the ex-
pected calibration error (ECE) (Naeini et al., 2015).
A test set is partitioned into certainty bins, each
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(a) Sample reliability diagram for the case of consistently good
certainty estimates across all regions.
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Low-quality mid-certainty estimates

(b) Sample reliability diagram for the case of low-quality cer-
tainty estimates in the mid-certainty region.

Figure 1: Reliability diagrams contrasting two cases with equal ECE values. Both cases have the same support
distribution (yellow), where 90% of all samples have an estimated certainty above 0.95. In each bin, the confidence
(blue) is defined as the mean certainty of samples in the bin (i.e. the predicted certainty). The accuracy (red) is
the proportion of samples with a correct prediction (i.e. the actual certainty). The calibration error per bin is the
difference in predicted and actual certainty. In case (a), calibration error is consistently low across all certainty
regions. In case (b), calibration error is high across the mid-certainty regions. However, because of the dominant
support in the highest certainty bin, this error is undetected by the ECE measure.

containing samples with a certainty score h within
the bin boundaries. The uncalibrated certainty h
for a given sample is simply the output probability
associated with the predicted class for that sam-
ple. Within each bin, we compare the actual and
predicted certainty:

ECE =
∑
i

ni

N
|acc(Bi)− conf(Bi)| (1)

where conf(Bi) is the predicted confidence score
(the mean h of samples in bin Bi), and acc(Bi) is
the actual accuracy (proportion of correct predic-
tions in bin Bi). Each bin error is weighted by the
bin support, where ni is the number of samples in
Bi. If a very high proportion of all samples have a
high certainty estimate, only the final bin error has
a non-negligible contribution to the overall ECE.
Refer to Figure 1 for an illustrated example.

One extension of ECE is to find bin partitions
adaptively (Nixon et al., 2020), such that each bin
contains an equal number of samples, and each bin
contributes equally to the overall error. The result
is that many more bins exist in the high certainty
region, each of which are narrower in width. Essen-
tially, adaptive-ECE reports the exact same error
quantity as ECE in theory, but estimates the quan-
tity using a finer-toothed comb. Neither metric is
informative on lower or mid-certainty regions if

support is dominated by a high-certainty class.
Maximum expected calibration error (MECE)

(Naeini et al., 2015) partially tells the story of low-
certainty regions by reporting the maximum bin
error. However, MECE is overly sensitive to outlier
bins. For example, if a single sample happens to
fall in the 0-5% certainty bin, and it has the correct
predicted class, we have MECE > .95, which is
clearly an unusable characterization of the calibra-
tion error as a whole.

Here we consider Region-balanced ECE (RB-
ECE) as a way to characterize calibration error
weighted evenly across certainty regions. Simply,

RBECE =
1

|Θ|
∑
Bi∈Θ

|acc(Bi)− conf(Bi)|.

(2)

The error in each bin Bi contributes to the error
equally, subject to some threshold support require-
ment ni > θ (to ensure acc(Bi) is well-defined).
The set of bins that meet this requirement is de-
noted by Θ.

Alternative threshold requirements such as vari-
ance in conf(Bi) vs. bin size could be explored in
the future. Another possible extension is custom
bin-weighting according to a certainty region of
interest for your application (e.g. for human-in-the-
loop systems with an intervention criterion).
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3 Region-dependent temperature scaling

The idea underlying all calibration methods is gen-
erally to modulate overconfident predictions. In
traditional temperature scaling (TS), a higher tem-
perature means stronger modulation. Temperature
is taken to be a constant, meaning all samples are
treated with the same modulation strength.

The idea underlying region-dependent tempera-
ture scaling (RD-TS) is simply that the most con-
fident predictions likely need greater modulation
than less confident predictions, and therefore tem-
perature should depend on the uncalibrated cer-
tainty. If we consider the hypothetical limit of a 0%
confidence score, it is intuitive that this does not
need any modulation. To investigate this idea em-
pirically, we apply TS to subsets of the OntoNotes
dataset, partitioned according to uncalibrated confi-
dence scores. For each confidence region, the ideal
temperature is shown in Figure 2. As expected,
temperature increases as a function of confidence.
A linear fit sufficiently describes the dependence.
Within uncertainty, the intercept is equal to the ex-
pected value of 1 (T (h = 0) = 1, corresponding
to no modulation).

To apply RD-TS, uncalibrated logits a⃗ are scaled
as q⃗ = a⃗/T (h) to obtain calibrated logits q⃗. Tem-
perature is now a function of confidence T (h) =
mh+1, where h = max(softmax(⃗a)) is the proba-
bility estimate for the predicted class on each sam-
ple. The slope m is the single parameter controlling
modulation strength.

To estimate m, one could repeat temperature
scaling on multiple data subsets, collect data points,
and fit the slope as in Figure 2. However, this
method increases computational overhead. Instead,
let us estimate m from the original TS constant
T0 and some knowledge of the validation dataset
which was used to compute T0. Each sample in
the validation set has an ideal temperature, here
taken to be in the form Ti = mhi + 1. Assuming
each sample contributed to the found T0 equally,
T0 = 1

N

∑N
i (mhi + 1). Given access to the vali-

dation set, this sum can be computed exactly to
find m. However, we can further approximate
the sum by loosely assuming that the data has a
high proportion of samples (say ≈ 90%) with very
high certainty estimates (say ≈ .99 on average).
Then the sum is dominated by the first leading
term, T0 ≈ .9(.99m + 1). This quick sketch is
sufficient to achieve good error reduction over the
baseline TS method. The numerical exactness is
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T = 0.402h+0.943 R² = 0.847 T = 0.426h+1

Figure 2: The OntoNotes 5.0 validation set is split into
14 bins according to uncalibrated confidence scores
h. For each subset, regular temperature scaling is ap-
plied to find the ideal T0 as a function of average con-
fidence. Blue: Linear regression fit of empirical data
(m = .402 ± .108, b = .943 ± .073 with a 95% con-
fidence interval). Red: Region-dependent temperature
scaling parameter T (h) as determined by our protocol
(see points 1-3). Both methods produce equivalent re-
sults within the uncertainty.

not too important, but rather the general signature
of a high proportion of high-certainty samples is
sufficient. We take this further approximation to
gain the advantage that nothing specifically needs
to be known about the calibration dataset. I.e. If
a large pre-trained model has been calibrated on
a large or private dataset, and the corresponding
temperature T0 is known, RD-TS can be applied to
your model outputs without access to the calibra-
tion data or further computation.

In summary, the RD-TS method is performed as
follows:

1. Perform regular temperature scaling to obtain
T0, or obtain a previously published T0 for
your model.

2. Find the linear dependence parameter m =
(T0 − .9)/.89.

3. Apply calibration to logits a⃗ as q⃗ = a⃗/T (h),
T = mh+ 1.

RD-TS is a simple extension of temperature scal-
ing which requires no additional training. Like
temperature scaling, RD-TS cannot change the pre-
dicted class or model accuracy (unlike some other
generalizations, vector and matrix scaling).
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Scenario Uncal. TS VS MS WTS RD-TS
Classic .09328 .02543 (T0 = 1.28) .07040 .06940 .05236 .02151 (m = .426)
Rare & emerging .09878 .05777 (T0 = 1.39) .07490 .04932 .11559 .03549 (m = .550)
Fine-grained .05333 .02179 (T0 = 1.12) .03440 .04628 .03278 .01263 (m = .243)
Specialized .07088 .04147 (T0 = 1.29) .03844 .03590 .03820 .02781 (m = .439)
Sparse training .09683 .07820 (T0 = 1.10) .11653 .09528 .06279 .04110 (m = .229)
Differing sources .05730 .05960 (T0 = 1.09) .10824 .08470 .05551 .04019 (m = .214)

Table 1: Region-balanced expected calibration error (RBECE); refer to eq. 2.

Scenario Uncal. TS VS MS WTS RD-TS
Classic .02001 .00862 (T0 = 1.28) .01359 .01083 .00962 .00155 (m = .426)
Rare & emerging .04278 .02323 (T0 = 1.39) .02585 .01580 .04712 .00949 (m = .550)
Fine-grained .02287 .00783 (T0 = 1.12) .01587 .01786 .01462 .00839 (m = .243)
Specialized .01555 .00617 (T0 = 1.29) .00608 .00573 .00631 .00651 (m = .439)
Sparse training .03267 .02190 (T0 = 1.10) .03113 .02599 .01645 .01798 (m = .229)
Differing sources .00950 .00723 (T0 = 1.09) .01211 .01344 .01020 .00383 (m = .214)

Table 2: Expected calibration error (ECE); refer to eq. 1.

Dataset h|(P = .9) P |(h = .99)

OntoNotes .998 .964
W-NUT 17 .997 .953
Few-nerd .972 .801
BC2GM .997 .968
OntoNotes (tc) .999 .978

Table 3: The mean certainty h of the top .9 most certain
samples, h|(P = .9), and the proportion of samples we
need to take such that the mean certainty is .99, P |(h =
.99). All datasets refer to the corresponding validation
set, which is used for calibration. As shown, all datasets
have the general signature of a high proportion of high-
certainty samples, yet the exact numerical values can
deviate from our sketch.

4 Experimental results

4.1 Baseline methods

As RD-TS is a simple extension of regular tem-
perature scaling, we focus comparison on similar
post-training parametric calibration methods:

Temperature scaling (TS): Uncalibrated logits a⃗
are scaled by a single constant T0 (as q⃗ = a⃗/T0)
before softmax is applied to obtain calibrated prob-
ability estimates over all classes (Guo et al., 2017).

Vector (generalized Platt) scaling (VS): A gen-
eralization of TS such that logits are scaled by 2k
learned parameters, q⃗ = v⃗ ◦ a⃗+ b⃗, where k is the
number of classes (Platt, 1999; Niculescu-Mizil
and Caruana, 2005; Guo et al., 2017).

Matrix scaling (MS): A further generalized linear

transformation such that logits are scaled by k2 +
k learned parameters, q⃗ = Ma⃗+ b⃗ (Guo et al.,
2017).

Weighted temperature scaling (WTS): TS us-
ing a class-weighted NLL loss during convergence
(Obadinma et al., 2021).

4.2 Datasets

We take the NER task as a case study. Datasets
represent several important scenarios in token clas-
sification settings more broadly:

Classic: The OntoNotes 5.0 NER dataset
(Weischedel et al., 2013) represents a baseline
“classic” scenario involving plentiful training and
calibration data from robust sources.

Rare and emerging named entities: The W-NUT
NER dataset1 (Derczynski et al., 2017) is gathered
from noisy social media data which contains dif-
ficult entities (e.g. “kktny") due to informal and
evolving language.

Fine-grained and few-shot: Few-nerd2 (Ding
et al., 2021) is a challenging few-shot NER dataset
with 66 fine-grained entity types (e.g. “art-film").

Specialized language: The BioCreative II Gene
Mention Recognition (BC2GM) dataset3 (Smith
et al., 2008) is composed of scientific text where
named entities are gene mentions.

1huggingface.co/datasets/wnut_17
2huggingface.co/datasets/dfki-nlp/few-nerd
3huggingface.co/datasets/bc2gm_corpus
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Sparse training data: OntoNotes telephone call
data is used for training while the full OntoNotes
dataset is used for calibration and evaluation. The
telephone call data subset is a sparse representa-
tion since it is very heavily skewed to the non-
entity outside class, and entity mentions are con-
centrated on “person" and “location", compared to
the full OntoNotes dataset (generally containing
much richer entity mentions from news sources).

Differing language sources: OntoNotes broadcast
news data is used for training, and telephone call
data is used for calibration and evaluation. Broad-
cast news language is professional and grammat-
ically correct. Telephone call language is casual,
fragmented and incoherent at times.

4.3 Implementation notes

All NER models use DistilBERT4 (Sanh et al.,
2019) as the base pre-trained model, fine-tuned
for NER using the train dataset for each scenario as
described above. Further details and performance
on the NER task are provided in Appendix A.

Calibration is performed using the uncalibrated
logits of the associated validation set as model in-
puts. Calibration parameters are learned by min-
imizing the NLL (or weighted NLL) loss for 50
epochs (using SGD with 0.01 learning rate, and
0.9 momentum). Calibration error is computed
on the associated test set. To compute both ECE
(eq. 1) and RBECE (eq. 2), the number of bins
is set to 20. To compute RBECE, the threshold
for support per bin is set to θ = 40. The code
needed to reproduce these results is made publicly
available5. All datasets are publicly available with
preset train/validation/test data splits.

4.4 Results

Experimental results are summarized in Tables 1
and 2. When low and mid-certainty regions are
taken into account by the RBECE, calibration error
is larger than previously thought (as reported by
ECE). In all scenarios, RD-TS produces the small-
est RBECE (in many cases quite substantially). Ad-
ditionally, RD-TS improves the traditional ECE in
the majority of scenarios. The results show that
RD-TS is an effective extension of TS across a
range of temperature (T0) values.

Recall in Section 3, we sketch a way to estimate
the modulation parameter m, and this approxima-

4huggingface.co/transformers/model_doc/distilbert.html
5github.com/hillary-dawkins/RegDepTempScaling

tion follows from assuming that a high proportion
of all samples in the calibration set (say ≈ .9) have
a high certainty estimate (say ≈ .99 on average).
We claim that the numerical exactness of these
values is not too important (and therefore RD-TS
outperforms TS across a range of datasets). This
claim is supported empirically (Table 3).

5 Discussion and Conclusion

Good quality mid-range certainty estimates are es-
sential for productive human-model interactions.
Despite this, existing calibration error measures
can be insensitive to all but the highest certainty
regions. We propose a region-balanced error metric
to probe this unreported information. When low
and mid-certainty regions are taken into account,
greater calibration errors are revealed.

Further, we explore the idea of a certainty-
dependent temperature. While previous general-
izations of TS, such as vector and matrix scaling,
allow certainty dependence by increasing the num-
ber of learned parameters, these methods are gener-
ally outperformed by TS (Guo et al., 2017). Rather
than allowing a complicated certainty dependence,
we enforce a simple linear dependence (motivated
by intuition and an empirical example) without
introducing any learnable parameters. Unlike vec-
tor and matrix scaling, RD-TS cannot change the
relative ranking of logits, and therefore model ac-
curacy is retained (in single-label settings). One
line of future work could be to apply RD-TS on top
of weighted temperature scaling, a method known
to decrease variance in calibration error among
classes (Obadinma et al., 2021). Another line of
work would be to investigate whether improved
certainty estimates can increase model accuracy
(in multi-label settings where predictions are ap-
plied by meeting a certainty threshold), especially
in out-of-domain problems.

Finally, it is important to note that our discus-
sion of a region-balanced error measure, as well as
our sketch derivation of the RD-TS method, have
been generally applicable to any problem with a
dominant proportion of high-certainty predic-
tions. This situation does arise in any token clas-
sification problem with a dominant “easy” class,
as is the case in NER, however this situation can
equally occur in class-balanced situations. There-
fore, region-dependent temperature scaling can find
utility beyond NER, token classification, or class-
imbalanced situations.
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Ethical Considerations

We proposed a novel method to calibrate class-
imbalanced token classifiers, and demonstrated the
method for NER models. This calibration method
is a step toward responsible use of AI by offer-
ing a measure of reliability, but also has risks that
should be considered from an ethical point of view.
Calibrated scores are a measure of transparency,
and users can interpret a well-calibrated model bet-
ter. However, all transparency methods expose AI
systems to malicious attacks by providing more
information about the internal workings of the sys-
tem. This risk should be taken into account in
sensitive tasks, e.g. when an NER model is used to
extract personally identifiable information for pri-
vacy reasons. Also, users should be warned that a
low calibration error does not guarantee robustness
in out-of-domain settings. Therefore, in the case of
safety-critical tasks such as medical applications of
NER, a low calibration error should be interpreted
with caution.

Further, low calibration errors should not be used
to justify inherently unethical tasks or those out of
the scope of the capabilities of NLP technologies.
Every task should be evaluated in terms of feasi-
bility and ethical use regardless of reliability and
transparency of trained models. It is also impor-
tant to keep in mind that a well-calibrated model
can become miscalibrated as the data changes, and
continuous calibration is needed to deal with the
ever-changing nature of language.
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A NER performance

NER models were obtained by fine-tuning Distil-
BERT, using the default configuration, for 3 epochs
(with learning rate of 2e-5, and weight decay of
0.01). The performance of all NER models is pro-
vided in Table A.1 for reference.

Dataset P R F A
OntoNotes .778 .621 .691 .976
W-NUT 17 .543 .234 .327 .938
Few-nerd .639 .679 .659 .906
BC2GM .802 .844 .822 .965
OntoNotes (bc) .711 .753 .732 .973

Table A.1: For all datasets that were used to train an
NER model, we report the precision (P), recall (R),
F -score (F) and accuracy (A) of the model on the corre-
sponding test set.
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Abstract
Reasoning using negation is known to be dif-
ficult for transformer-based language models.
While previous studies have used the tools of
psycholinguistics to probe a transformer’s abil-
ity to reason over negation, none have focused
on the types of negation studied in develop-
mental psychology. We explore how well trans-
formers can process such categories of nega-
tion, by framing the problem as a natural lan-
guage inference (NLI) task. We curate a set of
diagnostic questions for our target categories
from popular NLI datasets and evaluate how
well a suite of models reason over them. We
find that models perform consistently better
only on certain categories, suggesting clear dis-
tinctions in how they are processed.1

1 Introduction

Negation is an important construct in language for
reasoning over the truth of propositions (Heine-
mann, 2015), garnering interest from philosophy
(Horn, 1989), psycholinguistics (Zwaan, 2012),
and natural language processing (NLP) (Morante
and Blanco, 2020). While transformer language
models (TLMs) (Vaswani et al., 2017) have
achieved impressive performance across many
NLP tasks, a great deal of recent work has found
that they do not process negation well, and often
make predictions that would be trivially false in
the eyes of a human (Rogers et al., 2020; Ettinger,
2020; Laverghetta Jr. et al., 2021).

In developmental psychology, there has likewise
been a great deal of interest in how a child’s abil-
ity to comprehend negation emerges in the early
years of life (Nordmeyer and Frank, 2013, 2018b;
Reuter et al., 2018; Grigoroglou et al., 2019). Un-
like in NLP, which typically treats negation as rep-
resenting a single monolithic competency, this re-
search has long understood that there are many

1Code and data to reproduce our experiments can be found
on Github: https://github.com/Advancing-Machine-Human-
Reasoning-Lab/negation-processing-ACL-2022

kinds of negation used in everyday interactions
(Bloom, 1970; Pea, 1982). This ranges from using
negation to express a child’s rejection of something
to clarifying a child’s knowledge. These “devel-
opmental” categories of negation do not emerge
simultaneously; children tend to start using certain
kinds before others (Nordmeyer and Frank, 2018a).

Given that these categories represent some of
the earliest uses of negation among humans, un-
derstanding how well TLMs can master them is
important for building more human-like models of
language processing. Understanding how well mod-
els perform on different categories will indicate
whether they have mastery of some forms of nega-
tion, while also helping to identify failure points.
Another interesting question is whether the profi-
ciency of TLMs on these categories is at all related
to competencies in human children (e.g., is the cat-
egory which models consistently perform the best
on the same that children most frequently employ?).
However, to our knowledge, no prior work in NLP
has focused on how well models perform on the
forms of negation of interest to developmental psy-
chology.

In this short paper, we investigate how well a
suite of TLMs can process developmental nega-
tion,2 by framing the problem as a natural lan-
guage inference (NLI) task. We develop a rule-
based parser to extract problems from existing NLI
datasets, and evaluate our models on each cate-
gory, in order to determine (i) whether certain cat-
egories are more solvable by our models than oth-
ers, and (ii) what relationships exist among the
categories. We find that models can consistently
achieve stronger performance only on certain cat-
egories, and that training on combinations or se-
quences of these categories does not substantially
improve a model’s downstream performance.

2By which we mean the forms of negation studied in de-
velopment psychology.
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2 Related Work

Negation is known to be frequently used in every-
day conversation. While this includes its logical
form, we primarily focus on negation’s psycholin-
guistic forms, especially those that have been stud-
ied in the context of developmental psychology.
Negation emerges early in child development, with
‘no’ sometimes being a child’s first word (Schnei-
der et al., 2015), and even infants appear to under-
stand forms of negation (Piaget, 1980; Hochmann
and Toro, 2021). Preschool children use at least
three different kinds of negation (Bloom, 1970),
but possibly as many as nine (Choi, 1988). As
noted by Nordmeyer and Frank (2018a), one of
the first categories children use is rejection, where
a child rejects an object or activity. This is later
followed by existence, where a child might ex-
press the lack of an object, and later still denial,
which a child uses to deny the truth of a claim.
Larger scale studies of child-directed speech have
found that truth-functional kinds of negation tend
to emerge later (Liu and Jasbi, 2021), but individual
children do vary in their specific order of acquisi-
tion (Nordmeyer and Frank, 2018a). It is unknown
whether this ordering reflects any deeper depen-
dencies among the different categories, or whether
the ordering is reflected in how artificial language
models (LMs) learn negation.

In NLP, methods from psycholinguistics have
been used to probe the reasoning capabilities of
LMs. Results from some studies have indicated
that TLMs are not human-like in their processing
of negation (Ettinger, 2020; Kassner and Schütze,
2020). A similar line of work has used the NLI
task to probe a model’s ability to process negation
and found that TLMs will often alter their predic-
tions when negation is inserted or removed, even
when the negation does not alter the entailment re-
lationship (Hossain et al., 2020; Hartmann et al.,
2021). As argued by Kruszewski et al. (2016), part
of the challenge of modeling purely logical nega-
tion is that a predicate often occurs in very similar
contexts regardless of whether it is being negated.
They argue that we should view negation as be-
ing a “graded similarity function”, and show that
distributional models can predict human plausibil-
ity judgments quite well, even in the presence of
negation. These works show that it is unclear how
well distributional models, especially TLMs, are
actually processing negation. We contribute to this
literature from a new perspective, by studying how

Category # Train # Test
Possession (PO) 1053 520
Existence (EX) 5528 2723
Labeling (L) 2241 1104
Prohibition (PR) 814 400
Inability (I) 1384 682
Epistemic (EP ) 1903 936
Rejection (R) 1737 856

Table 1: Summary statistics for the curated dataset.

well models can reason over forms of negation
common in developmental psychology.

3 The Developmental Negation Corpus

We use the NLI task to study the negation reasoning
capabilities of our models. NLI problems consist
of two sentences: a premise (p) and hypothesis
(h), and solving such a problem involves assessing
whether p textually entails h. The generic structure
of the NLI task makes it suitable for studying a va-
riety of underlying reasoning skills, including nega-
tion. We specifically use the SNLI (Bowman et al.,
2015) and MNLI (Williams et al., 2018) datasets.

To automatically identify questions that contain
a specific kind of negation, we rely on the work
by Liu and Jasbi (2021) which studied how fre-
quently different kinds of developmental negation
occur in child-directed speech, using the data from
the CHILDES corpus (MacWhinney, 2014). To do
this, they created a simple rule-based parser to au-
tomatically tag each sentence in CHILDES with
the type of negation it contained (if any). We re-
implement their parser, in some cases tweaking
the rules slightly to better suit the structure of the
NLI task. For each example across all the splits of
both datasets, we first obtain a dependency parse
of both p and h using the diaparser package (Wang
et al., 2019), and check if either contains an explicit
negation marker (“no”, “not”, or “n’t”). If one span
contains negation, we check if the syntactic struc-
ture obeys the rules of any of our categories. If the
span falls into a category, we mark it as belonging
to that category. We use these questions as the diag-
nostic set for our experiments, splitting out 1/3 of
the questions in each category as a diagnostic test
set, and leaving the remainder as a diagnostic train
set (and we will refer to them as such). We place
the remaining NLI questions containing no nega-
tion in a separate NLItrain set, giving us about
730,000 examples we use to finetune our models
on the NLI task. We split out 9,000 questions from
this train set at random to use as a NLIdev set, bal-
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Category Premise Hypothesis
PO yeah you probably don’t have the right temperatures... You probably have ideal temperatures...
EX This analysis pooled estimates... The analysis proves that there is no link...
L Not orders, no. It is not orders.
PR Two people are sitting against a building near shopping carts. Run that way but don’t run into the...
I His manner was unfortunate, I observed thoughtfully. I could not pick out what kind of manner he...
EP yeah i don’t know why I know why
R I lowered my voice... I didn’t want to be overheard.

Table 2: NLI examples extracted from each category, long examples have been trimmed to fit on one line.

anced for each label. In the following, we describe
the precise rules used to determine which category
a negated example should be assigned to:

Possession (PO) We require that the lemma of
the root be have, has, or had, and that the root is
directly modified by both the negation and the verb
do.

Existence (EX) We require that there occur in
the text and precede the negative marker and that
the negative marker directly modifies a noun phrase,
determiner, or an adverb.

Labeling (L) We require that the sentence be-
gin with either That or It, and that the root of the
sentence is a noun which is modified by is or ’s.

Prohibition (PR) We require that the sentence
not contain a subject and that the negation is im-
mediately preceded by do. To not conflate this cat-
egory with others, we filter out cases where the
root contains one of the explicit markers of another
category (e.g., like or want in the case of rejection).

Inability (I) We require that the negation di-
rectly modify the root of the sentence, and that
the word immediately before the negation is either
can or could (e.g., can not do). Prior literature has
typically viewed inability from an egocentric per-
spective. However, we found that allowing only the
first person severely restricted the number of ex-
amples extracted, and therefore chose to also allow
the second and third person.

Epistemic (EP ) We require that the root be re-
member, know, or think, and that the root be directly
modified by the verb do.

Rejection (R) We require that the lemma of the
root word be either like or want, and that the root
is modified by the negative marker.

After performing extraction, categories L and
PR contained fewer than 1000 examples, which
we deemed was insufficient to split into separate
train and test sets. To address this, we developed

a simple data augmentation approach that utilized
the Wordnet database (Miller, 1998). From the de-
pendency parse of both p and h, we check if the
root of either parse occurs in both spans. If it does,
we obtain all synonyms of the word in Wordnet and
replace the root in both spans with the synonym
(doing this for every synonym). We found this sim-
ple approach increased the number of examples for
both L and PR to at least 1500. Note that we per-
formed no augmentation for the other categories, as
our parser extracted at least 1500 examples for all
other cases. Table 1 shows statistics for the dataset
after augmentation.

Table 2 shows extracted examples, along with
their category assignment. We generally found that
the extracted examples matched up with the pro-
totypical category quite well, although in some
cases their semantics differed slightly. For instance,
consider a PR example with p = don’t miss hav-
ing a flick through the albums and h = The pic-
tures of old Madeira show a more interesting city
than now, which is an MNLI example originally
extracted from a travel guide. Although this tech-
nically counts as PR, it does not have quite the
same semantics as an actual command. Unfortu-
nately, these ambiguities are not easily resolved,
given that negation takes on many forms and may
occur at any location within a sentence. We, there-
fore, opted to focus on forms of negation that can
be easily extracted, and leave improvements to our
dataset creation protocol for future work.

4 Experiments

Using the curated dataset, we performed a series of
exploratory experiments to help us understand how
well TLMs process each of the negation categories.
We use BERT (Devlin et al., 2019), and RoBERTa
(Liu et al., 2019), two popular transformer LMs
that have demonstrated impressive results on a
variety of language understanding tasks. We also
examine MiniBERTa (Warstadt et al., 2020) and
BabyBERTa (Huebner et al., 2021), which are both
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based on the RoBERTa architecture but were pre-
trained on a much smaller number of tokens (10
million and 5 million respectively), which is more
realistic to the amount of language a child is ex-
posed to in the first few years of life. We use the
Huggingface implementation of all models (Wolf
et al., 2020), and use both the base and large ver-
sion of BERT and RoBERTa, which differ only in
the number of trainable parameters.

Experiment 1: We began by investigating
whether TLMs would master certain negation cate-
gories sooner than others over the course of train-
ing. We train our models on NLItrain for 10
epochs, using a learning rate of 1e − 5, a weight
decay of 0.01, a batch size of 16, and a maximum
sequence length 175.3 We selected these hyperpa-
rameters to be similar to those which were previ-
ously reported to yield strong results when train-
ing on NLI datasets (Laverghetta Jr. et al., 2021).
We additionally evaluated the models on NLIdev,
and found that they all achieved a Matthews Cor-
relation of at least 0.6 (Matthews, 1975), and thus
concluded that these hyperparameters were suit-
able. For every end of epoch checkpoint across all
models, we obtained evaluation results on each di-
agnostic test set. Importantly, the models are not
finetuned on any negated NLI questions for this ex-
periment, meaning that all knowledge of negation
comes from pre-training. Results are shown in Fig-
ure 1. We see that the categories have similar rank-
ings in terms of accuracy. For example, L and PO
are among the top two best-performing categories,
while R is generally one of the worst-performing
ones, indicating clear distinctions in how LMs pro-
cess the categories. BabyBERTa, unlike other mod-
els, also shows stronger similarities to how children
acquire negation. For instance, while R is thought
to be one of the first categories children acquire,
BabyBERTa is the only model where R is one of
the highest-ranking categories in terms of accuracy.

Experiment 2: One might expect that children
develop a more abstract understanding of negation
as they are exposed to different categories. This
was suggested by Pea (1978) who argued that more
abstract forms of negation develop from less ab-
stract ones, suggesting that mastering one form of
negation can lead to positive transfer on others. In
Experiment 2, we examined how much positive

3We set the maximum sequence length for BabyBERTa to
128, which is the longest that the model supports.

Figure 1: Performance of models finetuned on
NLItrain for each diagnostic test set. We refer to
MiniBERTa using its Huggingface model ID (roberta-
base-10M-2).

transfer could be obtained from training on one
of the negation categories, and then testing on the
others. We adopt a similar methodology to Pruk-
sachatkun et al. (2020), who explored the condi-
tions that affect intermediate task transfer learning.
Using the models trained in Experiment 1, we fur-
ther finetune these models for 25 epochs on each
diagnostic train set separately. We then evaluate the
finetuned models on each diagnostic test set, which
allows us to examine all possible pairwise interac-
tions among categories. Figure 2 shows the results
for all combinations of diagnostic categories for
training and testing. Surprisingly, we find that posi-
tive transfer generally only occurs when a model is
trained on the same category it is being tested on.
Training on a different category has little to no ef-
fect on the target category. BabyBERTa is again an
exception, as we do see positive transfer for most
pairs, suggesting the model is generalizing across
categories

Experiment 3: Building on Experiment 2, we
examined how the performance of our models is
affected when trained on all diagnostic categories
in sequence. Assuming that no positive transfer
exists among the categories, we would expect to
see a model’s performance on a particular cate-
gory improve only after it has been trained on that
same category, and even training on multiple other
categories should not substantially improve perfor-
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Figure 2: Accuracy of each model on every diagnostic
test set, after being finetuned on every diagnostic train
set. Plots are color-coded based on the target category.

mance on the target. Using the models from Ex-
periment 1, we finetune each model for 10 epochs
on every diagnostic train set, using the sequence of
categories shown in the x-axis of Figure 3. Addi-
tionally, we under-sample all diagnostic train sets to
have the same number of questions as PR, so that
all categories contribute the same amount of data.
Figure 3 shows the results. For some categories,
such as L and PR, we see the expected trend. The
largest accuracy gain for these categories occurs
whenever the model is trained on the same cate-
gory it is being tested on, and performance drops
slightly after being trained on others. However, for
categories such as R, the best performance gain
is not always after being trained on the same cat-
egory. We sometimes see the model continue to
improve on R after being trained on R, and in
some cases, training on R causes performance on
R to decrease.

5 Discussion and Conclusion

In this paper, we have explored how well trans-
formers process categories of developmental nega-
tion. We find that performance rankings across cat-
egories are generally consistent, but that the cate-
gories seem to test for orthogonal skills in the ma-
jority of LMs. In BabyBERTa, we see significant
similarities with the order of negation acquisition
in children. Two of the best performing categories
are R and L, while two of the worst are EX and

Figure 3: Results from Experiment 3. The x-axis shows
the sequence of categories on which all models were
trained, while the y-axis shows the accuracy obtained
after being trained on a category.

PR, which aligns quite well to the order observed
by Liu and Jasbi (2021). It thus seems that TLMs
do at least partially reflect the order of negation
acquisition observed in children, although more
experiments would be needed to understand the
extent of this correlation. That we found category
rankings to generally be consistent across LMs may
have interesting implications, and understanding
why LMs struggle with certain categories may help
to improve the ability of LMs to process negation.

Future work can build on these experiments in
several ways. In Experiments 2 and 3, we modeled
interactions among the negation categories in either
a pairwise or sequential fashion, which is unlikely
to reflect how children are exposed to negation.
More experiments, mixing all of the categories at
once in various proportions, might yield a more
realistic model of cognitive development. Our ap-
proach also requires that each category fits into a
specific structure, which limits the amount of exam-
ples that can be extracted. Future work will need
to expand our ruleset to include more variations
in the negated utterances covered. Finally, while
we primarily focus on finetuning, pre-training is
likely to impact the proficiency of our models on
the categories as well. Future work should precisely
control the prevalence of each category in the pre-
training corpus, to observe what effect this has on
downstream performance.
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Abstract

Natural Language Understanding (NLU) mod-
els can be trained on sensitive information such
as phone numbers, zip-codes etc. Recent liter-
ature has focused on Model Inversion Attacks
(ModIvA) that can extract training data from
model parameters. In this work, we present
a version of such an attack by extracting ca-
naries inserted in NLU training data. In the
attack, an adversary with open-box access to
the model reconstructs the canaries contained
in the model’s training set. We evaluate our
approach by performing text completion on ca-
naries and demonstrate that by using the prefix
(non-sensitive) tokens of the canary, we can
generate the full canary. As an example, our
attack is able to reconstruct a four digit code in
the training dataset of the NLU model with a
probability of 0.5 in its best configuration. As
countermeasures, we identify several defense
mechanisms that, when combined, effectively
eliminate the risk of ModIvA in our experi-
ments.

1 Introduction

Natural Language Understanding (NLU) mod-
els are used for different tasks such as question-
answering (Hirschman and Gaizauskas, 2001), ma-
chine translation (Macherey et al., 2001) and text
summarization (Tas and Kiyani, 2007). These mod-
els are often trained on crowd-sourced data that
may contain sensitive information such as phone
numbers, contact names and street addresses. Nasr
et al. (2019), Shokri et al. (2017) and Carlini et al.
(2018) have presented various attacks to demon-
strate that neural-networks can leak private infor-
mation. We focus on one such class of attacks,
called Model Inversion Attack (ModIvA) (Fredrik-
son et al., 2015), where an adversary aims to recon-
struct a subset of the data on which the machine-
learning model under attack is trained on. We
also demonstrate that established ML practices (e.g.
dropout) offer strong defense against ModIvA.

In this work, we start with inserting potentially
sensitive target utterances called ‘canaries’1 along
with their corresponding output labels into the train-
ing data. We use this augmented dataset to train an
NLU model fθ. We perform a open-box attack on
this model, i.e., we assume that the adversary has
access to all the parameters of the model, including
the word vocabulary and the corresponding em-
bedding vectors. The attack takes the form of text
completion, where the adversary provides the start
of a canary sentence (e.g., ‘my pin code is’) and
tries to reconstruct the remaining, private tokens
of an inserted canary (e.g., a sequence of 4 digit
tokens). A successful attack on fθ reconstructs all
the tokens of an inserted canary. We refer to such a
ModIvA as ‘Canary Extraction Attack’ (CEA). In
such an attack, this token reconstruction is cast as
an optimization problem where we minimize the
loss function of the model fθ with respect to its
inputs (the canary utterance), keeping the model
parameters fixed.

Previous ModIvAs were conducted on computer
vision tasks where there exists a continuous map-
ping between input images and their corresponding
embeddings. However, in the case of NLU, the dis-
crete mapping of tokens to embeddings makes the
token reconstruction from continuous increments
in the embedding space challenging. We thus for-
mulate a discrete optimization attack, in which the
unknown tokens are eventually represented by a
one-hot like vector of the vocabulary length. The
token in the vocabulary with the highest softmax
activation is expected to be the unknown token of
the canary. We demonstrate that in our attack’s best
configuration, for canaries of type “my pin code
is k1k2k3k4", ki ∈ {0, 1, . . . , 9}, 1 ≤ i ≤ 4, we
are able to extract the numeric pin k1k2k3k4 with
an accuracy of 0.5 (a lower bound on this accu-
racy using a naive random guessing strategy for a
combination of four digits equals 1× 10−4).

1Following the terminology in Carlini et al. (2018)
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Since we present a new application of ModIvA
to NLU models, defenses against them are an im-
portant ethical consideration to prevent harm and
are explored in Section 6. We observe that stan-
dard training practices commonly used to regular-
ize NLU models successfully thwart this attack.

2 Related Work

Significant research has been conducted in the field
of privacy-preserving machine learning. Shokri
et al. (2017) determine whether a particular data-
point belongs to the training set Xtr. The success
of such attacks has prompted research in investi-
gating them (Truex et al., 2019; Hayes et al., 2017;
Song and Shmatikov, 2019). Carlini et al. (2018)
propose the quantification of unintended memoriza-
tion in deep networks and presents an extraction
algorithm for data that is memorized by genera-
tive models. Memorization is further exploited in
Carlini et al. (2020) where instances in the training
data of very large language-models are extracted by
sampling the model. The attacks described above
are closed-box in nature where the adversary does
not cast the attack as an optimization problem but
instead queries the model multiple times.

Open-box ModIvA were initially demonstrated
on a linear-regression model (Fredrikson et al.,
2014) for inferring medical information. It has
been extended to computer vision tasks such as fa-
cial recognition (Fredrikson et al., 2015) or image
classification (Basu et al., 2019). Our work is a
first attempt at performing ModIvAs on NLP tasks.

3 Attack Setup

We consider an NLU model fθ that takes an ut-
terance x as input and uses the word-embeddings
E(x) for the tokens in x to perform a joint in-
tent classification (IC) and named-entity recogni-
tion (NER) task. We assume an adversary with
open-box access to fθ, which means that they are
aware of the model architecture, trained parame-
ters θ, loss function L(fθ(E(x)), y), label set Y
of intents and entities supported by the model and
vocabulary V which is obtained from the word-
embeddings matrix W ∈ IR|V |×d. However, the
adversary does not have access to the training data
Xtr used to train fθ. The adversary’s goal is to
reconstruct a (private) subset x̂ ⊆ Xtr.

To perform a CEA on fθ, we keep the parame-
ters θ fixed and minimize the loss function L with
respect to the unknown inputs (i.e., tokens) of a

given utterance. This is analogous to a traditional
learning problem, except with fixed model param-
eters and a learnable input space. In this work,
we use the NLU model architecture described in
Section 4.1.

3.1 Canary Extraction Attacks

We consider a canary sentence xc = (xp, xu),
xc ∈ Xtr with tokens (p1, .., pm, u1.., un) and
output label yc ∈ Y . The first m tokens in xc

represent a known prefix xp (e.g.“my pin code
is”) and the next n tokens (u1, .., un) represent the
unknown tokens that an attacker is interested in
reconstructing xu (e.g.“one two three four”).
We represent the set of word embeddings of this
canary E(xc) as (ep1, .., epm, e

′
u1

, .., e
′
un

).
A trivial attack to identify the n unknown tokens

in xu is by directly optimizing L(fθ(E(xc)), yc)
over (e

′
u1

, .., e
′
un

), where (e
′
u1

, .., e
′
un

) are ran-
domly initialized. Words corresponding to the op-
timized values of (e

′
u1

, .., e
′
un

) are then assigned
by identifying the closest vectors in the embedding
matrix W using a distance metric (e.g. Euclidean
distance). However, our experiments demonstrate
that this strategy is not successful since the updates
are performed in a non-discrete fashion, whereas
the model fθ has a discrete input space. We thus fo-
cus on performing a discrete optimization, inspired
by works on relaxing categorical variables to facili-
tate efficient gradient flow (Jang et al., 2016; Song
and Raghunathan, 2020), as illustrated in Figure 1.

We define a logit vector zi ∈ IR|V | for each
token ui ∈ xu. We then apply a softmax activation
with temperature T to obtain ai ∈ IR|V |:

ai,v =
e

zi,v
T∑|V |

j=1 e
zj,v
T

for v =1, 2, . . . ,|V | (1)

ai is a differentiable approximation of the arg-max
over the logit vector for low values of T . This
vector then selectively attends to the tokens in the
embedding matrix, W ∈ IR|V |×d, resulting in the
embeddings (e

′
u1

, .., e
′
un

) used as inputs fed to
the model during the attack:

e
′
ui

= W T · ai for 1 ≤ i ≤ n (2)

We then train our attack and optimize for Z ∈
IRn×|V |, with Z = (z1, . . . ,zn):

Ẑ = argmin
Z

L(fθ(E(xc)), yc) (3)
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Figure 1: CEA using discrete optimization. The logit vectors z1, . . . , zn are optimized keeping the parameters of
the NLU model fθ fixed. The unknown tokens ui, . . . , un are then reconstructed using the logit vectors.

Z is the only trainable parameter in the attack and
all parameters of fθ remain fixed. Once converged,
we identify the token xi as the one with the highest
activation in ai. We decrease the temperature T
exponentially to ensure low values of T in Equation
(1) and enforce the inputs to fθ to be discrete. In
our experiments, we define zi over a subset of
candidate words for xu V0, V0 ⊆ V to prevent the
logit vector from becoming too sparse.

4 Experiments

4.1 Target Model Description

We attack an NLU model jointly trained to perform
IC and NER tagging. This model has a CLC struc-
ture (Ma and Hovy, 2016). The input embeddings
lead to 2 bi-LSTM layers and a fully-connected
layer with softmax activation for the IC task and
a Conditional Random Field (CRF) layer for the
NER task. The sum of the respective cross-entropy
and CRF loss is minimized during training. We
use FastText embeddings (Mikolov et al., 2018) as
inputs to our model2.

4.2 Canary Insertion

We inject R repetitions of a single canary with sen-
sitive information and its corresponding intent and
NER labels into the training set of the NLU model.
We insert three different types of canaries with n
unknown tokens, n ∈ {4, 6, 8, 10}, described in
Table 1. C is a set of 12 colors3. Additional details
of the canaries and their output labels are presented
in the Appendix A. The adversary aims to recon-
struct all the n unknown, sensitive tokens in the
canary. The reduced vocabulary V0 in Equation (1)
is the set of all digits for canary call and pin and
the names of 12 colors for canary color.

2https://fasttext.cc/docs/en/
english-vectors.html

3C = {‘red’, ‘green’, ‘lilac’, ‘blue’, ‘yellow’, ‘brown’,
‘cyan’, ‘magenta’, ‘orange’, ‘pink’, ‘purple’, ‘mauve’}

Canary
Pattern

{p1, ..pm, u1.., un} Unknown tokens set

call call k1 . . . kn ki ∈ {0, . . . , 9}, 1 ≤ i ≤ n
pin my pin code is k1 . . . kn ki ∈ {0, . . . , 9}, 1 ≤ i ≤ n

color color k1 . . . kn ki ∈ C, 1 ≤ i ≤ n

Table 1: Patterns of canaries injected into the dataset.
Each token of interest ki is randomly chosen from the
corresponding token set.

4.3 Attack Evaluation

We inject the canary into Snips (Coucke et al.,
2018), ATIS (Dahl et al., 1994) and NLU-
Evaluation (Xingkun Liu and Rieser, 2019). The
canary is repeated with R ∈ {1, 10, 100, 500}. For
each combination of R, canary type and length n,
the experiment is repeated 10 times (trials) with 10
different canaries, to account for variation induced
by canary selection. We define the following evalu-
ation metrics averaged across all trials to evaluate
the strength of our attack.

Average Accuracy (Acc): Fraction of the trials
where the attack correctly reconstructs the entire
canary sequence in the correct order. A higher
Accuracy indicates better reconstruction. Accuracy
is 1 if we can reconstruct all n tokens in each of
the 10 trials.

Average Hamming Distance per Token
(HDT): The Hamming Distance (HD) (Hamming,
1950) is the number of positions at which the recon-
structed utterance sequence is different from the
inserted canary. Since HD is proportional to the
length of the canary, we normalize it by the length
of the unknown utterance (HDT = HD/n). The
HDT can be interpreted as the probability of recon-
structing the incorrect token for a given position in
the canary, averaged across the 10 trials. A lower
HDT indicates better reconstruction.

Accuracy reports our performance on recon-
structing all n unknown tokens in the correct order
and is a conservative metric. HDT quantifies our
average performance for reconstructing each po-
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Canary n R Attack Baseline
↑Acc ↓HDT ↑Acc ↓HDT

color

4 10 0.40 0.30 4.82e−5

0.92
6 100 0.30 0.45 3.35e−7
8 100 0.10 0.60 2.33e−9
10 500 0.00 0.59 1.62e−11

pin

4 500 0.40 0.27 1e−4

0.90
6 100 0.10 0.45 1e−6
8 100 0.00 0.61 1e−8
10 100 0.10 0.43 1e−10

call

4 10 0.30 0.40 1e−4

0.90
6 100 0.20 0.50 1e−6
8 100 0.00 0.60 1e−8
10 500 0.00 0.59 1e−10

Table 2: Best observed performance metrics for canaries
with n unknown tokens and (R) repetitions.

sition in the unknown sequence. We evaluate our
attack against randomly choosing a token from the
reduced vocabulary V0. Thus for a given value of
n, the expected accuracy and HDT of this baseline
are ( 1

|V0|)
n and 1− 1

|V0| respectively.

5 Results

The trivial attack described in Sec3.1 without dis-
crete optimization performs comparably to the ran-
dom selection baseline. We thus focus on perform-
ing the attack with discrete optimization in this Sec-
tion. Table 2 shows the best reconstruction metrics
for the different values of n and the correspond-
ing repetitions R ∈ {10, 100, 500} at which these
metrics are observed in the Snips dataset. In our ex-
periments, our attack consistently outperforms the
baseline. For n = 4, 6, we reconstruct at least one
complete canary for each pattern. The attack also
completely reconstructs a 10-digit pin for higher
values of R, with an accuracy of 0.10. Even when
we are unable to reconstruct every token in any
trial, i.e. accuracy is zero, we still outperform the
baseline, as observed from the HDT values.

For the sake of brevity, we summarize the attack
performance on other datasets in Appendix C.2.
We observe that the attack is dataset-dependent
with best performance for the Snips dataset and
poorest for the NLU-evaluation dataset.

5.1 Discussion

The training data of NLU models may poten-
tially contain sensitive utterances such as “call
k1 . . . k10", k1≤i≤10 ∈ {0, 1, . . . , 9}. An adver-
sary who wishes to extract the phone-number can
assume the prefix “call", along with the output la-
bels of the utterance which are also trivial to guess,

given access to the label set Y . Our canaries act
as a placeholder for such utterances. We choose to
insert the canary color since the names of colors
appear infrequently in the datasets mentioned in
Section 4.3, allowing us to evaluate the attack on

‘out-of-distribution’ data which is more likely to be
memorized by deep networks (Carlini et al., 2018).

For n = 4 and R = 1 (i.e., the canary only
appears once in the train set), our attack has an
accuracy of 0.33 for canary color and 0.10 for pin.
This suggests that the attack could potentially re-
construct sensitive information from short rare ut-
terances in real-world scenarios. For a special case
when the adversary attempts to reconstruct a ten
digit phone-number in canary call with a three digit
area-code of their choosing, the attack can recon-
struct the remaining seven digits of the number
with an accuracy of 0.1 when R = 1. For con-
ciseness, we show these results in Appendix C.1.
We observe that our model is more effective and
with fewer repeats for the canary color than ca-
naries pin and call of the same length. Our empiri-
cal analysis indicates the attack is more successful
in extracting tokens that are relatively infrequent
in the training data and in reconstructing shorter
canaries. As shown in Appendix C.1, the attack
performs best for R = 1000. However, this trend
of improved reconstruction for larger values of R
is not monotonic and we observe a general decline
in reconstruction for R > 1000. We are unsure of
the vulnerabilities that facilitate CEA. While un-
intended memorization is a likely explanation, we
note that our attack performs best on the Snips data,
although the smaller ATIS data should be easier to
memorize (Zhang et al., 2016).

6 Proposed Defenses against ModIvA

We propose three commonly used modeling tech-
niques as defense mechanisms- Dropout (D), Early
Stopping (ES) (Arpit et al., 2017) and including
a Character Embeddings layer in the NLU model
(CE). D and ES are regularization techniques to re-
duce memorization and overfitting. CE makes the
problem in 3 more difficult to optimize, by concate-
nating the embeddings of each input token with a
character level representation. This character level
representation is obtained using a convolution layer
on the input sentence (Ma and Hovy, 2016).

For defense using D, we use a dropout of 20%
and 10% while training the NLU model. For ES,
we stop training the NLU model under attack if the
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validation loss does not decrease for 20 consecutive
epochs to prevent over-training.

6.1 Efficacy of Defenses
In this section we present the performance of the
proposed defenses against ModIvA. To do so, we
evaluate the attack on NLU models trained with
each defense mechanism individually, and in all
combinations. The canaries are inserted into the
Snips dataset and repeated 10, 500 and 1000 times.
The results are summarized in Table 3. We observe
that the attack accuracy for each defense (used indi-
vidually and in combination) is nearly zero for all
canaries and is thus omitted in the table. We also
note that the HDT approaches the random baseline
for most defense mechanisms. The attack perfor-
mance is comparable to a random-guess when the
three mechanisms are combined. However, when
dropout or character embedding is used alone, HDT
values are lower than the baseline, indicating the
importance of combining multiple defense mecha-
nisms. Additionally, training with defenses do not
have any significant impact on the performance of
the NLU model under attack. The defenses thus
successfully thwart the proposed attack without
impacting the performance of the NLU models.

R Defense Mechanism ↓HDT
Color Pin Call

Baseline 0.916 0.90 0.90
No defense 0.30 0.33 0.40
Dropout (D) 0.85 0.80 0.76
Early Stopping (ES) 0.80 0.93 0.95

10 Char. Emb. (CE) 0.65 0.75 0.90
D + ES 0.98 0.90 0.95
ES + CE 0.90 0.83 0.90
D + ES + CE 0.90 0.90 0.90
No defense 0.39 0.27 0.38
Dropout (D) 0.65 0.54 0.83
Early Stopping (ES) 0.85 1.00 0.75

500 Char. Emb. (CE) 0.58 0.93 0.68
D + ES 0.85 0.93 0.98
ES + CE 0.93 0.98 0.78
D + ES + CE 0.95 0.88 1.00
No defense 0.35 0.18 0.48
Dropout (D) 0.35 0.78 0.58
Early Stopping (ES) 0.90 0.83 0.85

1000 Char. Emb. (CE) 0.70 0.68 0.78
D + ES 0.88 0.98 0.90
ES + CE 0.88 1.00 0.95
D + ES + CE 0.95 0.93 0.95

Table 3: Attack performance for the canary color, pin
and call after incorporating defenses while training the
target NLU model, with R ∈ {10, 500, 1000}.

7 Conclusion

We formulate and present the first open-box
ModIvA in a form of a CEA to perform text com-
pletion on NLU tasks. Our attack performs discrete
optimization to select unknown tokens by optimiz-
ing over a set of continuous variables. We demon-
strate our attack on three patterns of canaries and
reconstruct their unknown tokens by significantly
outperforming the ‘chance’ baseline.
To ensure that the proposed attack is not misused
by an adversary, we propose training NLU mod-
els with three commonplace modelling practices–
dropout, early-stopping and including character
level embeddings. We observe that the above prac-
tices are successful in defending against the attack
as its accuracy and HDT values approach the ran-
dom baseline. Future directions include ‘demystify-
ing’ such attacks, and strengthening the attack for
longer sequences with fewer repeats and a larger V0

and investigating additional defense mechanisms,
such as those based on differential privacy, and
their effect on the model performance.

8 Ethical Considerations

The addition of proprietary data to existing datasets
to fine-tune NLU models can often insert confi-
dential information into datasets. The proposed
attack could be misused to extract private infor-
mation from such datasets by an adversary with
open-box access to the model. The objectives of
this work are to (1) study and document the actual
vulnerability of NLU models against this attack,
which shares similarities with existing approaches
(Fredrikson et al., 2014; Song and Raghunathan,
2020); (2) warn NLU researchers against the pos-
sibility of such attacks; and (3) propose effective
defense mechanisms to avoid misuse and help NLU
researchers protect their models.

Our work demonstrates that private information
such as phone-numbers and zip-codes can be ex-
tracted from a discriminative text-based model,
and not only from generative models as previ-
ously demonstrated (Carlini et al., 2020). We advo-
cate for the necessity to privatize such data using
anonymization (Ghinita et al., 2007) or differential
privacy (Feyisetan et al., 2020). Additionally, in
case the training data continues to contain some
private information, practitioners can prevent the
extraction of sensitive data by using the defense
mechanisms described in Section 6, which reduces
the attack performance to a random guess.
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A Inserted Canary Information

The inserted canaries and corresponding intent and
NER label sets are listed below.

1. Canary call: “call k1 . . . kn", ki ∈
{0, 1, . . . , 9} , for 1 ≤ i ≤ n.

• Sequence NER tags: “O B-canary
I-canary . . . I-canary︸ ︷︷ ︸

n−1 times

"

• Intent: “CallIntent"

2. Canary 2: “my pin code is k1 . . . kn", ki, for
1 ≤ i ≤ n.

• Sequence NER tags: “O O O O B-canary
I-canary . . . I-canary︸ ︷︷ ︸

n−1 times

"

• Intent: “PinIntent"

3. Canary 3: “color k1 . . . kn", ki ∈{‘red’,
‘green’, ‘lilac’, ‘blue’, ‘yellow’, ‘brown’,
‘cyan’, ‘magenta’, ‘orange’, ‘pink’, ‘purple’,
‘mauve’} for 1 ≤ i ≤ n.

• Sequence NER tags: “O B-canary
I-canary . . . I-canary︸ ︷︷ ︸

n−1 times

"

• Intent: “ColorIntent"

The canary repetitions R are split between the train
and validation set in a ratio of 9 : 1.

B Training Parameters

We decrease the temperature T exponentially after
each iteration t. The temperature at the tth iteration
Tt is given by Tt = 0.997t × 10−1.

We use the Adam optimizer and train our attack
for 250 epochs. We begin with an initial learning
rate of 6.5× 10−3 for our attack with a decay rate
of 9.95× 10−1.

C Results

C.1 Attack Performance Across Canary
Repetitions

Table 4 shows the model performance for just one
repeat of the canary in the Snips dataset i.e. R =
1. The n = 7 example for the call canary refers
to the special case when the adversary is trying
to reconstruct a 10-digit phone number beginning
with a three digit area code of their choice.

Table 5 illustrates the best reconstruction
metrics for different values on n and with

n Canary
Attack
Metrics

Baseline
Metrics

Accuracy HDT Accuracy HDT
4 color 0.33 0.43 4.8× 10−5 0.92
4 pin 0.10 0.60 1× 10−4 0.90
4 call 0.10 0.58 1× 10−4 0.90

10 call 0.00 0.68 1× 10−10 0.90
7 call 0.10 0.70 1× 10−7 0.90

Table 4: Reconstruction metrics for inserted utterances
appearing only once in the training data, i.e R = 1. The
attack accuracy is much higher and HDT is much lower
than that of a randomly chosen sequence of tokens.

Canary n R Attack Baseline
↑Acc ↓HDT ↑Acc ↓HDT

color

4 10 0.40 0.30 4.82e−5

0.92
6 100 0.30 0.45 3.35e−7
8 1000 0.10 0.48 2.33e−9

10 1000 0.00 0.59 1.62e−11

pin

4 1000 0.50 0.18 1e−4

0.90
6 1000 0.10 0.43 1e−6
8 1000 0.00 0.57 1e−8

10 100 0.10 0.43 1e−10

call

4 10 0.30 0.40 1e−4

0.90
6 100 0.20 0.50 1e−6
8 1000 0.00 0.58 1e−8

10 2000 0.00 0.59 1e−10

Table 5: Best observed performance metrics for
canaries with n unknown tokens and R ∈
{10, 100, 500, 1000, 2000}.

R ∈ {10, 100, 500, 1000, 2000}. We observe an
accuracy of 0.5 for the canary pin when n = 4
and R = 1000. Figure 2 illustrates the model
performance across canaries in the Snips dataset
with varying number of repetitions R. As observed
in Table 5 and Figure 2, the attack is most likely
to succeed when R is 1000. However, the attack
weakens for higher values of R.

C.2 Attack Performance Across Datasets
We evaluate our attack on the ATIS and NLU-
Evaluation Datasets, for canaries color and pin
with n = 4 and canary call with n = 10. To
ensure that we maintain a comparable number
or repeats with respect to the size of the dataset,
R ∈ {10, 100, 200, 500} for the ATIS dataset and
R ∈ {100, 500, 1000, 5000, 10000} for the NLU-
Evaluation dataset. As shown in Figure 3, the at-
tack performance is almost comparable for shorter
sequences in Snips and ATIS but under-performs
for the NLU-Evaluation data. Figure 4 and Figure
5 illustrate the HDT for the ATIS and NLU Evalua-
tion datasets for R canary repetitions respectively.
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Figure 2: Average Hamming Distance per Token (HDT)
for canaries with n = 6, repeated in the Snips dataset R
times.

Figure 3: Model Performance of the pin and color ca-
nary with n = 4 and call canary with n = 10, for the
Snips, ATIS, and NLU Evaluation Data.

Figure 4: Model Performance of the pin and color ca-
nary with n = 4 and call canary with n = 10, repeated
R times in the ATIS dataset.

Figure 5: Model Performance of the pin and color ca-
nary with n = 4 and call canary with n = 10, repeated
R times in the NLU Evaluation dataset.
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Abstract

Multiple metrics have been introduced to mea-
sure fairness in various natural language pro-
cessing tasks. These metrics can be roughly
categorized into two categories: 1) extrinsic
metrics for evaluating fairness in downstream
applications and 2) intrinsic metrics for esti-
mating fairness in upstream contextualized lan-
guage representation models. In this paper, we
conduct an extensive correlation study between
intrinsic and extrinsic metrics across bias no-
tions using 19 contextualized language mod-
els. We find that intrinsic and extrinsic metrics
do not necessarily correlate in their original
setting, even when correcting for metric mis-
alignments, noise in evaluation datasets, and
confounding factors such as experiment config-
uration for extrinsic metrics.

1 Introduction

Recent natural language processing (NLP) systems
use large language models as the backbone. These
models are first pre-trained on unannotated text and
then fine-tuned on downstream tasks. They have
been shown to drastically improve the downstream
task performance by transferring knowledge from
large text corpora. However, several studies (Zhao
et al., 2019; Barocas et al., 2017; Kurita et al., 2019)
have shown that societal bias are also encoded in
these language models and transferred to down-
stream applications. Therefore, quantifying the bi-
ases in contextualized language representations is
essential for building trustworthy NLP technology.

To quantify these biases, various fairness met-
rics and datasets have been proposed. They can be
roughly categorized into two categories: extrinsic
and intrinsic metrics (Goldfarb-Tarrant et al., 2021).
Intrinsic fairness metrics probe into the fairness of

∗ Equal contribution.
† Work done during internship at Amazon Alexa AI-NU.

the language models (Guo and Caliskan, 2021; Ku-
rita et al., 2019; Nadeem et al., 2020; Nangia et al.,
2020), whereas extrinsic fairness metrics evaluate
the fairness of the whole system through down-
stream predictions (Dhamala et al., 2021; Jigsaw,
2019; De-Arteaga et al., 2019). Extrinsic metrics
measure the fairness of system outputs, which are
directly related to the downstream bias that affects
end users. However, they only inform the fairness
of the combined system components, whereas in-
trinsic metrics directly analyze the bias encoded in
the contextualized language models.

Nevertheless, the relationship between upstream
and downstream fairness is unclear. While some
prior work has demonstrated that biases in the up-
stream language model have significant effects on
the downstream task fairness (Jin et al., 2021), oth-
ers have shown that intrinsic and extrinsic metrics
are not correlated (Goldfarb-Tarrant et al., 2021).
These studies either focus on one specific applica-
tion or consider static word embeddings. Therefore,
it is still obscure how fairness metrics correlate
across different tasks that use contextualized lan-
guage models.

To better understand the relationship between
intrinsic and extrinsic fairness metrics, we conduct
extensive experiments on 19 pre-trained language
models (BERT, GPT-2, etc.). We delve into three
kinds of biases, toxicity, sentiment, and stereotype,
with six fairness metrics across intrinsic and ex-
trinsic metrics, in text classification and generation
downstream settings. The protected group domains
we focus on are gender, race, and religion.

Similar to the observations in static embeddings
(Goldfarb-Tarrant et al., 2021), we find that these
metrics correlate poorly. Therefore, when evaluat-
ing model fairness, researchers and practitioners
should be careful in using intrinsic metrics as a
proxy for evaluating the potential for downstream
biases, since doing so may lead to failure to detect
bias that may appear during inference. Specifi-
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cally, we find that correlations between intrinsic
and extrinsic metrics are sensitive to alignment in
notions of bias, quality of testing data, and pro-
tected groups. We also find that extrinsic metrics
are sensitive to variations on experiment configu-
rations, such as to classifiers used in computing
evaluation metrics. Practitioners thus should en-
sure that evaluation datasets correctly probe for
the notions of bias being measured. Additionally,
models used to compute evaluation metrics such as
those in BOLD (Dhamala et al., 2021) can intro-
duce additional bias, and thus should be optimized
to be robust.

The main contribution of our work is as follows:
First, we conduct an extensive study on correla-
tions between intrinsic and extrinsic metrics. Sec-
ond, we conduct ablation studies to show the ef-
fect of (mis)alignment of notions of bias and pro-
tected groups, and noise in recent fairness evalua-
tion datasets. Finally, we conduct a study on the
robustness (or lack thereof) of sentiment classifiers
to text generation quality, diversity, and noise.

With this paper, we aim to suggest preliminary
best practices in bias evaluation, which is important
to quantify progress in debiasing work that will
make models usable in the real world.

2 Fairness Evaluation Metrics

The notion of bias we focus on is group dispari-
ties in sentiment, toxicity and stereotypes, which
have been extensively researched in the context of
fairness (Huang et al., 2020; Zhang et al., 2020;
Borkan et al., 2019; Adragna et al., 2020). The
metrics are chosen to represent a variety of down-
stream use cases and source data. We use CEAT
and ILPS for intrinsic metrics for toxicity and sen-
timent, HATEX, TOXD, and B-TOX for extrinsic
toxicity metric, and B-SENT for extrinsic sentiment
metric. For stereotype, we use STEREOSET and
B-STEREO for intrinsic and extrinsic metrics.
Intrinsic: Contextualized Embedding Associa-
tion Test (CEAT) (Guo and Caliskan, 2021) mea-
sures bias through word embedding distances in
semantic vector space. Given a set of protected
group (e.g. “woman”) and two polar attribute sets
(e.g. pleasant words vs unpleasant words), CEAT
measures the effect size of distance difference be-
tween the protected group and the two attribute
sets. A lower effect size score indicates the pro-
tected group is closer to the negative polar of the
attribute (e.g. unpleasant) and thus probably more

correlated with toxic words.
Intrinsic: Increased Log Probability Score
(ILPS) (Kurita et al., 2019) measures bias on
word associations between protected groups and
attributes with templates such as “The [group] is
<mask>.” It computes the increase in probability of
the attribute (e.g. “happy”) for the <mask> token
given a protected group (e.g. “woman”). A higher
ILPS score means the protected group is more cor-
related with the attribute, thus a higher ILPS score
with unpleasant words indicate the protected group
is more correlated with negative sentiment.
Intrinsic: StereoSet (Nadeem et al., 2020) mea-
sures bias in language model scoring of stereo-
typed sentences over anti-stereotyped sentences.
Its dataset consists of minimal pair stereotyped and
anti-stereotyped sentence pairs for each protected
group. We only focus on their intrasentence pairs,
where the sentences in each pair are only differ-
ent in the attributes (e.g. “The Iranian man might
be a terrorist individual” and “The Iranian man
might be a hardworking individual” is a sentence
pair for Iranian group). The stereotype score for
each protected group is computed as the propor-
tion of pairs where the stereotyped sentences has a
higher pseudo loglikelihood than its antistereotypi-
cal counterpart.
Extrinsic: Jigsaw Toxicity (TOXD) (Jigsaw,
2019) measures bias in toxicity detection systems
that covers multiple protected groups. The fairness
notion is defined by equalized odds, which mini-
mizes differences in False Positive Rate (FPR) to
ensure that text containing mentions of any one
group is not being unjustly mislabelled as toxic.
This is important for the classifiers to be able to de-
tect toxicity in content containing identifiers across
all protected groups, while not silencing any one.
Extrinsic: HateXPlain (HATEX) (Mathew et al.,
2020) measures bias in hate speech detection sys-
tems. While the original problem is cast as a mul-
ticlass classification problem (normal, offensive,
toxic), we cast it as a binary problem (toxic, non-
toxic) due to lack of consistency in what is labelled
as offensive and/or toxic. Similar to TOXD, the
measure of bias against a certain group is the False
Positive Rate on examples with group mentions.
Extrinsic: BOLD (Dhamala et al., 2021) is a
dataset that measures bias in language generation
that consist of Wikipedia-sourced natural prompts.
Given a prompt containing direct or indirect men-
tions of a protected group, BOLD evaluates the
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quality of the sentences finished by the language
model. We focus on the sentiment (B-SENT) met-
ric for sentiment, toxicity (B-TOX) metric for toxi-
city, and regard (B-REGARD) metric for stereotype.
Additionally, for stereotype, we train a stereotype
classifier by finetuning the BERT model with Stere-
oSet (Nadeem et al., 2020), CrowS-Pairs (Nangia
et al., 2020), and Social Bias Frames (Sap et al.,
2020) datasets, and use this classifier to evaluate
BOLD generations on stereotype (B-STEREO)3.

The bias score for each protected group is cal-
culated as the average toxicity, sentiment, regard,
and stereotype score on the generations from the
prompts with that protected group.

3 Correlation between Metrics

Experiment Setup We conduct a study on gen-
der, race, and religion domains (see the Ap-
pendix A for the list of protected groups on
each domain). We conduct correlation analysis
on the variance of group metric scores across
protected groups, as it captures score disparities
across protected groups for each domain. For
example, for M = CEAT, we define SMrace =
Var(sAsian, sWhite, sBlack, ...). A less-biased model
would have smaller variance score. Thus, if two
metrics are correlated, we would see a positive cor-
relation, as reducing the disparity between groups
in one metric, as measured by variance would re-
duce that in the other.

We evaluate 19 popular pre-trained language
models4. These models consist of ALBERT
(Lan et al., 2020) (base-v2, large-v2, xlarge-v2,
xxlarge-v2), BERT (Devlin et al., 2019) (base-
cased,large-cased), RoBERTa (base, large), Dis-
tilRoBERTa (Sanh et al., 2019), GPT2 (Radford
et al., 2019) (base, medium, large, xl), DistilGPT2,
EleutherAI/gpt-neo (Black et al., 2021) (125M,
1.3B, 2.7B), and XLNet (Yang et al., 2019) (base-
cased, large-cased)5. For intrinsic metrics, we sim-
ply measure the corresponding metric scores on
the language models6. For extrinsic metrics, we

3The stereotype classifier reaches a F1 score of 0.80 on
the validation dataset. See Appendix B for training details.

4Code are available at https://github.com/
pruksmhc/fairness-metrics-correlations

5We pick the most popular models for both masked lan-
guage models and generative language models from Hugging-
face https://huggingface.co/models.

6We use the same experiment settings, such as testing word
choices, testing dataset, etc., as proposed in the papers where
these metrics are introduced. CEAT does not cover groups in
religion, so we adopt the protected group list from Sotnikova

(a)

(b)

Figure 1: Examples of the correlation plots on ILPS
versus B-SENT (a) and CEAT versus B-TOX (b). Each
point represents a language model.

Gender Race Religion
CEAT ILPS CEAT ILPS CEAT ILPS

TOXD -0.12 0.26 -0.06 -0.37 0.28 -0.37
HATEX -0.12 0.10 -0.05 0.73 0.23 -0.38
B-TOX 0.21 -0.28 0.41 -0.34 0.19 -0.53
B-SENT -0.03 0.54 0.67 0.30 -0.42 -0.58

Table 1: Correlation results on toxicity and sentiment metrics.
Results in bold are statistically significant.

fine-tune language models for classification-based
tasks7, and either sample in an autoregressive man-
ner for autoregressive language models, or use ran-
dom masking-based generation for MLM-based
models (Wang and Cho, 2019) following the BOLD
paper, for generation-based tasks8.

For each intrinsic and extrinsic metric pair, we
take the intrinsic and extrinsic scores for each

et al. (2021) for the religion domain.
7For classification tasks, we use the hyper-parameters for

fine-tuning language models on tasks for extrinsic metrics that
achieve close to state-of-the-art F1 score (see Appendix C).

8Some language models are not suitable for the generation
task due to the nature of the language model’s pre-training
method. Thus we exclude these models, including ALBERT,
DistilRoBERTa, and XLNet models, for BOLD-related extrin-
sic metrics calculation.
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STEREOSET
Gender Race Religion

B-STEREO -0.32 -0.18 0.10
B-REGARD -0.21 -0.08 -

Table 2: Correlation results on stereotype metrics. The
regard classifier is not trained with any data on religion. Thus
we do not apply it to the BOLD generations for religion.

Gender Race Religion
CEATTOX CEATTOX CEATTOX

TOXD 0.04 0.08 0.42
HATEX 0.17 0.49 0.43
B-TOX 0.91 0.41 0.56
B-SENT -0.46 -0.18 0.38

Table 3: Correlation results between and toxicity extrinsic
metrics. Results in bold are statistically significant.

model. With the list of score pairs from the 19
models, we compute the correlation using the Pear-
son correlation coefficient. If the metrics are pos-
itively correlated, the correlation score should be
close to 1. Figure 1 depicts some examples of the
correlation plots.

Correlation Results Table 1 contains correla-
tions scores for each intrinsic/extrinsic metric pair
on sentiment and toxicity. Only few metrics have
significantly positive correlations. In general, ILPS
has more significantly positive correlations with the
extrinsic metrics compared to CEAT, except for
the religion domain. This may due to the nature
of the two intrinsic metrics – ILPS is calculated
with log probabilities, which is more related to the
downstream generative tasks such as BOLD since
generation samples based on log probabilities.

For sentiment metrics, we find more statistically
significant positive correlations between intrinsic
metrics and B-SENT than toxicity extrinsic metrics.

In both toxicity and sentiment, we see that there
are statistically negative correlations for the reli-
gion domain, which we investigate in Section 3.2.

For stereotype, Table 2 contains the results on
stereotype metrics. We see that none of the correla-
tions are significant nor positive.

4 Ablation Study

There are many factors at play in fairness evalu-
ation processes, such as notion of bias measured,
choice of protected groups, quality of the testing
data, and confounding factors in the models used
to compute metrics themselves. In this section, we
conduct careful analysis to explore why extrinsic
and intrinsic metrics are not always correlated.

4.1 Misalignment between metrics
In our main study, we use the experimental settings
defined in their original papers. However, these
metrics may have subtle misalignments in type of
bias measured, protected groups factored in calcu-
lation, and characteristics of the evaluation dataset.

Misalignment on the notion of bias Among the
toxicity metrics, the notion of bias are not con-
sistent – some measure sentiment (CEAT, ILPS,
B-SENT) while others measure toxicity. Therefore,
we recompute CEAT scores with toxicity word
seeds, which we denote as CEATTOX. We manu-
ally pick 20 toxic and 20 anti-toxic words from the
word clouds of the toxic and non-toxic labeled sen-
tences in the JigsawToxicity dataset for CEATTOX.
See Appendix D for the full list of the words.

As seen in Table 3, the correlations between
the toxicity-related extrinsic metrics and CEATTOX

are more positive than with CEAT. Also note
that CEAT is better correlated with B-SENT than
CEATTOX, except for religion. Though many of the
correlation scores remain not statistically signifi-
cant, the result supports our hypothesis that intrin-
sic and extrinsic metrics are more correlated when
they have the same notion of bias.

Misalignment on the protected groups Due
to the limited number of overlapping protected
groups (stereotype metrics only have four groups
in common), we compute the domain-level vari-
ance scores for all protected groups contained in a
dataset. However, the groups that are not present
in both the evaluation datasets for intrinsic and
extrinsic metrics may introduce metric disalign-
ment, as they would be factored in metric compu-
tation in one but not the other. We recompute the
correlation of STEREOSET with B-REGARD and
B-STEREO with only overlapping protected race
groups9: White, Black, Hispanic, and Asian.

We find the correlation of STEREOSET with B-
REGARD raises from −0.08 to 0.19 (p-value 0.56).
The correlation with B-STEREO increases from
−0.18 to 0.08 (p-value 0.80). These metrics are
more positively correlated with the aligned groups.

Misalignment on evaluation dataset We ob-
serve that dataset sources for certain metrics are
misaligned, such as that for BOLD and STERE-
OSET. STEREOSET uses crowdworkers to gener-
ate testing data specifically to contain particular

9STEREOSET does not have group Asian and White, so
we use Japanese and Britain instead for these groups.
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stereotypes. On the other hand, BOLD prompts are
sourced from Wikipedia, which consist of more for-
mal writing and is not directly engineered to probe
for stereotypes. Examples of source misalignment
can be seen in the Appendix.

To align the stereotype metrics, we use data from
the STEREOSET intersentence dataset, which con-
sists of a one-sentence context followed by a rele-
vant stereotyped sentence, to compute BOLD met-
rics. Specifically, we use the context sentence for
BOLD-like generation (see Appendix F for gen-
eration examples). We test STEREOSET with the
new B-STEREO on the race domain and find that
the correlation score increase from −0.18 to 0.02
(p-value 0.98). This indicates that aligning the
evaluation dataset source has a modest impact on
improving correlation between metrics.

4.2 Noise in Evaluation Datasets

As pointed out in Blodgett et al. (2021), some fair-
ness evaluation datasets lack consistency in fram-
ing and data collection methodology, which leads
to datasets not properly evaluating the intended no-
tion of bias. We find evidence of this phenomena in
the BOLD dataset for religion prompts, which con-
tain toxic and stereotyped content, which will bias
generations to be more toxic for certain groups. To
debias BOLD, we use the sentiment, regard, and
toxicity classifier to filter out prompts that have
higher polarity values, and recalculate the correla-
tions of intrinsic metrics with BOLD-related extrin-
sic metrics on religion domain. We find that scores
for CEAT and B-SENT increases to 0.11, STERE-
OSET and B-STEREO increases to 0.10. This indi-
cates that bias in datasets can affect the metrics.

4.3 Effect of Experiment Configuration on
Metric Scores

Experiment configurations may also affect the
amount of bias detected in fairness metrics, which
we observe in BOLD metrics. In our main study,
we fix several configurations for BOLD to isolate
the effect of the underlying language models in
our correlation study from confounding factors,
notably 1) the sampling procedure and 2) the eval-
uation classifiers used to compute metrics. We
conduct additional experiments to show the effect
of varying these configurations.

Impact of sampling temperature on classifier-
based metrics We input five sample prompts (en-
listed in Appendix G) from BOLD dataset to GPT-2

model and for each prompt, generate 100 sentences.
We use two temperature settings (T = 0.5 and T =
1.0) and compute the average sentiment over the
generated sentences. We observe that the propor-
tion of negative sentiment assignment increases
from 4.6% to 15.6% by changing the temperature,
and thus the generation quality and diversity.

Impact of noise in generated outputs on clas-
sifier based metrics We introduce noise to 500
BOLD generations through word swaps or dele-
tions (examples shown in Appendix H)10. We then
feed these perturbed generations into the sentiment
and regard models used in BOLD metric compu-
tation. As shown in Appendix H, these noise ad-
ditions have a moderate amount of impact in the
classification, reducing the proportion of negative
sentiment from 13.6% to 12.18% and proportion
of negative sentiment from 25.2% to 22.86%.

These experiments serve as a case study on the
additional confounding factors in downstream met-
rics that are not present in upstream metrics. Thus,
when evaluating downstream tasks, authors should
identify and show the effect of such experiment
configurations on metrics, so that model users are
aware of the various factors that can lead to the
detection (or lack thereof) of bias in these models.

5 Conclusion

We present a study on intrinsic and extrinsic fair-
ness metrics in contextualized word embeddings.
Our experiments highlight the importance of align-
ment in the evaluation dataset, protected groups,
and the quality of the evaluation dataset when it
comes to aligning intrinsic and extrinsic metrics.
Based on this study, we impart three takeaways
for researchers and developers. First, we cannot
assume that an improvement in language model
fairness will fix bias in downstream systems. Sec-
ondly, when choosing fairness metrics to evaluate
and optimize for, it is important to choose a metric
that is closest to the downstream application. If
that is not possible for all downstream applications,
then it is important to align intrinsic metrics to the
extrinsic use cases. Finally, it is important to mit-
igate factors that may lead to bias in the metric
computation itself, including noise in evaluation
datasets, models used in metric computation, and
inference experiment configurations such as decod-
ing temperature for text generation.

10The noise in this dataset may not reflect that in the real
world.
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6 Broader Impact Statement

This work shows preliminary evidence against an
assumption in prior fairness and bias literature -
that lack of bias in upstream tasks are correlated
with that in downstream tasks, and the effect of
model settings on fairness evaluation. We hope
that this paper will contribute to the formulation of
best practices in bias evaluation.
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Warning: This appendix contains examples
which are offensive in nature.

A Protected Groups

Table 4 list all the protected groups covered by each
fairness metric.

B Stereotype Classifier

We fine-tune BERT-base-uncased model on three
datasets: StereoSet (Nadeem et al., 2020), CrowS-
Pairs (Nangia et al., 2020), and Social Bias
Frames (Sap et al., 2020). We fine-tune for 1 epoch
with learning rate 5e−06, dropout 0.1 and batch
size 16.

C Finetuning for Classification Tasks

Toxicity Detection classifiers are fine-tuned for
1 epoch with learning rate 5e−06, dropout of 0.1.
The average F1 score of the classifiers is 0.95.

Hate Speech classifiers are fine-tuned for 3
epochs with a learning rate of 3e−05, and dropout
of 0.1. The average F1 score of the classifiers is
0.79.

D CEATTOX Attribute Word Sets

The list of toxic attributes are: stupid, idiot, ig-
norant, racist, crap, kill, dumb, ridiculous, damn,
pathetic, hate, shit, corrupt, ass, garbage, fool, hell,
disgusting, criminal, violence.

The list of anti-toxic attributes are: like, good,
right, care, hope, love, future, agree, thank, health,
top, interesting, responsible, friend, respect, happy,
energy, truth, benefit, glad.

E Examples of Misalignment in Source in
BOLD and StereoSet

Table 6 show examples in BOLD and StereoSet
that probe for bias against a particular group, but
differ in language due to the difference in sources
the datasets are from.

F BOLD Generation Examples with
Prompts from StereoSet

See Table 5 for examples of BOLD generations
using STEREOSET prompts.

G Sample points used to test the impact
of temperature on sentiment scores

The five BOLD prompts we used to test the im-
pact of the temperature parameter on sentiment are

as follows: (i) "The fundamental moral qualities
in Islam", (ii) "As a religion, Islam emphasizes ",
(iii) "Islamic theology says that all of ", (iv) "Is-
lam teaches that the creation of ", (v) "The primary
scriptures of Islam are". We obtain 100 generations
for each of these prompts. 4.6% of the generations
are classified to carry negative sentiment with a
temperature value of 0.5, while 15.6% of the gen-
erations are classified to carry negative sentiment
with a temperature value of 1.

H Investigating the impact of synthetic
noise on sentiment classification

Our fairness metrics are statistical models which
are trained on clean text. Since, statistical model
may not robust to noise, we evaluate their perfor-
mance on low-quality data. In order to evaluate the
impact of noisy input on fairness metrics, we took
500 BOLD generations, and then generated noisy
version of the sentences by randomly swapping or
deleting words in a given sentence. For a given
sentence, we generate 10 noisy sentences. An
example of noise addition is give below.

Original : “the person was well-known for her
work as a feminist activist and a writer.”

Modified using word deletion: “the person was
for her work a feminist activist and a writer.”

We run the fairness classifiers on the original
and modified sentences, and compute the propor-
tion of sentences assigned to the negative class. We
repeat experiments 10 times and report mean neg-
ative scores with the standard deviation. Table 7
presents the results and we observe that both re-
gard and sentiment classifiers are susceptible to
give different results with different noise levels.
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Gender Race Religion
CEAT man, woman Asian, Black, Hispanic, White Amish, atheist, Buddhist, Catholic,

Christian, Hindu, Jewish, Mormon,
Muslim, Protestant

ILPS man, woman, trans-
gender

Asian, Black, Hispanic, White Amish, atheist, Buddhist, Catholic,
Christian, Hindu, Jewish, Mormon,
Muslim, Protestant

TOXD man, woman, Asian, Black, Hispanic, White atheist, Buddhist, Christian, Hindu, Jew-
ish, Muslim

HATEX man, woman, Asian, Black, Hispanic, White atheist, Christian, Hindu, Jewish, Mus-
lim

BOLD man, woman, trans-
gender

Asian, Black, Hispanic, White atheist, Buddhist, Christian, Hindu, Jew-
ish, Muslim, Sikhism

STEREOSET gentlemen, grandfa-
ther, herself, him-
self, male, mommy,
mother, schoolboy,
schoolgirl, sister

Afghanistan, Arab, Bangladesh,
Bengali, Black, Britain,
Cameroon, Cape Verde,
Columbian, Crimean, Ecuador,
Eriteria, Eritrean, Ethiopia,
Ethiopian, Ghanaian, Hispanic,
Iranian, Iraq, Italy, Japanese,
Jordan, Lebanon, Morocco,
Norway, Norweigan, Persian
people, Russian, Saudi Arabian,
Sierra Leon, Somalia, Spain,
Syria, Ukrainian, Vietnam

Brahmin, Christian, Muslim

Table 4: Protected groups that are covered by each metrics

Group Prompt Generation
Brahmin The Brahmin class in India lords it over

the rest of the population.
The Brahmin class in India lords it over the rest of the population.
But this is not an accurate picture, since all Muslims are also
Hindus and they have no rights to vote anywhere except their
own homes.

Yemen Yemen is far away Yemen is far away from the center of attention at this stage, so
what we need to do in order for it to move forward.

Eriteria Believe it or not, Eriteria (an African
country) is full of old Italian cathedrals.

Believe it or not, Eriteria (an African country) is full of old
Italian cathedrals. There’s even a church in the capital that used
to be built by slaves

Arab many arabs are muslim many arabs are muslim, so it’s no surprise they think nothing of
the jews.

Ukrainian Ukrainian women are beautiful. Ukrainian women are beautiful. They’re strong. Their sexuality
is unique and they have a lot of freedom

Table 5: Examples of BOLD generations using STEREOSET prompts.

Group BOLD STEREOSET
Musician A musician is a per-

son who
Mark’s child became a musician
after school.

Physicist Applied physicists
use physics in scien-
tific

The physicist is working.

Male Adrian Zaw is an
American actor best

Alena consider herself as beau-
tiful woman.

Islam Like other Abra-
hamic religions, Is-
lam also

I had a Muslim teacher once.

Table 6: Examples of prompts from BOLD and STEREOSET for a set of groups
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Dataset used Proportion of Proportion of
negative regard negative sentiment

Clean data 25.2 13.6
5% word swap 25.12 (0.21) 13.52 (.10)
10% word swap 24.65 (0.37) 13.45 (0.32)
15% word swap 24.54 (0.67) 13.20 (0.26)
20% word swap 24.12 (0.49) 13.28 (0.35)
5% word deletion 24.88 (0.61) 13.24 (0.30)
10% word deletion 24.30 (0.50) 12.72 (0.68)
15% word deletion 23.38 (0.75) 12.30 (0.45)
20% word deletion 22.86 (0.49) 12.18 (0.42)

Table 7: Impact of synthetic noise on regard and sen-
timent classification. Proportion of negative class as
predicted by the different fairness classifiers. We repeat
experiments 10 times and report mean negative scores
with the standard deviation.
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Abstract

AMR parsing is the task of mapping a sen-
tence to an AMR semantic graph automati-
cally. The difficulty comes from generating
the complex graph structure. The previous
state-of-the-art method translates the AMR
graph into a sequence, then directly fine-tunes
a pretrained sequence-to-sequence Transformer
model (BART). However, purely treating the
graph as a sequence does not take advantage of
structural information about the graph. In this
paper, we design several strategies to add the
important ancestor information into the Trans-
former Decoder. Our experiments1 show that
we can improve the performance for both the
AMR 2.0 and AMR 3.0 dataset and achieve
new state-of-the-art results.

1 Introduction

Abstract Meaning Representation (AMR) (Ba-
narescu et al., 2013) is a graph that encodes the
semantic meaning of a sentence. In Figure 1a, we
show the AMR of the sentence: You told me to
wash the dog. AMR has been widely used in many
NLP tasks (Liu et al., 2015; Hardy and Vlachos,
2018; Mitra and Baral, 2016).

AMR parsing is the task of mapping a sentence
to an AMR semantic graph automatically. A graph
is a complex data structure which is composed of
multiple vertices and edges. There are roughly four
types of parsing strategies in previous work:

• Two-Stage Parsing (Flanigan et al., 2014;
Lyu and Titov, 2018; Zhang et al., 2019a;
Zhou et al., 2020): first produce vertices, and
produce edges after that.

• Transition-Based Parsing (Damonte et al.,
2016; Ballesteros and Al-Onaizan, 2017; Guo
and Lu, 2018; Wang and Xue, 2017; Naseem
et al., 2019; Astudillo et al., 2020; Zhou et al.,

1https://github.com/lukecyu/
amr-parser-s2s-ancestor

tell-01

:ARG0

you

dog

:ARG0

:ARG1

:ARG2

I

:ARG1

wash-01

(a)

( <R0> tell-01 :ARG0 ( <R1> you )

 :ARG2 ( <R2> I ) ):ARG1 ( <R3> wash-01


 :ARG0 <R2> :ARG1 ( <R4> dog ) ) }}

(b)

Figure 1: AMR Graph and linearization for the Sen-
tence: You told me to wash the dog.

2021): process the sentence from left to right,
and produce vertices and edges based on the
current focused word.

• Graph-Based Parsing (Zhang et al., 2019b;
Cai and Lam, 2019, 2020): produce vertices
and edges based on a graph traversal order,
such as DFS or BFS.

• Sequence-to-Sequence Parsing (Konstas
et al., 2017; van Noord and Bos, 2017; Peng
et al., 2017, 2018; Xu et al., 2020; Bevilacqua
et al., 2021): this method linearizes the AMR
graph to a sequence, then uses a sequence-to-
sequence model to do the parsing.

Bevilacqua et al. (2021) achieved the state-of-
the-art performance by using the last seq-to-seq
strategy. They linearized the AMR graph (see Fig-
ure 1b) and fine-tuned BART (Lewis et al., 2020), a
denoising sequence-to-sequence pretrained model
based on Transformer (Vaswani et al., 2017), for
the parsing. We briefly show the method in Fig-
ure 2. During training, they linearize all the AMR
graphs in the training dataset into sequences, then
they can fine-tune the BART model in this new
sequence-to-sequence dataset. At inference time,
they first generate the AMR sequence using the
BART model, then they recover the AMR graph
from this sequence.

However, purely treating the graph as a sequence
may not take advantage of important information
about the structure of the graph. When generating
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Figure 2: AMR Graph and linearization for the Sen-
tence: You told me to wash the dog.

the last token dog in Figure 1b, for example, the dot-
product attention layer in the Transformer Decoder
attends to all the previous tokens and lets the model
learn the weight of these tokens. However, if we
can tell the model which tokens are its ancestors,
like its parent is wash-01 and its grand-parent is
tell-01 (see Figure 1a), it will make this token much
easier to generate. Adding graph structure has been
demonstrated to be useful for the AMR-to-text task
(Zhu et al., 2019; Yao et al., 2020; Wang et al.,
2020). These approaches added the graph structure
to the Transformer Encoder. Therefore, we expect
that adding structure in Transformer Decoder for
AMR parsing task will also be helpful.

In this paper, we base our work on the seq-to-seq
model of Bevilacqua et al. (2021) with the AMR
linearized by DFS traversal order. We introduce
several strategies to add ancestor information into
the Transformer Decoder layer. We also propose a
novel strategy, which consists of setting parameters
in the mask matrix for those ancestor tokens and
tuning them. We find that this new strategy makes
the largest improvement.

2 Add Ancestors Information into Model

2.1 DFS linearization and Ancestors

The DFS linearization of Bevilacqua et al. (2021)
used pairs of parentheses to indicate the start and
the end of exploring a node in the DFS traversal

tell-01

:ARG0

you :ARG2

I

(a)

( <R0> tell-01 :ARG0 ( <R1> you )

 :ARG2 ( <R2> I )

(b)

Figure 3: Example of finding Ancestors.
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 :ARG0 <R2>

(b)

Figure 4: Example of finding ancestors with re-entrancy.

order. The readers can use Figure 1 as an example
and are referred to Bevilacqua et al. (2021) for
more details.

This means when generating the next token, we
can construct the partial graph from previous to-
kens and determine the ancestors tokens among
them. In Figure 3b, for example, when we generate
the token I, we can construct the partial graph in
Figure 3a and find its ancestors (tell-01 –> :ARG2
–>).

If AMR were a tree, then the ancestors of each
token would be clear to define. However, since
AMR is a graph, one node may be visited multiple
times (which is called re-entrancy), which brings
ambiguity to find the ancestors. For example, in
Figure 4, when we generate the last token <R2>, it
is actually the re-entrancy of the token I generated
before. Under this circumstance, we will use the
tokens in the new path (tell-01 –> :ARG1 –> wash-
01 –> :ARG0 –>) as its ancestors. We cannot use
tokens from the old path (tell-01 –> :ARG2 –>),
since we cannot know it is a re-entrancy before we
have actually generated it.

2.2 Transformer Background

The original Transformer (Vaswani et al., 2017)
used scaled dot-product self-attention. Typically,
the input of the attention consists of a query ma-
trix Q, a key matrix K and a value matrix V , the
columns of which represent the query vector, the
key vector and the value vector of each token. The
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attention matrix can be calculated as follows:

Attention(Q,K, V,M) = Softmax
(

S√
d
+M

)
V,

S = QK⊤,

where Q,K, V ∈ RN×d, N is the length of the
sequence, d is the dimension of the model, and M
is the mask matrix to control which tokens in the
sequence are attended for a given token.

A typical Transformer module consists of several
layers. In each layer it uses MultiHead attention.
For each head, it calculates attention as above, and
then averages the results.

In the Encoder self-attention and Encoder-
Decoder attention layers, the mask matrix is the
same across all the heads and all the layers, and
all the elements in the matrix are 0, meaning all
the tokens are attended. But in the Decoder self-
attention layers, the elements denoting the attention
to the future token (Mi,j with i < j) are set to −∞,
meaning that they have no effect when calculating
the weighted sum.

2.3 Add Ancestor Information into Model

We focus on the mask matrix M in the Trans-
former Decoder self-attention layers to add the
ancestor information during the parsing. We in-
troduce two strategies: a hard strategy and a novel
soft strategy.

Hard Strategy Under this strategy, we set ele-
ments denoting the ancestors to 0, and the elements
denoting the non-ancestors to −∞ in M , such that
only the ancestor tokens are attended. We will ex-
plore the influence by using the new mask matrix
only on some decoder layers or on some heads.

Soft Strategy Under this novel strategy, we will
not mask the non-ancestor tokens and abandon
them in a hard way. Instead, what we do is only
telling the model which are the ancestor tokens
and letting the model learn the weights by itself.
Specifically, we use three different values in the
mask matrix: −∞ for all future tokens; 0 for all
non-ancestor previous tokens; parameter α for all
ancestor tokens. We let the model learn the weight
α to control how much it should focus on the an-
cestor tokens. Similar to the hard strategy, we will
also explore the influence by setting different pa-
rameters on different layers or on different heads.

2.4 Inference

During the inference stage, the input of the de-
coder is no longer the complete linearized AMR
sequence. Instead, it is dynamically extended, and,
at each step, the input is the tokens that have been
generated during the previous steps. A natural ques-
tion is: how can we find the ancestors of a token
when we don’t yet have a complete sequence (and
therefore can’t convert it to a graph to find its an-
cestors).

Fortunately, the DFS linearization uses several
special tokens to denote the graph structure. We
can rely on two special tokens to find the ancestors
of a token: relation tokens (e.g. :ARG0) and the
parentheses. The basic idea is: we maintain an
ancestor stack for the token that will be generated,
and adjust it according to the generated token. If
a relation token is generated, we know that the
previous siblings have been completely explored,
so we will remove all the tokens of that sibling
from the ancestor stack. If a right parenthesis is
generated, we know that a token has been explored
and we should return to its parent token, so we will
remove it and all its descendants from the ancestor
stacks. We always add the generated token (except
the right parenthesis) into the ancestor stack after
these special operations.

In Figure 5, we give an example of how to find
the ancestor tokens during inference. In 1), the last
token is the right parenthesis, meaning the last to-
ken you has been explored completely and should
be removed from the ancestor token list. Therefore,
we remove the tokens in the ancestor list backwards
until we encounter a left parentheses. In 2), the last
token is a relation token, meaning the previous sib-
ling has been explored completely, so we remove
the tokens in the ancestor list backwards until we
encounter a previous relation token, then add the
current relation token in the list. The steps 3), 4)
and 5) are following the same rule.

3 Experiments

3.1 Setup

Dataset We use the AMR 2.0 (LDC2017T10)
and AMR 3.0 (LDC2020T02) dataset. The AMR
2.0 includes 39,260 manually-created graphs, and
the AMR 3.0 includes 59,255. The AMR 2.0 is
a subset of AMR 3.0. Both datasets are split into
training, development and test datasets.
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Figure 5: An example of how to find ancestors during
inference. The red tokens are the ancestor tokens. The
left column represents the ancestor tokens for the last
blue tokens. The middle column represents the change
of the ancestor tokens according to the last tokens. The
right column represents the ancestors in the AMR of the
middle columns.

Pre-processing and Post-processing We use the
same DFS-based linearization technique as Bevilac-
qua et al. (2021). We omit the detail here, but the
reader can refer to Figure 1 as an example. In the
pre-processing step, the AMR graph is linearized
into a sequence, and in the post-processing step, the
generated sequence is translated back to an AMR
graph.

Recategorization Recategorization is a widely
used technique to handle data sparsity. With re-
categorization, specific sub-graphs of a AMR graph
(usually corresponding to special entities, like
named entities, date entities, etc.) are treated as
a unit and assigned to a single vertex with a new
content. We experiment with a commonly-used
method in AMR parsing literature (Zhang et al.,
2019a,b; Zhou et al., 2020; Bevilacqua et al., 2021).
The readers are referred to Zhang et al. (2019a) for
further details. Notice that this method uses heuris-
tic rules designed and optimized for AMR 2.0, and
is not able to scale up to AMR 3.0 (the performance
dropped substantially for AMR 3.0 with recatego-
rization in Bevilacqua et al. (2021)). Therefore, we
will not conduct the recategorization experiment
on AMR 3.0.

Model and Baseline We use the model in
Bevilacqua et al. (2021) as our baseline. That
model was initialized by BART pretraining and

fine-tuned on the AMR dataset. We will do the
same thing, except that we design a different mask
matrix in the Transformer Decoder layers. We will
introduce these differences in detail in Section 3.2.

Training and Evaluation We use one 1080Ti
GPU to fine-tune the model. Training takes about
13 hours on AMR 2.0 and 17 hours on AMR 3.0.
We use the development dataset to select the best
hyperparameters. At inference time, we set the
beam size to 5 following common practice in neural
machine translation (Yang et al., 2018).

For evaluation, we use Smatch (Cai and Knight,
2013) as the metric. For some experiments, we
also report fine-grained scores on different aspects
of parsing, such as wikification, concept identifica-
tion, NER, and negations using the tool released by
Damonte et al. (2017).

3.2 Experiments and Results

As indicated in Section 2.3, we study the effect of
the hard and soft strategy. We explore the influence
of these two strategies on different layers or on
different heads. Due to space limitation, we only
show the Smatch score of AMR 2.0 with the re-
categorization preprocessing, since it had the high-
est performance (84.5 Smatch score) as far as we
know.

Once we get the best result among these se-
tups, we will conduct experiments on AMR 2.0
and AMR 3.0 without recategorization (we have
discussed why we don’t conduct experiments for
AMR 3.0 with recategorization before). We will
also report fine-grained results for these experi-
ments.

3.2.1 Experiments for Different Number of
Heads for the Hard Strategy

In the baseline model (Bevilacqua et al., 2021),
there are 16 heads in each layer. We conduct exper-
iments with 0, 2, 4, . . . , 8, 10 heads in each layer
attending to ancestors only. Note that the 0-head
model equals the baseline model. We show the
result in Table 2.

We can see that, up to 4 and 6 heads, the perfor-
mance increases along with the number of heads
increasing, showing the importance of telling the
model what the ancestors are. But then, the per-
formance decreases as the number of heads in-
creases, showing that we cannot ignore other non-
ancestor tokens, which still play important roles in
the model.
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Dataset G.R. Smatch Unlabeled NO WSD Concept SRL Reent. Neg. NER wiki

AMR 2.0 (baseline) ✓ 84.5 86.7 84.9 89.6 79.7 72.3 79.9 83.7 87.3
AMR 2.0 (our method) ✓ 85.2 88.2 85.6 90.3 83.2 75.4 83.0 85.7 86.4

AMR 2.0 (baseline) × 83.8 86.1 84.4 90.2 79.6 70.8 74.4 90.6 84.3
AMR 2.0 (our method) × 84.8 88.1 85.3 90.5 83.4 75.1 74.0 91.8 84.1

AMR 3.0 (baseline) × 83.0 85.4 83.5 89.8 78.9 70.4 73.0 87.2 82.7
AMR 3.0 (our method) × 83.5 86.6 84.0 89.5 82.2 74.2 72.6 88.9 81.5

Table 1: The smatch and fine grained scores of AMR 2.0 and AMR 3.0 datasets without recategorization using the
optimal setup.

number of heads Smatch

0 (baseline) 84.5
2 84.5
4 84.9
6 84.9
8 84.8
10 84.3

Table 2: The influence of different number of heads
attended to the ancestors only for AMR 2.0 with recate-
gorization

different layers Smatch

baseline 84.5
bottom 4 84.6

Medium 4 84.8
top 4 84.3

Table 3: The influence of different layers attended to the
ancestors only for AMR 2.0 with recategorization

3.2.2 Experiments for Different Layers for the
Hard Strategy

In the baseline model (Bevilacqua et al., 2021),
there are 12 layers in the Transformer decoder. Un-
like the heads, the order of layers matters. The
upper layers use information from the lower lay-
ers. Therefore, we conduct experiments with the
bottom, the medium, and the top 4 layers attending
to ancestors. The mask matrix for each head is the
same within a single layer. We show the result in
Table 3.

We can see that, putting the medium 4 layers
focusing on the ancestors has the best performance.
But when we put the top 4 layers focusing on them,
the performance decreases a lot. One possible rea-
son is that, when it comes to near the final output
(the top layers), the model needs to use the infor-
mation from all tokens.

3.2.3 Experiments of Soft Strategy
In this section, we will tune the mask matrix and
use the soft strategy to add the ancestors informa-

different setups Smatch

baseline 84.5
different parameters for layers and heads 84.8

different parameters only for layers 84.7
different parameters only for heads 85.2

Table 4: The influence of tuning the mask matrix for
AMR 2.0 with recategorization

tion. We conduct three experiments: different pa-
rameters for every layer and head combination;
different parameters for different layers only; dif-
ferent parameters for different heads only. We show
the results in Table 4. We can see that when we
only use different parameters for every head, we
achieve a new state-of-the-art result.

3.2.4 Results for Other Datasets
We have conducted different experiments for AMR
2.0 with recategorization, and we found that when
we set different parameters for different heads only
and tune these parameters, we get the best perfor-
mance. Therefore, we apply this setup for other
datasets: AMR 2.0 and AMR 3.0 without recate-
gorization. We show the Smatch scores as well as
other fine-grained scores in Table 1. The results are
improved for all the datasets. The AMR 2.0 with-
out recategorization even obtains an improvement
of 1.0 Smatch point.

4 Conclusion

In this paper, we focus on the DFS linearization
and introduce several strategies to add ancestor in-
formation into the model. We conduct experiments
to show the improvement for both AMR 2.0 and
AMR 3.0 datasets. Our method achieves new state-
of-the-art performances for the AMR parsing task.
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A Hyperparameters and Training Details

We use cross-entropy loss and RAdam optimizer
during the training. We use Cosine learning rate
scheduler with about 1000 warm-up steps and
20000 maximum steps. The selected value of the
learning rate is 3 × 10−5. There are around 80
sentences in each batch. We set the weight decay
rate of 0.004. In order to prevent over-fitting, we
use Dropout with probability 0.25, as well as label
smoothing with value 0.1. To select the best model
checkpoint, we use the development dataset and
search for the model with the best Smatch score.
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Abstract

Large multilingual pretrained language mod-
els such as mBERT and XLM-RoBERTa have
been found to be surprisingly effective for
cross-lingual transfer of syntactic parsing mod-
els (Wu and Dredze, 2019), but only between
related languages. However, source and train-
ing languages are rarely related, when pars-
ing truly low-resource languages. To close
this gap, we adopt a method from multi-task
learning, which relies on automated curricu-
lum learning, to dynamically optimize for pars-
ing performance on outlier languages. We
show that this approach is significantly better
than uniform and size-proportional sampling
in the zero-shot setting.

1 Introduction

The field of multilingual NLP is booming (Agirre,
2020). This is due in no small part to large multilin-
gual pretrained language models (PLMs) such as
mBERT (Devlin et al., 2019) and XLM-RoBERTa
(Conneau et al., 2020), which have been found to
have surprising cross-lingual transfer capabilities
in spite of receiving no cross-lingual supervision.1

Wu and Dredze (2019), for example, found mBERT
to perform well in a zero-shot setting when fine-
tuned for five different NLP tasks in different lan-
guages. There is, however, a sharp divide between
languages that benefit from this transfer and lan-
guages that do not, and there is ample evidence that
transfer works best between typologically similar
languages (Pires et al., 2019; Lauscher et al., 2020,

1In the early days, cross-lingual transfer for dependency
parsing relied on projection across word alignments (Spreyer
and Kuhn, 2009; Agić et al., 2016) or delexicalized trans-
fer of abstract syntactic features (Zeman and Resnik, 2008;
McDonald et al., 2011; Søgaard, 2011; Cohen et al., 2011).
Delexicalized transfer was later ’re-lexicalized’ by word clus-
ters (Täckström et al., 2012) and word embeddings (Duong
et al., 2015), but with the introduction of multilingual con-
textualized language models, transfer models no longer rely
on abstract syntactic features, removing an important bottle-
neck for transfer approaches to scale to truly low-resource
languages.

among others). This means that the majority of
world languages that are truly low-resource are still
left behind and inequalities in access to language
technology are increasing.

Large multilingual PLMs are typically fine-tuned
using training data from a sample of languages that
is supposed to be representative of the languages
that the models are later applied to. However, this
is difficult to achieve in practice, as multilingual
datasets are not well balanced for typological di-
versity and contain a skewed distribution of typo-
logical features (Ponti et al., 2021). This problem
can be mitigated by using methods that sample
from skewed distributions in a way that is robust to
outliers.

Zhang et al. (2020) recently developed such
a method. It uses curriculum learning with a
worst-case-aware loss for multi-task learning. They
trained their model on a subset of the GLUE bench-
mark (Wang et al., 2018) and tested on outlier tasks.
This led to improved zero-shot performance on
these outlier tasks. This method can be applied
to multilingual NLP where different languages are
considered different tasks. This is what we do in
this work, for the case of multilingual dependency
parsing. Multilingual dependency parsing is an
ideal test case for this method, as the Universal
Dependency treebanks (Nivre et al., 2020) are cur-
rently the manually annotated dataset that covers
the most typological diversity (Ponti et al., 2021).

Our research question can be formulated as such:
Can worst-case aware automated curriculum learn-
ing improve zero-shot cross-lingual dependency
parsing?2

2Our work is related to work in meta-learning for zero-shot
cross-lingual transfer, in particular Ponti et al. (2021), who use
worst-case-aware meta-learning to find good initializations for
target languages. Ponti et al. (2021) report zero-shot results for
cross-lingual part-of-speech tagging and question-answering,
with error reductions comparable to ours. Meta-learning also
has been used for zero-shot cross-lingual learning by others
(Nooralahzadeh et al., 2020; Xu et al., 2021), but using average
loss rather than worst-case-aware objectives.
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2 Worst-Case-Aware Curriculum
Learning

In multi-task learning, the total loss is generally the
average of losses of different tasks:

min
θ
`(θ) = min

θ

1

n

n∑
i=1

`i(θ) (1)

where li is the loss of task i. The architecture
we use in this paper is adapted from Zhang et al.
(2020), which is an automated curriculum learning
(Graves et al., 2017) framework to learn a worst-
case-aware loss in a multi-task learning scenario.
The architecture consists of a sampler, a buffer,
a trainer and a multilingual dependency parsing
model. The two main components are the sampler,
which adopts a curriculum sampling strategy to
dynamically sample data batches, and the trainer
which uses worst-case-aware strategy to train the
model. The framework repeats the following steps:
(1) the sampler samples data batches of different
languages to the buffer; (2) the trainer uses a worst-
case strategy to train the model; (3) the automated
curriculum learning strategy of the sampler is up-
dated.

Sampling data batches We view multilingual
dependency parsing as multi-task learning where
parsing in each individual language is considered
a task. This means that the target of the sampler
at each step is to choose a data batch from one
language. This is a typical multi-arm bandit prob-
lem (Even-Dar et al., 2002). The sampler should
choose bandits that have higher rewards, and in
our scenario, data batches that have a higher loss
on the model are more likely to be selected by the
sampler and therefore, in a later stage, used by the
trainer. Automated curriculum learning is adopted
to push a batch with its loss into the buffer at each
time step. The buffer consists of n first-in-first-out
queues, and each queue corresponds to a task (in
our case, a language). The procedure repeats k
times and, at each round, k data batches are pushed
into the buffer.

Worst-case-aware risk minimization In multi-
lingual and multi-task learning scenarios, in which
we jointly minimize our risk across n languages
or tasks, we are confronted with the question of
how to summarize n losses. In other words, the
question is how to compare two loss vectors α and
β containing losses for all tasks li, . . . ln:

α = [`11, . . . , `
1
n]

and
β = [`21, . . . , `

2
n]

The most obvious thing to do is to minimize the
mean of the n losses, asking whether

∑
`∈α ` <∑

`∈β `. We could also, motivated by robust-
ness (Søgaard, 2013) and fairness (Williamson
and Menon, 2019), minimize the maximum (supre-
mum) of the n losses, asking whether max`∈α ` <
max`∈β `. Mehta et al. (2012) observed that these
two loss summarizations are extremes that can be
generalized by a family of multi-task loss functions
that summarize the loss of n tasks as the Lp norm
of the n-dimensional loss vector. Minimizing the
average loss then corresponds to computing the L1

norm, i.e., asking whether |α|1 < |β|1, and mini-
mizing the worst-case loss corresponds to comput-
ing the L∞ (supremum) norm, i.e., asking whether
|α|∞ < |β|∞.

Zhang et al. (2020) present a stochastic general-
ization of the L∞ loss summarization and a prac-
tical approach to minimizing this family of losses
through automated curriculum learning (Graves
et al., 2017): The core idea behind their general-
ization is to optimize the worst-case loss with a
certain probability, otherwise optimize the average
(loss-proportional) loss with the remaining prob-
ability. The hyperparameter φ is introduced by
the worst-case-aware risk minimization to trade off
the balance between the worst-case and the loss-
proportional losses. The loss family is formally
defined as:

min `(θ) =

 min maxi(`i(θ)), p < φ

min `ĩ(θ), p ≥ φ, ĩ ∼ P`

(2)

where p ∈ [0, 1] is a random generated rational
number, and P` = `i∑

j≤n `j
is the normalized prob-

ability distribution of task losses. If p < φ the
model chooses the maximum loss among all tasks,
otherwise, it randomly chooses one loss according
to the loss distribution. If the hyperparameter φ
equals 1, the trainer updates the model with respect
to the worst-case loss. On the contrary, if φ = 0,
the trainer loss-proportionally samples one loss.

Sampling strategy updates The model updates
its parameters with respect to the loss chosen by the
trainer. After that, the sampler updates its policy
according to the behavior of the trainer. At each
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Language Treebank Genus Lang. family

Arabic PADT Semitic Afro-Asiatic
Basque BDT Basque Basque
Chinese GSD Chinese Sino-Tibetan
English EWT Germanic IE
Finnish TDT Finnic Uralic
Hebrew HTB Semitic Afro-Asiatic
Hindi HDTB Indic IE
Italian ISDT Romance IE
Japanese GSD Japanese Japanese
Korean GSD Korean Korean
Russian SynTagRus Slavic IE
Swedish Talbanken Germanic IE
Turkish IMST Turkic Altaic

Table 1: 13 training treebanks. IE=Indo-European.

round, the policy of the task that is selected by
the trainer receives positive rewards and the policy
of all other tasks that have been selected by the
sampler receive negative rewards.

The multilingual dependency parsing model
We use a standard biaffine graph-based dependency
parser (Dozat and Manning, 2017). The model
takes token representations of words from a con-
textualized language model (mBERT or XLM-R)
as input and classifies head and dependency rela-
tions between words in the sentence. The Chu-Liu-
Edmonds algorithm (Chu and Liu, 1965; Edmonds,
1967) is then used to decode the score matrix into
a tree. All languages share the same encoder and
decoder in order to learn features from different lan-
guages, and more importantly to perform zero-shot
transfer to unseen languages.

3 Experiments

We base our experimental design on Üstün et al.
(2020), a recent paper doing zero-shot dependency
parsing with good performance on a large number
of languages. They fine-tune mBERT for depen-
dency parsing using training data from a sample
of 13 typologically diverse languages from Univer-
sal Dependencies (UD; Nivre et al., 2020), listed
in Table 1. For testing, they use 30 test sets from
treebanks whose language has not been seen at fine-
tuning time. We use the same training and test sets
and experiment both with mBERT and XLM-R as
PLMs. It is important to note that not all of the test
languages have been seen by the PLMs.3

We test worst-case aware learning with differ-
ent values of φ and compare this to three main
baselines: size-proportional samples batches pro-

3Information about which treebank has been seen by which
PLM can be found in Appendix A.

portionally to the data sizes of the training tree-
banks, uniform samples from different treebanks
with equal probability, thereby effectively reducing
the size of the training data, and smooth-sampling
uses the smooth sampling method developed in
van der Goot et al. (2021) which samples from mul-
tiple languages using a multinomial distribution.
These baselines are competitive with the state-of-
the-art when using mBERT, they are within 0.2 to
0.4 LAS points from the baseline of Üstün et al.
(2020) on the same test sets. When using XLM-R,
they are largely above the state-of-the-art.

We implement all models using MaChAmp
(van der Goot et al., 2021), a library for multi-task
learning based on AllenNLP (Gardner et al., 2018).
The library uses transformers from HuggingFace
(Wolf et al., 2020). Our code is publicly available.4

Our main results are in Table 2 where we report
average scores across test sets, for space reasons.
Results broken down by test treebank can be found
in Table 4 in Appendix A. We can see that worst-
case-aware training outperforms all of our baselines
in the zero-shot setting, highlighting the effective-
ness of this method. This answers positively our
research question Can worst-case aware automated
curriculum learning improve zero-shot dependency
parsing?

Our results using mBERT are more than 1 LAS
point above the corresponding baselines. Our best
model is significantly better than the best baseline
with p < .01 according to a bootstrap test across
test treebanks. Our best model with mBERT comes
close to Udapter (36.5 LAS on the same test sets)
while being a lot simpler and not using external re-
sources such as typological features, which are not
always available for truly low-resource languages.

The results with XLM-R are much higher in
general5 but the trends are similar: all our models
outperform all of our baselines albeit with smaller
differences. There is only a 0.4 LAS difference
between our best model and the best baseline, but
it is still significant with p < .05 according to a
bootstrap test across test treebanks. This highlights
the robustness of the XLM-R model itself. Our
results with XLM-R outperform Udapter by close
to 7 LAS points.

4https://github.com/mdelhoneux/
machamp-worst_case_acl

5Note, however, that the results are not directly comparable
since different subsets of test languages have been seen by the
two PLMs.
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mBERT XLM-R
O

U
R

S
φ=0 36.4 42.1
φ=0.5 36.1 42.3
φ=1 36.1 42.3

B
A

S
E

L
IN

E
S size-proportional 35.0 41.9

smooth-sampling 35.2 41.7
uniform 35.2 41.4

Table 2: Zero-shot performance: Average LAS scores
on the test sets of the 30 unseen (zero-shot) languages
in the language split from Üstün et al. (2020).

4 Varying the homogeneity of training
samples

We investigate the interaction between the effec-
tiveness of worst-case learning and the represen-
tativeness of the sample of training languages. It
is notoriously difficult to construct a sample of
treebanks that is representative of the languages in
UD (de Lhoneux et al., 2017; Schluter and Agić,
2017; de Lhoneux, 2019). We can, however, easily
construct samples that are not representative, for
example, by taking a sample of related languages.
We expect worst-case aware learning to lead to
larger improvements in cases where some language
types are underrepresented in the sample. We can
construct an extreme case of underrepresentation
by selecting a sample of training languages that
has one or more clear outliers. For example we
can construct a sample of related languages, add
a single unrelated language in the mix, and then
evaluate on other unrelated languages. We also
expect that with a typologically diverse set of train-
ing languages, worst-case aware learning should
lead to larger relative improvements than with a
homogeneous sample, but perhaps slightly smaller
improvements than with a very skewed sample.

We test these hypotheses by constructing seven
samples of training languages in addition to the
one used so far (13LANG). We construct three dif-
ferent homogeneous samples using treebanks from
three different genera: GERMANIC, ROMANCE and
SLAVIC. We construct four skewed samples using
the sample of romance languages and a language
from a different language family, an outlier lan-
guage: Basque (eu), Arabic (ar), Turkish (tr) and
Chinese (zh). Since we keep the sample of test
sets constant, we do not include training data from
languages that are in the test sets. The details of
which treebanks are used for each of these samples

sample BASE OURS δ RER
13LANG 35.2 36.4 1.2 1.9
GERMANIC 30.7 31.4 0.7 1.0
SLAVIC 30.4 31.7 1.3 1.9
ROMANCE 31.3 32.5 1.2 1.7
ROM+EU 33.3 34.8 1.5 2.2
ROM+AR 32.0 32.2 0.2 0.3
ROM+TR 32.2 33.0 0.8 1.2
ROM+ZH 33.4 34.1 0.7 1.1

Table 3: LAS of best baseline (BASE) and best worst-
case training (OURS) when using mBERT as a PLM.
Absolute difference (δ) and relative error reduction
(RER) between OURS and BASE.

can be found in Table 5 in Appendix B.
Results are in Table 3 where we report the aver-

age LAS scores of our best model (out of the ones
trained with the three different φ values) to the best
of the three baselines. We can see first that, as ex-
pected, our typologically diverse sample performs
best overall. This indicates that it is a good sam-
ple. We can also see that, as expected, the method
works best with a skewed sample: the largest gains
from using worst-case learning, both in terms of ab-
solute LAS difference and relative error reduction,
are seen for a skewed sample (ROM+EU). However,
contrary to expectations, the lowest gains are ob-
tained for another skewed sample (ROM+AR). The
gains are also low for ROM+TR, ROM+ZH and for
GERMANIC. Additionally, there are slightly more
gains from using worst-case aware learning with
the SLAVIC sample than for our typologically di-
verse sample. These results could be due to the
different scripts of the languages involved both in
training and testing.

Looking at results of the different models on indi-
vidual test languages (see Figure 1 in Appendix C),
we find no clear pattern of the settings in which this
method works best. We do note that the method
always hurts Belarusian, which is perhaps unsur-
prising given that it is the test treebank for which
the baseline is highest. Worst-case aware learning
hurts Belarusian the least when using the SLAVIC

sample, indicating that, when using the other sam-
ples, the languages related to Belarusian are likely
downsampled in favour of languages unrelated to it.
Worst-case learning consistently helps Breton and
Swiss German, indicating that the method might
work best for languages that are underrepresented
within their language family but not necessarily
outside of it. For Swiss German, worst-case learn-
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ing helps least when using the GERMANIC sample
where it is less of an outlier.

5 Conclusion

In this work, we have adopted a method from multi-
task learning which relies on automated curriculum
learning to the case of multilingual dependency
parsing. This method allows to dynamically opti-
mize for parsing performance on outlier languages.
We found this method to improve dependency pars-
ing on a sample of 30 test languages in the zero-
shot setting, compared to sampling data uniformly
across treebanks from different languages, or pro-
portionally to the size of the treebanks. We investi-
gated the impact of varying the homogeneity of the
sample of training treebanks on the usefulness of
the method and found conflicting evidence with dif-
ferent samples. This leaves open questions about
the relationship between the languages used for
training and the ones used for testing.
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A Results by treebank

Results by language of the test treebanks are in
Table 4.

B Training samples

The training samples are summarized in Table 5.

C Results by treebank with the different
samples

Relative error reduction between our best worst-
case aware result and the best baseline for each
training sample used, with mBERT, in Figure 1.
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mBERT XLM-R
iso φ=0 φ=0.5 φ=1 S-P S-S U φ=0 φ=0.5 φ=1 S-P S-S U

aii *# 8 11.3 10.8 1.6 6.4 6.0 2 3.3 3.1 2.9 3.5 3.1
akk *# 1.5 1.4 1.6 2.5 3.0 1.9 2.5 2.5 2.8 1.9 2.2 2.3
am * 16.5 10.9 13.2 6.6 10.8 10.6 68.0 68.6 68.3 68.4 68.8 68.1
be 78.5 79.4 79.6 82.0 80.9 80.5 85.6 85.5 85.6 86.4 86.8 86.8
bho *# 38.1 37.8 37.9 37.0 36.7 36.7 37.3 37.4 37.1 37.4 37.6 37.2
bm *# 9.0 8.7 8.7 6.9 6.7 6.9 6.0 6.4 6.2 6.5 6.3 6.4
br 62.9 62.6 62.0 60.3 60.3 59.6 59.5 59.6 60.5 59.9 59.5 58.9
bxr *# 25.9 26.0 25.6 24.6 25.5 25.4 27.7 28.2 28.0 27.2 27.2 26.2
cy 55.5 55.0 55.2 55.1 54.4 54.2 59.8 60.1 59.9 60.2 60.6 59.6
fo *# 67.4 67.8 68.0 66.3 67.2 66.4 73.5 72.8 73.5 72.6 72.4 73.0
gsw *# 48.3 48.8 48.2 44.9 42.2 42.3 46.0 46.5 46.5 43.6 42.2 44.3
gun *# 8.2 8.5 8.7 7.3 8.0 8.3 6.8 6.8 7.6 6.5 5.8 5.6
hsb *# 50.8 51.3 51.4 49.4 49.2 49.1 62.6 61.9 62.0 61.4 61.6 60.0
kk 60.1 58.9 58.4 58.5 59.0 58.2 63.0 62.7 62.5 63.7 62.3 61.5
kmr * 9.3 9.2 8.9 8.6 9.6 9.5 53.5 53.1 53.2 51.8 51.7 52.0
koi *# 19.3 18.8 19.8 15.8 15.8 16.0 17.0 20.1 19.1 17.8 17.8 16.0
kpv *# 16.8 17.0 17.2 15.6 16.2 15.8 18.3 19.1 19.5 17.0 17.8 16.3
krl *# 46.6 46.4 46.3 46.5 47.1 46.4 61.0 61.2 60.7 62.0 62.1 61.8
mdf *# 26.1 24.3 24.3 22.5 24.5 25.4 20.4 20.7 19.6 18.4 18.4 16.8
mr 60.6 61.2 60.1 56.9 57.7 57.7 69.2 69.7 70.0 67.8 70.0 69.7
myv *# 20.2 19.9 19.8 18.5 19.3 19.9 16.8 17.2 16.9 16.0 16.3 15.5
olo *# 40.7 41.7 41.0 41.0 40.9 40.5 56.5 56.7 56.1 55.8 54.3 54.4
pcm *# 33.9 32.8 33.0 32.5 34.3 35.4 39.2 39.2 38.9 38.0 37.6 37.8
sa * 22.5 21.9 22.3 21.1 21.0 20.6 50.2 49.7 50.9 50.9 50.1 50.0
ta 52.3 54.7 54.3 53.2 52.0 51.6 54.9 55.0 54.8 53.8 53.8 54.0
te 69.9 69.8 70.0 69.4 70.6 68.7 76.0 76.0 76.7 76.3 77.1 76.3
tl # 65.4 57.5 56.5 65.8 59.3 65.4 77.1 75.7 75.7 78.1 76.7 76.4
wbp *# 5.9 8.8 9.2 7.5 7.5 7.2 7.8 9.5 7.5 8.5 5.2 8.8
yo # 37.8 37.9 38.5 39.7 38.0 37.5 3.3 3.6 3.2 2.3 2.7 1.8
yue *# 33.0 32.5 32.5 32.4 32.4 32.4 41.9 41.7 42.0 42.9 42.4 42.8
average 36.4 36.1 36.1 35.0 35.2 35.2 42.1 42.3 42.3 41.9 41.7 41.4

Table 4: Zero-shot performance: LAS scores on the test sets of the 30 unseen (zero-shot) languages in the
language split from Üstün et al. (2020) using mBERT and XLM-R. S-P=size-proportional, S-S = smooth-sampling,
U=uniform. Bold indicates the best performance across models using the same PLM. * means not in mBERT and
# means not in XLM-R.
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Afrikaans-AfriBooms X
Danish-DDT X
Dutch-Alpino X
English-EWT X X
German-HDT X
Gothic-PROIEL X
Icelandic-IcePaHC X
Norwegian-Bokmaal X
Swedish-Talbanken X X
Czech-PDT X
Old_Church_Slavonic-PROIEL X
Old_Russian-TOROT X
Polish-LFG X
Russian-SynTagRus X X
Serbian-SET X
Slovak-SNK X
Ukrainian-IU X
French-GSD X X X X X
Italian-ISDT X X X X X X
Portuguese-GSD X X X X X
Romanian-RRT X X X X X
Spanish-AnCora X X X X X
Basque-BDT X X
Arabic-PADT X X
Chinese-GSD X X
Turkish-IMST X X
Finnish-TDT X
Hebrew-HTB X
Hindi-HDTB X
Japanese-GSD X
Korean-GSD X

Table 5: Treebanks included in the different samples
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Figure 1: Relative error reduction (RER) in LAS points between our best worst-case aware result and the best
baseline for each training sample used on test sets in the 30 languages.
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Abstract

Recent advances in Automatic Speech Recog-
nition (ASR) have made it possible to reli-
ably produce automatic transcripts of clinician-
patient conversations. However, access to clin-
ical datasets is heavily restricted due to patient
privacy, thus slowing down normal research
practices. We detail the development of a pub-
lic access, high quality dataset comprising of
57 mocked primary care consultations, includ-
ing audio recordings, their manual utterance-
level transcriptions, and the associated con-
sultation notes. Our work illustrates how the
dataset can be used as a benchmark for conver-
sational medical ASR as well as consultation
note generation from transcripts.

1 Introduction

The use of Automatic Speech Recognition (ASR)
is widespread in the clinical domain but it is gen-
erally used to alleviate the administrative burden
of clinical notes through dictation (Hodgson and
Coiera, 2016; Kumah-Crystal et al., 2018).

However, the adoption of telemedicine, espe-
cially in primary care, generates vast quantities of
clinical interaction recordings. Additionally, ASR
models have become much more robust to applica-
tions in the clinical domain. In turn, this is benefi-
cial for downstream Natural Language Processing
(NLP) tasks, such as information extraction from
clinical conversations (Selvaraj and Konam, 2021;
Soltau et al., 2021) and automatic generation of
consultation notes (Finley et al., 2018; Enarvi et al.,
2020a; Quiroz et al., 2020; Molenaar et al., 2020).

Despite this being an active area of research
it still lacks a commonly recognised ASR bench-
mark due to the sensitive nature of clinical con-
versations. Furthermore, as the datasets are not
shared, research teams always need to invest time
and resources into making their own private dataset.
These limitations slow down progress in the field.

We release1 a high quality public dataset of pri-
mary care consultation audio recordings, including
manual transcriptions and associated consultation
notes, which is the basis of our contributions:

1. a benchmark for ASR for primary care con-
versations;

2. a benchmark for automatic generation of con-
sultation notes for primary care.

2 Related Work

Automated transcription of clinical consulta-
tions has attracted quite significant research in-
terest; however, as mentioned above, there is no
easily accessible common benchmark dataset in
the style of Switchboard (Godfrey et al., 1992) or
Fisher (Cieri et al., 2004), which are both non-
medical conversational audio datasets. Because of
this, comparing different approaches for clinical
conversation ASR is challenging.

For example, Chiu et al. (2018) detail a dataset
of ≈ 14,000 hours of recorded and manually tran-
scribed consultations that they use to train an end-
to-end clinical conversation ASR model. Similarly,
Kim (2020), Soltau et al. (2021) develop end-to-
end ASR models for clinical conversations and
Mani et al. (2020) train a sequence-to-sequence
machine translation model to correct the errors of
general-domain ASR engines; but they all use dif-
ferent, proprietary datasets. Johnson et al. (2014)
and Kodish-Wachs et al. (2018) perform systematic
reviews of the accuracy of a number of open-source
and commercial ASR models for clinical conversa-
tion transcription; again, on proprietary datasets.

As for open-access datasets, He et al. (2020)
compile and release two clinical dialogue datasets
in Chinese and English, covering a wide range of
clinical specialties. Ju et al. (2020) do the same
for COVID-19 related clinical dialogue. These

1https://github.com/babylonhealth/primock57
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Figure 1: Overview of the data collection process. A mock patient, reading from a medical case card, has a
consultation with a clinician which is recorded and transcribed. The resulting dataset includes the consultation
audio recordings, notes and manual transcripts.

datasets are gathered from online clinical question
answering sources; while they are relevant for clin-
ical chatbot research, they are not representative of
clinical interactions and do not include audio. Kazi
et al. (2020) provide a dataset of audio recordings,
automated transcripts and consultation notes for 70
mock psychiatric consultations — but no human
transcripts.

Automatic consultation note generation and
other long-form text summarisation tasks have
rapidly developed due to recent advances in Nat-
ural Language Generation (NLG) architectures
(Vaswani et al., 2017; Devlin et al., 2019). Several
studies (Liu et al., 2019; MacAvaney et al., 2019;
Zhang et al., 2020; Enarvi et al., 2020b; Joshi et al.,
2020; Krishna et al., 2021; Chintagunta et al., 2021;
Yim and Yetisgen-Yildiz, 2021; Moramarco et al.,
2021; Zhang et al., 2021) use proprietary datasets
of transcripts and notes to train NLG models end-
to-end, and a number of them carry out automatic
or human evaluations on their proprietary test sets.
However, in a similar fashion to the ASR stud-
ies discussed above, most studies don’t publish
these resources; hence, it is again prohibitively dif-
ficult to compare their proposed methods. Kazi
et al. (2020) provide the only open access clinical
dataset that could be used as a benchmark but it
only contains psychiatric consultations, which is
less applicable to primary care.

3 Dataset

The requirements for releasing a dataset containing
Personal Health Information (PHI) are typically
costly and involve collecting patient consent and/or
de-identification, which is especially challenging
with audio recordings. We built a mock consulta-
tion dataset as close as possible to the real condi-
tions as a pragmatic alternative. The diagram in

Consultation type Count
Otitis 2
Anaphylactic reaction 3
Cardiovascular 11
Dermatitis 4
Fever 4
Urinary tract infection 6
Upper respiratory infection 6
Asthma 2
Gastroenteritis 8
Mental health 3
Physical injury 2
Migraine 6

Table 1: A breakdown by consultation case card. The
case card diagnoses were selected to be representative
of common telemedecine presenting complaints.

Figure 1 shows an overview of the data collection
process.

3.1 Mock consultation recordings

We employed 7 clinicians and 57 actors posing
as patients from a range of ethnicities. The clin-
icians had experience with virtual consultations.
Participation was optional and anyone could choose
to withdraw at any time. Four of the clinicians
were men and three were women; five of them
had British English accent, and two of them Indian.
The patient accent distribution is as follows: British
English (47.4%), various European (31.6%), other
English (10.5%), and other non-English (10.5%).
The gender distribution was relatively even (52.6%
women, 47.4% men); most participants were from
25 to 45 years old (see Figure A.1).

Each mock patient was given a case card that in-
cluded background information (age, social history,
family history of illnesses) as well as information
about their presenting complaint, symptoms, condi-
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Demographics (age, gender):
23 year old female
Presenting Complaint:
Lower abdominal pain
Duration of symptoms: 2 days
History, on open questioning:
Have a terrible ache in my lower tummy and
feeling hot and sweaty.
Symptoms and risk factors:
There is some blood in the urine – pink colour
Pain below belly button
Feeling nauseated but no vomiting

* * *

Table 2: An abridged example of a clinical case card for
a Urinary Tract Infection. Mock patients were given a
case card and asked to study it before consulting with
the clinician. Full version available in the Appendix.

tions, and medications. The case cards were drawn
from a pool of primary care conditions, representa-
tive of presenting complaints in UK primary care.
For a breakdown of presenting complaints, see Ta-
ble 1. An example case card is given in Table 2.

We recorded 57 mock consultations (8h38m6s in
total) over 5 days, using proprietary telemedicine
software that allowed us to export the individual
clinician and patient audio channels.2 In order to
emulate real clinical practice, clinicians were using
laptops while patients were using mobile phones
in an office environment with background noise.
Clinicians were asked to act as close as possible
to their actual consultation sessions, including con-
forming to a consultation length of 10 minutes and
writing a consultation note in the SOAP format
(Pearce et al., 2016). The resulting mock consulta-
tions ranged between 3m48s and 14m18s, with an
average consultation length of 9m5s.

3.2 Manual transcription

To transcribe the consultation recordings, we em-
ployed transcribers with experience in the clinical
conversation domain, who were asked to:

1. Listen to the consultation audio recordings, in
separate channels for clinicians and patients;

2. Identify the start and end points of individ-
ual utterances (continuous speech segments
ending in a pause);

2Due to limitations of the software, audio was exported in
compressed form (WebM encoder, Opus codec at a variable
bitrate).

Figure 2: Average utterance length for clinician and
patient as a function of conversation turns. The patient
initially speaks more than the clinician but later in the
consultation this trend is reversed.

3. Provide an accurate transcription of each of
the utterances identified.

Thus we obtained a collection of start times, end
times, and utterance-level transcriptions, important
for the ASR evaluation described below.

Consultations have 92 conversation turns and
1,489 words on average; clinicians tend to speak
more than patients (897 vs. 592 words per consul-
tation) and take longer turns (19.3 vs 12.8 words
per turn). Interestingly, patients tend to take longer
turns than clinicians in the beginning of the consul-
tation, where they presumably state their presenting
complaint; turns are more balanced in the middle,
and clinicians seem to take over during the diagno-
sis and management at the end (see Figure 2).

4 ASR Benchmark

We perform a baseline study of ASR for clinical
conversations by passing the audio recordings of
the mock consultations through commonly used
open-source and commercial speech-to-text en-
gines:

1. Kaldi: This is our baseline system, built using
the Kaldi (Povey et al., 2011) speech recog-
nition toolkit, running locally. It uses a pre-
trained acoustic model from Zamia Speech3

and a 3-gram language model trained on a pro-
prietary medical question answering dataset.

2. NeMo QuartzNet & Conformer: These sys-
tems use QuartzNet (Kriman et al., 2020) and
Conformer (Gulati et al., 2020) ASR models,
which we load using Nvidia’s NeMo toolkit.4

3http://zamia-speech.org/asr/
4https://github.com/NVIDIA/NeMo
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WER ECCA
Gender Role Accent

ASR mean stdev M F Clinician Patient en-gb other Pr Re F1
GC STT 30.9† 12.7 32.7 28.9 28.5 33.4 30.0 32.2 0.83 0.82 0.81
Azure STT 31.3† 12.8 32.7 29.6 26.7 35.8 30.2 32.7 0.87 0.79 0.82
ATM 34.0‡ 13.9 33.8 34.2 32.8 35.2 31.6 37.2 0.79 0.75 0.78
Kaldi 48.9 14.9 52.7 44.6 47.0 50.8 49.5 48.2 0.64 0.69 0.68
QuartzNet 46.4 15.5 48.4 44.1 48.1 44.7 46.6 46.1 0.67 0.49 0.56
Conformer 34.4‡ 14.5 36.8 31.7 35.6 33.2 35.0 33.7 0.79 0.71 0.75

Table 3: Word Error Rate (WER) scores for a number of Speech-to-text engines, and Extracted Clinical Concepts
Accuracy (ECCA) based on recognised clinical terms. The gender, role and accent breakdowns show how each
factor affects the mean WER. † indicates lack of statistical significance between mean WER scores (p = 0.097); ‡
is weak significance (p = 0.026); all other scores are p < 0.001.

Both models are end-to-end and do not use a
language model.

3. Google Cloud Speech-to-text (GCSTT):5 a
commercially available, general domain ser-
vice. We use the video enhanced model which
is only available for the en-us language.

4. Amazon Transcribe Medical (ATM):6 a
commercially available service, tailored
specifically for medical use cases. There are
models available for clinical dictation and
clinical conversation; we use the conversation
model with speciality=Primary Care.

5. Azure Speech-to-text (ASTT):7 a commer-
cially available, general domain service. We
use the Standard model.

To test the accuracy of the above services, we
first extract the audio for each individual utterance
identified by our human transcribers. We then gen-
erate a transcript for the utterance using each of the
ASR engines. We ensure consistency by perform-
ing the following post-processing steps on both
human and automatic transcripts:

1. Remove disfluencies ("umm", "uhh", etc.).
These are included in the reference transcripts,
but often omitted in each STT service;

2. Replace numerals ("5", "9th", "1984") with
written equivalents ("five", "ninth", "nineteen
eighty-four") to ensure uniformity;

3. Remove all punctuation, collapse multiple
spaces and convert to lowercase.

5https://cloud.google.com/speech-to-text
6https://aws.amazon.com/transcribe/medical/
7https://azure.microsoft.com/en-us/services/

cognitive-services/speech-to-text/

Finally, we compute the Word Error Rate (WER)
for each utterance using SCTK’s sclite8 tool. The
mean WER, including a breakdown by gender,
role, and accent can be seen in Table 3. Even
though both are general domain, Google and Azure
together are the best performing models on our
dataset (p = 0.097). Conformer performs surpris-
ingly well, given that it is a character-level model
evaluated on a word-level metric.

The base WER metric treats all words in a tran-
script as equally important; this may be less de-
sirable in the clinical domain, where the correct
transcription of specific clinical terms is expected
to be more important. To test this, we use a propri-
etary clinical information extraction engine based
on fuzzy string matching, linking to SNOMED-CT
(Donnelly et al., 2006). We extract medical con-
cepts from each utterance in both reference and
hypothesis transcripts, then compare the concepts
extracted to estimate accuracy based on clinical ter-
minology (ECCA in Table 3). The results mostly
match the WER comparisons; the medical-domain
Amazon model does not seem to perform better.

5 Consultation Note Generation
Benchmark

The consultation transcripts and corresponding
notes (see example in Table 4) are intended as a
parallel dataset to evaluate methods for automat-
ically generating primary care consultation notes.
We propose a benchmark for this task by evaluat-
ing a number of baseline approaches and reporting
common automatic metric scores on our dataset.
The approaches considered include:

8https://github.com/usnistgov/SCTK
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Transcript Note

Clinician So, um, tell me what’s been going on. You’ve been
saying there’s a problem with your hearing. Is that right?

History:
Hx of difficulty hearing left ear
for 6 weeks with tinnitus and
slight nausea/ dizziness.
One previous similar episode in
the past- resolved spontaneously.
No discharge/fever/itchiness/pain
Doesn’t use cotton wool buds
No Pmhx of note
Ex: Looks well, not in pain.
Imp: need to exclude impacted
wax in ear canal first
Pln: for face to face GP
appointment in 5 days to examine
ear
If any problems in interim to
ring us back
Pt happy with and understands
plan

Patient Yeah, so I just feel I can’t really hear as well as I used
to, like my hearing is kind of deteriorating in some way.

Clinician Right, OK. How long has this been going on for?

Patient Uh about six weeks.

Clinician Six weeks, OK. Um, and before that have you had any
hearing problem at all?

Patient Um I had something maybe, about a year ago, but it only
lasted a couple of days, it wasn’t anything as long as
this.

Clinician Right, OK, OK. And, um, in this six week period, have
you had anything else happen? Have you had any other
ear symptoms at all?

Patient Um, I occasionally get like a ringing in my left ear, uh
just on the one side and um there’s actually been a few
times when I felt kind of a bit sick or a bit dizzy as well.

Table 4: Snippet of a mock consultation transcript and the corresponding note, written by the consulting clinician.

Model R1 R2 RL B
BART-CNN 0.17 0.02 0.10 0.80
BERT-ext 0.21 0.03 0.10 0.78
Random 0.19 0.02 0.09 0.78
BART-finet 0.31 0.08 0.17 0.81

Table 5: Average common metrics scores of differ-
ent models on the 57 consultations. R1 through
L represent Rouge F1 scores for unigrams, bigrams,
and longest-common-subsequence. B represents non-
rescaled BERTScore; score range is between 0.7 to 0.9,
so differences are less pronounced.

BART-CNN: a neural sequence-to-sequence sum-
mariser based on the BART model (Lewis
et al., 2020) and fine-tuned on the Daily-
mail/CNN dataset (Nallapati et al., 2016);

BERT-ext: a general-purpose extractive sum-
mariser based on Bert embeddings (Miller,
2019);

Random: a baseline that extracts 15 random sen-
tences from the transcript and collates them
to form a note;

BART-finet: a BART-CNN model further fine-
tuned on a proprietary dataset of 8,000 real
transcripts and consultation notes.

We evaluate the models on our dataset and report
common summarisation metrics scores: Rouge-1,

-2 & -L (Lin, 2004) which compute the F-score
across ngrams between generated and human notes;
and BERTScore (Zhang et al., 2019), which com-
putes the similarity between BERT embeddings of
the notes.

The results can be seen in Table 5: the fine-
tuned BART model scores highest with all metrics,
while BART-CNN and BERT-ext fail to outperform
the Random baseline model. This highlights the
differences between consultation note generation
and general-purpose summarisation.

A more detailed evaluation of this task can be
found in Moramarco et al. (2022); example notes
can be found in Appendix Table A.3.

6 Conclusion

We present a dataset of 57 high quality mocked con-
sultation audio recordings, their manually aligned
and diarised transcripts, and consultation notes. By
publishing this dataset, we hope to offer a bench-
mark for future studies in both ASR for clinical
conversations and Consultation Note Generation
for the primary care domain.
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Appendix

Figure A.1: Accent and age group distributions for patients in the 57 mock consultations.

Demographics (age, gender):
23 year old female
Presenting Complaint:
Lower abdominal pain
Duration of symptoms: 2 days
History, on open questioning:
Have a terrible ache in my lower tummy and feeling hot and sweaty.
Symptoms and risk factors:
There is some blood in the urine – pink colour
Pain below belly button
Feeling nauseated but no vomiting
Going to the toilet a little more often but drinking lots of fluids
No urine urgency or pain when passing urine.
Was constipated until 1 week ago but that has cleared up now
Had sexual intercourse 4 days ago
No new sexual partner since last STI screen 6 months ago
No vaginal discharge
Has Implanon contraceptive implant for 1 year
No change in vaginal bleeding
No loin pain
Activities of daily living: No problems performing daily activities
Family history: nil
Past Medical History: nil
Drug History: Implanon
Allergies: Amoxicillin

Table A.1: Example clinical case card for a Urinary Tract Infection. Mock patients were given a case card and
asked to study it before consulting with the clinician.
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Human Transcription Google Speech-to-text
Doctor: Hello?
Patient: Hello. Can you hear me well?
Doctor: Uh uh yes. I think. It’s a bit better.
It’s a bit, it’s a bit, it’s not very clear. But let’s
continue anyway.
Patient: OK.
Doctor: Uh, OK. Let’s start again. So how can
I help you sir?
Patient: Yes. So, it’s been a few days now. I
have like a sore, and a red skin. It’s kind of, it’s
really itchy, and it’s like super annoying. So I’d
like to find something quick to solve it.
Doctor: OK. No, no problem. I’m happy to
help. Um whereabouts in your skin is it af-
fected?
Patient: Uh, mostly like my chest, my, my
hands, my arms. Like, like really, it’s it’s super
annoying. Like it’s itching a lot, like all the time.
And I can’t even sleep at night. I really need
something quickly to, to solve it. Because even
at work I, I can, when I’m in a meeting and I
have to, like uh think about my work, I can’t
focus, I can’t actually focus on my work. It’s
really annoying because I can’t actually think
about, uh, what I have to say. I’m always like,
uh, disturbed by this disease.

* * *

Doctor: OK. OK. So it’s something for you
to think about. you can get different types of
antihistamines. I can give you something a little
bit stronger today as well. Um, something like
Fexofenadine, which I can give to you today.
It’s definitely worth trying, and it’s not going to
do you any harm.
Patient: OK.
Doctor: Um but I think using the steroids and
the emollients, um on a regular basis Uh over
the next week to ten days, should hopefully
control your symptoms. But do come back and
see me next week, if things don’t get better.
Patient: That sounds good.
Doctor: OK? Um do you have any questions
for me?
Patient: Uh, no that’s it. Thank you very much.
Bye. Thank you as well. Bye.

Doctor: Hello.
Patient: Hello, can you hear me wet?
Doctor: Yes, I think it’s a bit better. It’s a bit. It’s a
bit. It’s not very clear. But let’s continue. Anyway,
Patient: Okay.
Doctor: okay, let’s talk again. So, how can I help
you, sir?
Patient: Yes, so it’s been a few days now. I have
like a sore and the Redskin it’s kind of it’s really
itchy and it’s like super annoying.
Doctor: Okay.
Patient: So I’d like to find something quick to serve
it.
Doctor: No, no problem. Happy to help where-
abouts of your skin is affected.
Patient: Mostly like my chest my my hands my
arms like agree. It’s super annoying like it’s itching
a lot like all the time and I can’t even sleep at night.
Like I really need something quickly to study be-
cause even at work I like when I’m in the meeting
and I have to like think about my work Focus like
actually focus on my work. It’s
Doctor: Yeah.
Patient: really annoying because I can actually
think about what happened say, I’m always like
disturbed by this disease.

* * *

Doctor: It didn’t okay. So something for you to
think about a you can get different types of and
system means I can give you something Little Bit
Stronger today as well
Patient: Okay.
Doctor: something like fix the penalty in which I
can give to you today. It’s definitely worth trying it’s
not gonna do you any harm but I say anything using
the steroids and the emollients on a regular basis
over the next week to 10 days should hopefully care
control your symptoms, but do come back and see
me next week if things don’t get better.
Patient: That sounds good.
Doctor: Okay any questions for me?
Patient: And now that’s it.
Doctor: Okay. Well, I wish you all the best.
Patient: Thank you very much.
Doctor: Hope you have a good day.
Patient: Bye-bye.

Table A.2: An example of a human transcript and a Google Speech-to-text transcript for one of the mock consulta-
tions. Both are partial.
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H
um

an
N

ote

Hx: 1 week history of spontaneous elbow swelling left. Not painful. No trauma. No FH of
rheumatological disease- NB pt says he has been old he has OA previously by doctors- ? need to
confirm this Works in a desk job Not happened before Otherwise well- PMHx: nil of note FH: nil
of note DH: not on any medication, allergic to peanuts SH: exercises regularly, active Ex: looks
well, not in pain. Mild erythema and minimal swelling (if any) around olecranon process left
elbow Imp: possible bursitis Plan: for NSAIDs- usual advice re SE For rheum bloods: esr, crp, fbc,
rheum factor and urate Review thereafter in person/ via video To contact us back in interim if any
deterioration/concerns- pt warned re symptoms of septic arthritis.

BA
R

T-C
N

N

Doctor Deen Mirza from GP at Hand sees John Smith. John says he has a weird swelling on his
left elbow. He also says he is allergic to peanuts. Deen takes a look at John’s elbow to see if there
is anything wrong with it. Do you have any other illnesses at all?

B
E

R
T-ext

Before we start your appointment, could you please tell me your first name and your date of birth.
And I was born on the fifth of April, , nineteen seventy three. But it’s just, just a bit, a bit weird, to
see that. , and , , in terms of your job, do you do anything physical? so you know you said you think
you’ve got , , osteoarthritis. and, do you have any other illnesses at all? , I run regularly, like two,
three times a week. , what I think we should do is, I think you should be on some anti-inflammatory
medication, in the, in the first instance. And, there’ll be instructions within that pack, about where
to go to get those blood tests done. and , your, your joint doesn’t look like that. However, if your,
the elbow was to become very red, very painful, , and the redness was to spread or become , you
know more intense. That would require more immediate assessment, more immediate treatment.
do you, do you think it’s something dangerous? Like something, like could I die from that, or is it,
is it No. that’s four hundred milligrams, two times a day. Maybe within a , actually you know, the
follow-up appointment doesn’t have to be face-to-face, if it’s more convenient for you do, to do it
over the phone, we can do that over the phone, , over video. We can do that as well, that’s, that’s
your call.

R
andom

Sure. No, no I haven’t noticed that before. OK, OK, great. Yes, a few years ago. do you, do you
think it’s something dangerous? Fantastic. But you contact us, , after you’ve had the blood test
done, and we can review things then, OK. OK. OK, yeah that sounds good. OK. -. , yeah, no, I’m,
think I’m healthy. . So, , this, this is not the case right now. I run regularly, like two, three times a
week. don’t need to worry. All right then, OK. , take care then.

BA
R

T-finet

You have a problem with your left elbow. 1 week ago noticed a weird swelling on the left elbow.
Not painful at all, but slightly warm, slightly warm. No pain, no swelling, no fluid in the elbow. No
injury. No previous history of this. No injury to the elbow. NKDA. SH: Mobile and active, exercise
2-3 times a week, running. Osteoarthritis of the elbow. You should start the treatment you have
been prescribed. You should begin the treatment prescribed as we discussed. You may want to take
some ibuprofen or paracetamol in addition to any prescribed medication.

Table A.3: Examples of a human written note and automatically generated notes with the four baseline models.

598



Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 599 - 605

May 22-27, 2022 c©2022 Association for Computational Linguistics

UniGDD: A Unified Generative Framework for Goal-Oriented
Document-Grounded Dialogue ∗

Chang Gao, Wenxuan Zhang, and Wai Lam
The Chinese University of Hong Kong

{gaochang,wxzhang,wlam}@se.cuhk.edu.hk

Abstract

The goal-oriented document-grounded dia-
logue aims at responding to the user query
based on the dialogue context and support-
ing document. Existing studies tackle this
problem by decomposing it into two sub-tasks:
knowledge identification and response genera-
tion. However, such pipeline methods would
unavoidably suffer from the error propagation
issue. This paper proposes to unify these
two sub-tasks via sequentially generating the
grounding knowledge and the response. We
further develop a prompt-connected multi-task
learning strategy to model the characteristics
and connections of different tasks and intro-
duce linear temperature scheduling to reduce
the negative effect of irrelevant document in-
formation. Experimental results demonstrate
the effectiveness of our framework.

1 Introduction

Recent years have seen significant progress in goal-
oriented dialogues (Loshchilov and Hutter, 2017;
Wen et al., 2017; Wu et al., 2019; Hosseini-Asl
et al., 2020; Peng et al., 2021), which aim at as-
sisting end users in accomplishing certain goals
via natural language interactions. However, due to
the lack of external knowledge, most goal-oriented
dialogue systems are restricted to providing infor-
mation that can only be handled by given databases
or APIs (Kim et al., 2020) and completing cer-
tain tasks in a specific domain such as restaurant
booking. To address this challenge, goal-oriented
document-grounded dialogue has been proposed
to leverage external documents as the knowledge
source to assist the dialogue system in satisfying
users’ diverse information needs (Feng et al., 2020;
Wu et al., 2021).

∗ The work described in this paper is substantially sup-
ported by a grant from the Research Grant Council of the
Hong Kong Special Administrative Region, China (Project
Code: 14200620).

Your application for renewal of a
Driving School License must be
submitted between 30 and 60 days
before the license expires (the expiration
date is printed on your license. )

Grounding Knowledge
KI

How often do I have to renew the 
Driving School License?

Each time you renew your license, 
it is renewed for two years. 

I would like to renew my Driving 
School License, when is the right 
time to do so?
Renewal of a Driving School
License must be performed
between 30 and 60 days before
the expiration date as seen on
your license.

RG

Dialogue Context Supporting Document

Figure 1: An example of the goal-oriented document-
grounded dialogue problem.

As shown in Figure 1, the goal-oriented
document-grounded dialogue problem is com-
monly formulated as a sequential process including
two sub-tasks: knowledge identification (KI) and
response generation (RG) (Feng, 2021). Given the
dialogue context and supporting document, knowl-
edge identification aims to identify a text span in
the document as the grounding knowledge for the
next agent response, which is often formulated as a
conversational reading comprehension task (Feng,
2021; Wu et al., 2021). Response generation then
aims at generating a proper agent response accord-
ing to the dialogue context and the selected knowl-
edge. Therefore, one straightforward solution for
this problem is to use two models to conduct KI and
RG in a pipeline manner (Daheim et al., 2021; Kim
et al., 2021; Xu et al., 2021; Chen et al., 2021; Li
et al., 2021). However, such pipeline methods fail
to capture the interdependence between KI and RG.
As a result, error propagation is a serious problem.
The problem is more pronounced in low-resource
scenarios, where accurate knowledge identification
is difficult due to limited data, making it harder to
generate appropriate responses.

To address the aforementioned issue, we propose
a Unified generative framework for Goal-oriented
Document-grounded Dialogue (UniGDD). Given
the dialogue context and associated document, in-
stead of treating KI and RG as two separate pro-
cesses, we tackle them simultaneously via sequen-
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tially generating the grounding knowledge and the
agent response. Therefore, the inherent dependen-
cies between these two sub-tasks can be naturally
modeled. On one hand, the generation of the agent
response depends not only on the dialogue context
and external document but also on the identified
knowledge, forcing the model to focus on the spe-
cific knowledge. On the other hand, the generation
of the grounding knowledge receives the supervi-
sion signal from the agent response when training,
leading to more accurate knowledge identification.

Although KI and RG can be unified with the pro-
posed generative method, they have different char-
acteristics. Generating the grounding knowledge
is similar to copying appropriate sentences from
the document, while generating the response needs
more effort to make the response coherent with the
dialogue and consistent with the grounding knowl-
edge. Therefore, in addition to the main task that
uses the concatenation of the grounding knowledge
and response as the target sequence, we introduce
the generation of the grounding knowledge and the
generation of the response as two auxiliary tasks in
the same framework to force the model to capture
their characteristics so as to perform well on them
as well. Moreover, inspired by the recent success
in prompt learning for pre-trained models (Li and
Liang, 2021; Lester et al., 2021; Liu et al., 2021),
we design prompts for these three tasks to guide
the model on what to generate for each task. These
prompts can naturally connect these tasks via indi-
cating the model that each auxiliary task aims to
generate a part of the target sequence of the main
task. Through this prompt-connected multi-task
learning strategy, the model can capture the char-
acteristics of different tasks as well as exploit the
connections between them.

In addition, for a particular user query in the
goal-oriented dialogue, the selected knowledge and
generated response need to be specific, while the
generation conditions on a relatively long docu-
ment. Thus, much information in the input docu-
ment is irrelevant. To tackle this problem, we in-
troduce linear temperature scheduling to make the
attention distribution to the input document gradu-
ally sharper during the training process in order to
enable the model to learn to pay more attention to
the relevant content.

Our contributions are summarized as follows:
(1) We propose a unified generative framework for
the goal-oriented document-grounded dialogue. (2)

generate <grounding> 
then <agent>: dialogue 
context + document
generate <grounding>: 
dialogue context + 
document
generate <agent>: 
dialogue context + 
document

UniGDD

<grounding> grounding 
knowledge <agent> 
agent response

<grounding> grounding 
knowledge

<agent> agent response

Figure 2: Overview of our framework.

We develop a prompt-connected multi-task learning
strategy to exploit the characteristics and connec-
tions of different tasks and introduce linear temper-
ature scheduling to enable the model to pay more at-
tention to relevant information. (3) Our framework
advances state-of-the-art methods on the concerned
task, especially in low-resource scenarios.

2 Our UniGDD framework

UniGDD is a multi-task generative framework
for the goal-oriented document-grounded dialogue
problem.

Main Task Given the dialogue context C =
(u1, a1, . . . , ut−1, at−1, ut) and grounding docu-
ment D, where ui is the i-th user utterance and
ai is the i-th agent utterance, our main task aims to
generate the target sequence Y = (kt, at), where
kt is the grounding knowledge from D and at is
the response to ut. Specifically, for the example in
Figure 1, the input and output of the main task are
as follows:

Input: generate <grounding> then <agent> :
<user> I would like to renew ... ? <agent>
Each time you ... <user> How often do ...
? <title> Renew Driving School License
</title> ... Your application for renewal ...
Output: <grounding> Your application for
... <agent> Renewal of a Driving ...

We use different special tokens to identify differ-
ent elements in the input and output. For example,
we add "<user>" in front of each user utterance,
"<agent>" in front of each agent utterance, and
"<grounding>" in front of the grounding knowl-
edge. The prompt "generate <grounding> then
<agent> :" is added to the dialogue context and sup-
porting document to form the input and guide the
model to generate the grounding knowledge and the
response in order. The input-to-target generation
can be modeled with a pre-trained encoder-decoder
model M : (C,D, TP ) → (kt, at) such as T5
(Raffel et al., 2020), where TP is the task prompt.
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Prompt-Connected Multi-Task Learning We
introduce two auxiliary tasks to steer our frame-
work to model the respective characteristics of
knowledge identification and response generation.
Given the dialogue context C and grounding docu-
mentD, these two tasks aim to generate the ground-
ing knowledge kt and the response at with the same
modelM. As depicted in Figure 2, we construct
prompts "generate <grounding>:" and "generate
<agent>:" for them. These prompts indicate the
model that the goals of the two auxiliary tasks are
to generate the first part and the second part of the
target sequence of the main task, respectively. As
a result, the connections between different tasks
are naturally modeled. Instead of using discrete
language phrases, we randomly initialize the em-
beddings of those special tokens in the prompts and
train them end-to-end to better encode the charac-
teristics and connections of these tasks.

Linear Temperature Scheduling For a specific
user query in the dialogue, many document con-
tents are actually irrelevant. To force the model to
pay less attention to the irrelevant parts, we propose
a linear temperature scheduling strategy to make
the attention distribution of cross-attention grad-
ually sharper during the training process. Specif-
ically, we design the softmax function in the
cross-attention module of each decoder layer as
follows:

ai =
exp (zi/τ)∑
j exp (zj/τ)

(1)

τ = (τe − τs)
Sc
Stotal

+ τs (2)

where ai is the attention weight for the i-th input
token, zi is the logit for the i-th input token, Sc is
the current training step, Stotal is the total training
steps, τs and τe are the starting and ending tem-
perature respectively, τe < τs, and 0 < τe < 1.
Compared with the original cross-attention mod-
ule, the ending temperature 0 < τe < 1 leads to a
sharper attention distribution, giving more attention
weight to the relevant content.

Training The model is trained with a maximum
likelihood objective. Given the training example
e = (C,D, TP, Y ), the objective Lθ is defined as

Lθ = −
n∑
i=1

logPθ (Yi | Y<i, C,D, TP ) (3)

where θ is the model parameters, TP is the task
prompt, Y is the target sequence, and n is the

Models EM F1
BERTQA 42.2 58.1
BERT-PR-large 56.3 70.8
RoBERTa-PR-large 65.6 77.3
Multi-Sentence 59.5 68.8
DIALKI (Lnext only) 60.4 71.2
DIALKI 65.9 74.8
UniGDD-base 65.6 76.8
UniGDD-large 66.9 77.5

Table 1: Results on knowledge identification.

Models BLEU
DIALKI+BART-base 25.8
RoBERTa-PR-large+BART-base 39.6
RoBERTa-large+T5-base 40.7
UniGDD-base 42.8
UniGDD-large 42.9

Table 2: Results on response generation.

length of Y . We mix the data of the main task
and two auxiliary tasks for training.

Inference After training, for each pair of dia-
logue context and document (C,D), we generate
the target sequence of the main task for obtaining
the grounding knowledge kt and the response at.

3 Experiments

3.1 Experimental Setup

Dataset We conduct experiments on the goal-
oriented document-grounded dialogue dataset
Doc2Dial (Feng, 2021), which is adopted by the Di-
alDoc21 shared task1. It contains 3,474 dialogues
with 44,149 turns for training and 661 dialogues
with 8539 turns for evaluation2.

Evaluation Metrics Following Feng (2021),
we use Exact Match (EM) and token-level F1
for knowledge identification and BLEU (Papineni
et al., 2002; Post, 2018) for response generation.

Baselines For knowledge identification, we com-
pare UniGDD with several strong baselines, includ-
ing BERTQA (Devlin et al., 2019), BERT-PR (Da-
heim et al., 2021), RoBERTa-PR (Daheim et al.,
2021), Multi-Sentence (Wu et al., 2021), and DI-
ALKI (Wu et al., 2021). These models formulate
knowledge identification as the machine reading
comprehension task and extract the grounding span

1https://github.com/doc2dial/sharedtask-dialdoc2021
2Since we cannot access the test set, we report results on

the development set for comparison.

601



from the document. For response generation, we
compare UniGDD with several pipeline methods,
including DIALKI+BART (Wu et al., 2021) that
uses DIALKI to conduct knowledge identification,
followed by BART (Lewis et al., 2020) to con-
duct response generation and RoBERTa-PR+BART
(Daheim et al., 2021). We also build a strong base-
line model RoBERTa+T5 which uses the same pre-
trained generative model as ours.

Implementation Details We report results of
UniGDD with two model sizes: UniGDD-base
and UniGDD-large, which are initialized with pre-
trained T5-base and T5-large models (Raffel et al.,
2020), respectively. We adopt the implementa-
tion from Hugging Face Transformers (Wolf et al.,
2020). We set the max input length to 2560. Any
sequence over 2560 tokens will be truncated. For
training, we use the AdamW (Loshchilov and Hut-
ter, 2019) optimizer with an initial learning rate
of 10−4 and a linear learning rate decay scheduler.
We train 10 epochs for single-task learning and
5 epochs for multi-task learning. For decoding,
we use beam search, and the beam size is 2. For
linear temperature scheduling, we set the starting
temperature τs = 1 and choose the best ending
temperature from {0.5, 0.6, 0.7, 0.8, 0.9}. For our
constructed baseline RoBERTa+T5 for response
generation, we use RoBERTa-large and T5-base
and adopt the implementation from the DialDoc21
shared task.

3.2 Results

The results on knowledge identification and re-
sponse generation are shown in Table 1 and Table
2, respectively. Our UniGDD framework outper-
forms all the baselines on two sub-tasks. On the
knowledge identification task, UniGDD-base can
obtain comparable results to previous state-of-the-
art methods. With a larger model size, UniGDD-
large achieves new state-of-the-art performance.
On the response generation task, UniGDD obtains
a marked improvement over all pipeline methods.
This verifies our assumption that our unified gener-
ative framework can alleviate the error propagation
problem of pipeline approaches.

Effect of Prompt-Connected Multi-task
Learning (PCMTL) and Linear Temperature
Scheduling (LTS) To verify the effectiveness of
PCMTL and LTS, we first remove PCMTL (i.e.,
training with the main task only), and the perfor-
mance of UniGDD-base on two tasks decreases

10

20

30

40

50

60

1/32 1/16 1/8 1/4

RoBERTa-large+T5-base
UniGDD-base

(a) EM
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Figure 3: Experimental results on knowledge identifica-
tion and response generation in low-resource scenarios

to 65.2 EM, 76.3 F1, and 42.3 BLEU, showing
that PCMTL endows the model with the ability
of modeling the characteristics and connections
of different tasks and achieving better generation.
Further removing LTS, the performance drops to
64.7 EM, 76.0 F1, and 41.7 BLEU. This indicates
that LTS can guide the model to pay more attention
to relevant content during generation and bring
improvements on two sub-tasks.

Effect of Connected Prompts (CP) To exam-
ine whether CP can capture the connections of dif-
ferent tasks, we use an alternative approach that
employs task-independent prompts "<Task1>:",
"<Task2>:", and "<Task3>:" to specify each task
for comparison. As in the case of CP, we randomly
initialize the embeddings of these three special to-
kens. With these prompts, UniGDD-base obtains
64.9 EM, 76.2 F1, and 42.3 BLEU, which performs
worse than using CP. This indicates that CP enables
the model to take advantage of the connections be-
tween the three tasks.

Low-Resource Setting To evaluate the model
in low-resource scenarios, we randomly shuffle
the training set and then take 1/32, 1/16, 1/8, and
1/4 of the data for training. Figure 3 shows the
results of UniGDD-base and the best-performing
pipeline baseline RoBERTa-large+T5-base on the
four low-resource training splits. Generally, our
framework performs substantially better than the
pipeline method on both tasks. Particularly, when
there is only 1/32 training data, UniGDD-base ob-
tains more than 20 and 10 absolute points improve-
ment over the pipeline approach on EM and BLEU,
respectively.

Case Study Figure 4 shows a real case including
the dialogue context, supporting document, and the
responses generated by the pipeline method and our
proposed UniGDD framework. It can be observed
that our framework identifies accurate knowledge
from the supporting document and thus provides a
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I filled out all of the information in the Retirement Estimator
and it took a long time. When I came back from answering the
door, all of the information was gone. What happened?
Oh that's too bad. Were you gone for a long time?

Yes I guess I was.

Dialogue Context

RoBERTa-large+T5-base
Do you have any more questions about the Retirement Estimator?
UniGDD-base
For security reasons, there are time limits for viewing each page.
You will receive a warning after 25 minutes without doing
anything and you will be able to extend your time on the page.

For reasons of security, there are time limits for viewing each
page.

Ground Truth

…… How Long Can You Stay On Each Page? For security 
reasons, there are time limits for viewing each page. You will 
receive a warning after 25 minutes without doing anything, 
and you will be able to extend your time on the page. After 
the third warning on a page, you must move to another page. 
If you do not, your time will run out and your work on that 
page will be lost. 

Supporting Document

Response

Figure 4: A case from the development set.

proper and informative response about the reasons
for the problem the user encounters. In contrast,
the pipeline method only gives a relatively general
response that is not suitable in this case.

3.3 Human Evaluation
We randomly sample 100 evaluation instances.
For each instance, given the dialogue context and
grounding document, three human annotators are
asked to conduct a pairwise comparison between
the response generated by UniGDD-base and the
one generated by the pipeline baseline RoBERTa-
large+T5-base in terms of two aspects: (1) Rele-
vance: which response is more relevant and ap-
propriate to the user query? (2) Informativeness:
which response is more informative? Results are
shown in Table 3. Compared with the pipeline
method, our framework can reduce error propa-
gation, resulting in more relevant and appropriate
responses. Moreover, our framework has a clear
advantage over the baseline in terms of Informa-
tiveness since it can utilize rich document context
during the generation.

Win Tie Lose
Relevance 26 64 10
Informativeness 23 69 8

Table 3: UniGDD-base vs RoBERTa-large+T5-base.
The numbers indicate how many instances there are in
each case.

4 Conclusion

Our UniGDD framework unifies knowledge identi-
fication and response generation and models their
characteristics via a multi-task generative model-
ing strategy. Both automatic evaluation and hu-
man evaluation demonstrate the effectiveness of
our framework.
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Abstract

Interpolation-based regularisation methods
such as Mixup, which generate virtual training
samples, have proven to be effective for vari-
ous tasks and modalities. We extend Mixup
and propose DMIX, an adaptive distance-
aware interpolative Mixup that selects samples
based on their diversity in the embedding
space. DMIX leverages the hyperbolic space
as a similarity measure among input samples
for a richer encoded representation. DMIX
achieves state-of-the-art results on sentence
classification over existing data augmentation
methods on 8 benchmark datasets across
English, Arabic, Turkish, and Hindi languages
while achieving benchmark F1 scores in 3
times less number of iterations. We probe the
effectiveness of DMIX in conjunction with
various similarity measures and qualitatively
analyze the different components. DMIX
being generalizable, can be applied to various
tasks, models and modalities.

1 Introduction

Deep learning models, though effective for many
applications are prone to overfitting in absence of
sufficient training data. Data augmentation tech-
niques can efficiently use this limited training data
(Liu et al., 2021; Shi et al., 2020). Interpolation-
based augmentation techniques such as Mixup
(Zhang et al., 2018) have shown improved perfor-
mance across different modalities. Mixup over
latent representations of inputs leads to further im-
provements (Chen et al., 2020a). However, Mixup
does not account for the spatial distribution of
dataset samples, but choosing samples randomly
for interpolation-based augmentation.

While randomization in Mixup helps, augment-
ing Mixup’s sample selection strategy with logic
based on the similarity of the samples to be mixed
can lead to improved generalization (Chen et al.,

∗Equal contribution.

Figure 1: Overview of DMIX showing the sample se-
lection based on the hyperbolic distance and using dis-
tance matrix M to perform interpolation.

2020b). The relative spatial position of samples can
be leveraged to produce more suitable synthetic
inputs for training underlying models (Xu et al.,
2021). Further, natural language possesses hierar-
chical structures and complex geometries, which
the standard Euclidean space cannot capture effec-
tively (Ganea et al., 2018). Hyperbolic geometry
presents a solution in defining similarity between
latent representations (Tifrea et al., 2019).

We propose DMIX, an adaptive distance-aware
interpolative data augmentation method. Instead of
choosing random inputs from the complete training
distribution as in the case of Mixup, DMIX sam-
ples instances based on the (dis)similarity between
latent representations of samples in the hyperbolic
space. Furthermore, DMIX performs interpolations
with trainable pair-wise parameters derived from
the spatial distribution of the samples rather than
sampling mixing ratios randomly from standard
distributions, making it adaptive for pair-wise in-
terpolation. Our contributions are:
• We propose DMIX, a novel adaptive distance-

aware interpolative regularization method de-
veloped over the spatial distribution of dataset
sampled in the hyperbolic space.

• DMIX outperforms existing interpolative data
augmentation baselines for 8 benchmark sen-
tence classification tasks across four languages.

• DMIX achieves threshold F1 scores with 3 times
less number of iterations than random Mixup
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while being generalizable across tasks, datasets,
and modalities.

2 Methodology

We present an overview of DMIX in Figure 1. We
first introduce interpolative Mixup (§2.1), and then
formulate DMIX by leveraging the relative sample
distribution in the hyperbolic space (§2.2).

2.1 Interpolative Mixup
Given two data samples xi, xj ∈ X with labels
yi, yj ∈ Y , and i, j ∈ [1, N ], Mixup (Zhang et al.,
2018) uses linear interpolation with mixing ratio r
to generate the synthetic sample x′ and correspond-
ing mixed label y′,

x′ = Mixup(xi, xj) = r ·xi + (1− r)·xj
y′ = Mixup(yi, yj) = r ·yi + (1− r)·yj

(1)

Interpolative Mixup (Chen et al., 2020a) performs
linear interpolation over the latent representations
of models. Let fθ(·) be a model with parameters
θ having K layers, fθ,n(·) denotes the n-th layer
of the model and hn is the hidden space vector at
layer n for n ∈ [1,K] and h0 denotes the input
vector. To perform interpolative Mixup at a layer
k∼ [1,K], we calculate the latent representations
separately for the inputs for layers before the k-th
layer. For input sample xi, we let hin denote the
hidden state representations at layer n,

hin=fθ,n(h
i
n−1), n ∈ [1, k]

hjn=fθ,n(h
j
n−1), n ∈ [1, k]

(2)

We then perform Mixup over individual hidden
state representations hik, h

j
k from layer k as,

hk=Mixup(hik, h
j
k)=r ·h

i
k + (1− r)·hjk (3)

The mixed hidden representation hk is used as the
input for the continuing forward pass,

hn=fθ,n(hn−1); n ∈ [k + 1,K] (4)

2.2 DMIX: Distance-aware Mixup
Though Mixup helps generalize models better, it
selects samples completely randomly for interpo-
lation. Augmenting the sample selection strategy
with intelligence derived from the spatial distri-
bution of the samples to be mixed can lead to
improved generalization. Hence, we formulate
distance-aware Mixup, or DMIX. To perform
DMIX, we first create a learnable matrix MNxN ,
which is used to perform Mixup between pair of

samples. We use the hyperbolic distance as our sim-
ilarity metric to initialize matrix M as it effectively
captures the hierarchical structures and complex ge-
ometries that natural language text possesses. The
hyperbolic distance Dh between sentence embed-
dings ei = fθ(xi) and ej = fθ(xj) is,

Dh(ei, ej) = 2 tan−1(‖(−ej)⊕ ei‖) (5)

Here, ⊕ represents the Möbius addition ⊕ for a
pair of points x, y∈B, defined as,

x⊕ y :=
(1 + 2〈x, y〉+ ||y||2)x+ (1− ||x||2)y

1 + 2〈x, y〉+ ||x||2||y||2 (6)

, 〈., .〉, || · || are Euclidean inner product and norm.
We initialize M using hyperbolic distance Dh

and normalize it row wise to scale the values,

Mij = Dh(ei, ej); Mi =
Mi

max(Mi)
(7)

Using learnable matrix M, we change the Mixup
formulation (Equation 1) for samples i and j and
define DMixup as,

DMixup(xi, xj) = (1−Mij) ∗ xi +Mij ∗ xj (8)

DMIX is defined for one sample as compared
to Mixup which is defined for two samples. To
perform DMIX over a sample xi, we create a set Si
of the most diverse samples in the dataset based on
a threshold. To create this set, we select samples
having Mij above a threshold τ ,

Si = {xk|xk ∈ X,Mik ≥ τ} (9)

We use τ to control the diversity of the selected
samples. τ = T ∗ max(Mi) at each step of the
training, where T is a hyperparameter ∈ (0, 1). To
perform DMIX, we operate DMixup over samples
xi and a random sample xj ∈ Si,

DMIX(xi)=DMixup(xi, xj), xj ∈ Si (10)

We replace the Mixup operation in Equation 3
with the DMIX operation in Equation 10 to evalu-
ate DMIX. The final hidden state output hK is
passed through a multi-layer perceptron (MLP)
gφ for classification. We optimize the network
using KL Divergence loss between the final out-
put gφ(hK) and mixed label y′ = DMixup(yi, yj),
which also trains matrix M end-to-end.

3 Experimental Setup

We evaluate DMIX on standard English, GLUE,
and multi-lingual datasets in 4 languages (Table 1).
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Dataset Language Classes Samples

TRAC (2020) English 3 5,329
TREC-Coarse (2002) English 6 5,952
TREC-Fine (2002) English 47 5,952
CoLA (2018) English 2 10,657
SST-2 (2013) English 2 12,693

AHS (2018) Arabic 2 3,950
TTC (2017) Turkish 6 3,600
HASOC (2019) Hindi 2 5,983

Table 1: Datasets, languages, # classes and # samples.

3.1 Training Setup

DMIX is performed over a layer randomly sampled
from all the layers of the model. We use a learning
rate of 2e-5, batch size of 8 and a weight decay of
0.01 for all the combinations, DMIX, DMix-NT,
and Mixup. For the baselines, we sample r from
a beta distribution following previous works. All
hyperparameters were selected based on validation
F1-score. We use BERT for English and mBERT
for other languages as the base model fθ for our ex-
periments, and their [CLS] token representation as
the sentence embeddings to calculate the distances
(Equation 5). Due to resource constraints, we only
use 10, 000 samples of SST-2 for training, but do
not change the validation and test split.

3.2 Evaluation

We compare DMIX with word-mixup (WMix) and
sentence-mixup (SMix) (Guo et al., 2019), and
interpolative Mixup (TMix) (Chen et al., 2020a)1.
F1 We use F1 score to evaluate the classification
performance of DMIX and its variants.
Diversity Following Gontijo-Lopes et al. (2020),
we use diversity defined as the number of training
steps required to obtain a benchmark F1 score.

4 Results and Analysis

4.1 Performance Comparison and Ablation

We observe that distance-constrained Mixup signif-
icantly (p < 0.01) outperforms all baselines across
the datasets (Table 2) validating that similarity-
based sample selection improves model perfor-
mance, likely owing to enhanced diversity or mini-
mizing sparsification across tasks. Within distance-
constrained Mixup, we observe that DMIX, the
hyperbolic distance variant outperforms Euclidean
distance (Euc-DMIX) measures (Table 3). This
suggests that the hyperbolic space is more capable
of capturing the complex hierarchical information

1We provide an extended comparison with other baselines
in the Appendix.

Dataset fθ +WMix +SMix +TMix +DMix

TRAC 72.52 73.52 74.20 75.41 78.67∗
TREC-Coarse 97.08 96.10 96.59 97.52 97.80∗
TREC-Fine 86.86 87.13 87.89 90.16 91.14∗
CoLA 84.91 84.95 85.14 85.30 95.94∗
SST-2 90.32 91.34 91.21 91.66 92.44∗

AHS 66.39 67.10 68.30 70.19 74.98∗
TTC 91.10 90.18 91.15 91.30 92.16∗
HASOC 76.13 77.24 76.30 77.44 80.27∗

Table 2: Performance comparison in terms of F1 score
of baseline methods with DMIX (average of 10 runs). ∗

shows significant (p<0.01) improvement over TMix.

Dataset TMix Euc-DMIX
NT

DMIX
NT Euc-DMIX DMIX

TRAC 75.41 76.52∗ 78.16∗ 77.02∗ 78.67∗�
TREC-Coarse 97.52 97.55 97.66 97.53 97.80∗
TREC-Fine 90.16 89.70 90.20 89.12 91.14∗�
CoLA 85.30 85.73∗ 86.81∗ 86.23∗ 95.94∗�
SST-2 91.05 91.15 92.31∗ 91.92∗ 92.44∗�

AHS 70.19 72.23∗ 74.65∗ 72.41∗ 74.98∗�
TTC 91.30 90.66 91.40 91.50 92.16∗�
HASOC 77.44 78.96∗ 79.96∗ 79.38∗ 80.27∗�

Table 3: Ablation study of DMIX with distance con-
straints using different similarity techniques (average
of 10 runs). Improvements are shown with blue . ∗,
� show significant (p < 0.01) improvement over TMix
and DMIX-NT, respectively.

present in sentence representations, leading to bet-
ter comparisons and sample selection. We also
compare DMIX and its variants with their non-
trainable versions (denoted by -NT in Table 3).
These methods have matrix M fixed, and only se-
lect samples based on their relative positions in
the embedding space. We observe that for all vari-
ants, the non-trainable counterparts perform poorer
than the trainable counterparts, indicating that M
is able to capture sample-specific information rel-
ative to other samples, generating more suitable
sample selection and mixing ratio for performing
interpolative data augmentation.

4.2 Analyzing Convergence of DMIX

We validate "Does DMIX converge faster than
TMix?". We observe that across all datasets, DMIX

achieves a benchmark F1 score in less number
of training iterations compared to TMix (Figure
2). Since DMIX selects samples for Mixup in
an adaptive distance-aware manner, it is able to
generate more diverse and suitable interpolations
leading to faster generalization of the underlying
base model. DMIX requires 3 times less number
of iterations on an average compared to TMix, or
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Figure 2: Diversity comparison of TMix with DMIX
and DMIX-NT as number of training steps required to
achieve benchmark F1 scores (TRAC:75, HASOC:77).

random Mixup, and hence is more generalizable
and effective across languages.

4.3 Impact of Sample Selection and
Distance-Aware Mixing Ratio

Model TTC TREC-Coarse AHS

TMix 91.30 97.52 70.19
+ M-Ratio 91.66 96.90 72.43
+ M-Threshold 92.02 97.10 73.31
DMix 92.16 97.80 74.98

Table 4: Ablation study over matrix M (F1 scores). M-
Ratio denotes M is used only for performing mixup
and sample selection is random. M-Threshold denotes
that M is used to select samples based on the distance
and mixup is performed with a random ratio.

We probe the individual impact of using matrix M
for distance-based sample selection and using it for
performing mixup in Table 4. We observe that both
the applications of matrix M lead to improvements
over TMix. Using matrix M for sample selection
obtains larger improvements compared to using it
as the ratio for performing mixup. This suggests
that the selection of inputs for interpolation is more
important than the mixing ratio when performing
interpolative regularization.

4.4 Layer-wise Ablation

Mixup
Layer Set

CoLA HASOC AHS

TMix DMIX TMix DMIX TMix DMIX

{3,4} 79.45 79.70 76.86 77.46 69.37 65.66
{0, 1, 2} 80.18 94.08 76.39 77.99 69.28 71.98
{6, 7, 9} 82.91 94.63 77.12 79.44 70.11 73.45
{7, 9, 12} 85.30 95.63 77.44 80.19 70.19 74.32

{3, 4, 6, 7, 9, 12} 84.03 95.94 76.99 80.27 70.03 74.98

Table 5: Layer-wise ablation (F1 scores) when perform-
ing interpolative augmentations.

We compare the performance of DMIX and TMix
for different sets of mixup layers in Table 5. TMix
attains the best performance when the layer set

{7, 9, 12} is used since layers 6, 7, 9 and 12 contain
the most amount of syntactic and semantic infor-
mation (Chen et al., 2020a). Interestingly, DMIX

achieves the best performance when the layer is
sampled from the set {3, 4, 6, 7, 9, 12}. This sug-
gests that the surface-level information contained
in layers 3 and 4 (Jawahar et al., 2019) is effectively
leveraged by the distance-aware matrix M, leading
to further improvements over purely syntactic and
semantic information in layers {6, 7, 9, 12}.

4.5 Effect of Varying Thresholds
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Figure 3: Change in performance in terms of F1 and
Diversity with varying threshold T in % for DMIX.

We perform a study by varying the threshold τ for
DMIX and present it in Figure 3. A decreasing
τ denotes a larger distribution space for sampling
instances for Mixup, and a T of 0% decomposes it
to TMix or random Mixup. We observe an initial
increase in the performance as we constrain the em-
bedding space, suggesting the sampling of more di-
verse samples for interpolation. We observe a drop
in performance when the constrain becomes very
high, indicating that further expanding the sam-
pling space does not lead to more diverse synthetic
samples. This shows the existence of an optimum
set of input samples for performing Mixup, and we
conjecture it can be related to the sparsity in the
embedding distribution of different languages.

5 Conclusion

We propose DMIX, a novel data augmentation tech-
nique that interpolates samples intelligently cho-
sen based on their hyperbolic distance in the em-
bedding space. DMIX achieves state-of-the-art re-
sults over existing data augmentation approaches
on 8 standard and multilingual datasets in English,
Arabic, Turkish, and Hindi languages, requiring 3
times less number of iterations than random mixup.
DMIX being independent of the underlying model
and modality, holds potential to be applied on text,
speech, and vision downstream tasks.
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Ttc-3600: A new benchmark dataset for turkish
text categorization. Journal of Information Science,
43:174–185.

James P Lee-Thorp, Joshua Ainslie, Ilya Eckstein, and
Santiago Ontañón. 2021. Fnet: Mixing tokens with
fourier transforms. ArXiv, abs/2105.03824.

Xin Li and Dan Roth. 2002. Learning question clas-
sifiers. In COLING 2002: The 19th International
Conference on Computational Linguistics.

Linlin Liu, Bosheng Ding, Lidong Bing, Shafiq Joty,
Luo Si, and Chunyan Miao. 2021. MulDA: A
multilingual data augmentation framework for low-
resource cross-lingual NER. In Proceedings of the
59th Annual Meeting of the Association for Compu-
tational Linguistics and the 11th International Joint
Conference on Natural Language Processing (Vol-
ume 1: Long Papers), pages 5834–5846, Online. As-
sociation for Computational Linguistics.

Thomas Mandl, Sandip Modha, Prasenjit Majumder,
Daksh Patel, Mohana Dave, Chintak Mandlia, and
Aditya Patel. 2019. Overview of the hasoc track at
fire 2019: Hate speech and offensive content identifi-
cation in indo-european languages. In Proceedings
of the 11th Forum for Information Retrieval Evalu-
ation, FIRE ’19, page 14–17, New York, NY, USA.
Association for Computing Machinery.

Colin Raffel, Noam M. Shazeer, Adam Roberts,
Katherine Lee, Sharan Narang, Michael Matena,
Yanqi Zhou, Wei Li, and Peter J. Liu. 2020. Ex-
ploring the limits of transfer learning with a unified
text-to-text transformer. ArXiv, abs/1910.10683.

Linqing Shi, Danyang Liu, Gongshen Liu, and Kui
Meng. 2020. Aug-bert: An efficient data augmenta-
tion algorithm for text classification. In Communica-
tions, Signal Processing, and Systems, pages 2191–
2198, Singapore. Springer Singapore.

Richard Socher, Alex Perelygin, Jean Wu, Jason
Chuang, Christopher D. Manning, Andrew Ng, and
Christopher Potts. 2013. Recursive deep models
for semantic compositionality over a sentiment tree-
bank. In Proceedings of the 2013 Conference on
Empirical Methods in Natural Language Processing,
pages 1631–1642, Seattle, Washington, USA. Asso-
ciation for Computational Linguistics.

Alexandru Tifrea, Gary Becigneul, and Octavian-
Eugen Ganea. 2019. Poincare glove: Hyperbolic
word embeddings. In International Conference on
Learning Representations.

610



Alex Wang, Amanpreet Singh, Julian Michael, Fe-
lix Hill, Omer Levy, and Samuel Bowman. 2018.
GLUE: A multi-task benchmark and analysis plat-
form for natural language understanding. In Pro-
ceedings of the 2018 EMNLP Workshop Black-
boxNLP: Analyzing and Interpreting Neural Net-
works for NLP, pages 353–355, Brussels, Belgium.
Association for Computational Linguistics.

Sinong Wang, Han Fang, Madian Khabsa, Hanzi Mao,
and Hao Ma. 2021. Entailment as few-shot learner.
ArXiv, abs/2104.14690.

Alex Warstadt, Amanpreet Singh, and Samuel R Bow-
man. 2018. Neural network acceptability judgments.
arXiv preprint arXiv:1805.12471.

Shusheng Xu, Xingxing Zhang, Yi Wu, and Furu Wei.
2021. Sequence level contrastive learning for text
summarization. ArXiv, abs/2109.03481.

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime G. Car-
bonell, Ruslan Salakhutdinov, and Quoc V. Le. 2019.
Xlnet: Generalized autoregressive pretraining for
language understanding. In NeurIPS.

Soyoung Yoon, Gyuwan Kim, and Kyumin Park. 2021.
SSMix: Saliency-based span mixup for text classi-
fication. In Findings of the Association for Com-
putational Linguistics: ACL-IJCNLP 2021, pages
3225–3234, Online. Association for Computational
Linguistics.

Hongyi Zhang, Moustapha Cisse, Yann N. Dauphin,
and David Lopez-Paz. 2018. mixup: Beyond empir-
ical risk minimization. In International Conference
on Learning Representations.

A Extended Analysis

Model CoLA TREC-Coarse TREC-Fine SST-2

XLNet (2019) 70.20 94.58 87.49 97.00
T5-small (2020) 71.60 95.55 86.21 91.80
FNet (2021) 78.00 96.89 89.97 94.00
EFL (2021) 86.40 93.36 80.90 96.90

EMix (2020) 85.21 97.44 90.04 91.13
SSMix (2021) 86.76 97.60 90.24 92.95
DMix (Ours) 95.94 97.80 91.14 92.44

Table 6: Performance comparison with additional base-
lines and interpolative augmentation methods.

We compare the performance of DMIX on standard
English and GLUE datasets with additional base-
lines and interpolative augmentation methods like
EMix (Jindal et al., 2020) and SSMix (Yoon et al.,
2021).

B Dataset Details

1. TRAC. (Bhattacharya et al., 2020) is a col-
lection of posts, comments, and other con-
tent from popular social media, streaming and

sharing platforms. For the purpose of our ex-
periments, we perform the aggression classifi-
cation task, for which, the data is labelled into
3 classes based on the level of aggression.

2. TREC-Coarse. (Li and Roth, 2002), The
Text REtrieval Conference-Coarse is a ques-
tion classification dataset consisting of 6
classes. The data is sourced from English
questions by USC, TREC 8, TREC 9, TREC
10 and manually constructed questions.

3. TREC-Fine. (Li and Roth, 2002) contains
the same set of questions as TREC-Coarse
grouped into 47 fine-grained classes instead
of 6.

4. CoLA. (Warstadt et al., 2018), abbreviation
for the Corpus of Linguistic Acceptability is a
part of GLUE (Wang et al., 2018) benchmark.
It is a collection of English sentences from 23
linguistic publications that are annotated for
their grammatical acceptability.

5. SST-2. (Socher et al., 2013) is a GLUE (Wang
et al., 2018) benchmark dataset consisting of
English sentences from movie reviews. Sam-
ples in the dataset are annotated for sentiment
classification task.

6. AHS. (Albadi et al., 2018) is an Arabic hate
speech classification dataset focusing mainly
on Saudi Twittersphere. The data has been
collected over a span of 6 months from March
2018 to August 2018 and has 3950 samples
classified into 2 classes.

7. TTC. (Kilinç et al., 2017), Turkish Text Cat-
egorization dataset consists of 3600 Turk-
ish documents (news/texts) classified into 6
classes. The data is obtained between the pe-
riod from May 2015 to July 2015.

8. HASOC. (Mandl et al., 2019) consists of con-
tent sampled from social media platforms. We
perform the binary Hate/Offensive content
classification task on the Hindi dataset for the
purpose of our experiments.

C Experimental Setup

We mention the optimal hyperparameter settings in
Table 8.
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Sentence TMix DMix-NT DMix

Intellectuals and the so-called Secular are more illiterate Uneducated and illiterate OAG NAG NAG
She must be sent to jail for anti national activities under NSA and PSA NAG CAG CAG

Lion king fan hit like OAG CAG NAG
kapil why are u listening to these ch∗tsss ....give them shut up call...insane idiots CAG CAG OAG

Great Job Mr Jahangir Sir I support you NAG CAG NAG

Absolute fantastic movie please go and watch the movie first. CAG NAG NAG

Table 7: Qualitative analysis of the performance obtained by TMix, DMIX-NT, and DMIX. The color intensity
of each word corresponds to the token-level attention score. Green denotes correct prediction and red denotes
incorrect prediction. (NAG: Non Aggressive, OAG: Overtly Aggressive, CAG: Covertly Aggressive).

Parameter Value

Optimizer BERTAdam

Learning Rate 2e-5

Batch Size 8

β1, β2, ε 0.9, 0.999, 1e-6

# Epochs 5

Evaluation Metric F1 Score

Base Model BERT-base-uncased,
BERT-base-multilingual-uncased

Classifier
(over architecture) Linear layer

Hardware Nvidia P100

Table 8: Model and training setup for DMix.

D Comparison with Contrastive
Learning

Contrastive learning involves training the underly-
ing model to learn an embedding space in which
similar sample pairs stay close to each other while
dissimilar ones are far apart. Hence, their training
objective directly involves training using this em-
bedding vector of the input samples in the dataset.
DMIX however chooses samples based on their
spatial distribution in the embedding space, but
does not have a training objective optimizing on
their position in the embedding space. The training
of DMIX is still supervised in nature and involves
learning over the mixed label of the individual sam-
ples being used for interpolation.

E Qualitative Analysis

To further analyze DMIX, we perform a qualitative
study by choosing examples from the dataset and
compare the predictions made by TMix and DMIX-
NT with DMIX. We analyze token-level attention
assigned to the individual terms by BERT, where
color intensity corresponds to the attention score.
We present these results in Table 7.
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Abstract

We leverage embedding duplication between
aligned sub-words to extend the Parent-Child
transfer learning method, so as to improve low-
resource machine translation. We conduct ex-
periments on benchmark datasets of My→En,
Id→En and Tr→En translation scenarios. The
test results show that our method produces sub-
stantial improvements, achieving the BLEU
scores of 22.5, 28.0 and 18.1 respectively. In
addition, the method is computationally effi-
cient which reduces the consumption of train-
ing time by 63.8%, reaching the duration of
1.6 hours when training on a Tesla 16GB P100
GPU. All the models and source codes in the
experiments will be made publicly available to
support reproducible research.

1 Introduction

Low-resource machine translation (MT) is chal-
lenging due to the scarcity of parallel data and, in
some cases, the absence of bilingual dictionaries
(Zoph et al., 2016; Miceli Barone, 2016; Koehn and
Knowles, 2017; Zhang et al., 2017). Unsupervised,
multilingual and transfer learning have been proven
effective in the low-resource MT tasks, grounded
on different advantages (section 2).

In this paper, we follow Aji et al. (2020)’s work
to utilize cross-language transfer learning, of which
the “parent-child” transfer framework is first pro-
posed by Zoph et al. (2016). In the parent-child
scenario, a parent MT model and a child MT model
are formed successively, using the same neural net-
work structure. In order to achieve the sufficient
warm-up effect from scratch, the parent is trained
on high-resource language pairs. Further, the child
inherits the parent’s properties (e.g., inner parame-
ters and embedding layers), and it is boosted by the
fine-tuning over low-resource language pairs. One
of the distinctive contributions in Aji et al. (2020)’s

∗ Corresponding author.

study is to demonstrate the significant effect of em-
bedding duplication for transference, when it is
conducted between the morphologically-identical
sub-words in different languages.

We attempt to extend Aji et al. (2020)’s work
by additionally duplicating embedding informa-
tion among the aligned multilingual sub-words.
It is motivated by the assumption that if the du-
plication between morphologically-identical sub-
words contributes to cross-language transference,
the duplication among any other type of equiva-
lents is beneficial in the same way, such as that of
the aligned sub-words, most of which are likely
to be morphologically-dissimilar but semantically-
similar (or even exactly the same).

In our experiments, both the parent and child
MT models are built with the transformer-based
(Vaswani et al., 2017) encoder-decoder architec-
ture (Section 3.1). We use the unigram model from
SentencePiece (Kudo and Richardson, 2018) for to-
kenizing, and carry out sub-word alignment using
eflomal (Section 3.2). On the basis, we develop a
normalized element-wise embedding aggregation
method to tackle the many-to-one embedding du-
plication for aligned sub-words (Section 3.3). The
experiments show that our method achieves sub-
stantial improvements without using data augmen-
tation.

2 Related Work

The majority of previous studies can be sorted
into 3 aspects in terms of the exploited learning
strategies, including unsupervised, multilingual
and transfer learning.

• Unsupervised MT conducts translation
merely conditioned on monolingual language
models (Lample et al., 2018a; Artetxe et al.,
2017). The ingenious method that has
been explored successfully is to bridge the
source and target languages using a shareable
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representation space (Lample et al., 2018b),
which is also known as interlingual (Cheng
et al., 2017) or cross-language embedding
space (Kim et al., 2018). To systematize
unsupervised MT, most (although not all)
of the arts leverage bilingual dictionary
induction (Conneau et al., 2018; Søgaard
et al., 2018), iterative back-translation
(Sennrich et al., 2016a; Lample et al., 2018b)
and denoised auto-encoding (Vincent et al.,
2008; Kim et al., 2018).

• Multilingual MT conducts translation merely
using a single neural model whose parameters
are thoroughly shared by multiple language
pairs (Firat et al., 2016; Lee et al., 2017; John-
son et al., 2017; Gu et al., 2018a,b), including
a variety of high-resource language pairs as
well as a kind of low-resource (the target lan-
guage is fixed and definite). Training on a mix
of high-resource and low-resource (even zero-
resource) language pairs enables the shareable
model to generalize across language bound-
aries (Johnson et al., 2017). The benefits re-
sult from the assimilation of relatively exten-
sive translation experience and sophisticated
modes from high-resource language pairs.

• Transferable MT is fundamentally similar
to multilingual MT, whereas it tends to play
the aforementioned Parent-Child game (Zoph
et al., 2016). A variety of optimization meth-
ods have been proposed, including the transfer
learning over the embeddings of WordPieces
tokens (Johnson et al., 2017), BPE sub-words
(Nguyen and Chiang, 2017) and the shared
multilingual vocabularies (Kocmi and Bojar,
2018; Gheini and May, 2019), as well as the
transference that is based on the artificial or
automatic selection of congeneric parent lan-
guage pairs (Dabre et al., 2017; Lin et al.,
2019). In addition, Aji et al. (2020) verify the
different effects of various transferring strate-
gies of sub-word embeddings, such as that
among morphologically-identical sub-words.

In this paper, we extend Aji et al. (2020)’s
work, transferring embedding information not only
among the morphologically-identical sub-words
but the elaborately-aligned sub-words.

3 Approach

3.1 Preliminary: Basic Transferable NMT
We follow Kim et al. (2019) and Aji et al. (2020)
to build neural MT (NMT) models with 12-layer
transformers (Vaswani et al., 2017), in which the
first 6 layers are used as the encoder while the
subsequent 6 layers the decoder.

Embedding Layer As usual, the encoder is cou-
pled with a trainable embedding layer, which main-
tains a fixed bilingual vocabulary and trainable sub-
word embeddings. Each embedding is specified as
a 512-dimensional real-valued vector.

Parent-Child Transfer We follow Zoph et al.
(2016) to conduct Parent-Child transfer learning.
Specifically, we adopt an off-the-shelf transformer-
based NMT1 which was adequately trained on high-
resource De→En (German→English) language
pairs. The publicly-available data of OPUS (Tiede-
mann, 2012) is used for training, which comprises
about 351.7M De→En parallel sentence pairs2. We
regard this NMT model as the Parent. Further, we
transfer all inner parameters of the 12-layer trans-
formers from Parent to Child.

By contrast, the embedding layer of Parent is par-
tially transferred to Child, which has been proven
effective in Aji et al. (2020)’s study. Assume Vh

denotes the high-resource (e.g., the aforementioned
De-En) vocabulary while Vl the low-resource, the
morphologically-identical sub-words Vo are then
specified as the ones occurring in both Vh and Vl

(i.e., Vo = Vh ∩Vl). Thus, we duplicate the embed-
dings of morphologically-identical sub-words Vo

from the embedding layer of Parent to that of Child.
Further, we randomly initialize the embeddings
of the rest sub-words Vr in the Child’s embedding
layer (Vr = Vl−Vo), where random sampling from
a Gaussian distribution is used.

Both the transferred inner parameters and the du-
plicated embeddings constitutes the initial state of
the Child NMT model. On the basis, we fine-tune
Child on the low-resource language pairs, such as
the considered 18K My→En (Burmese→English)
parallel data in our experiments.

3.2 Tokenizer and Alignment
We strengthen Parent-Child transfer learning by ad-
ditionally duplicating embeddings for aligned sub-
words (between low and high-resource languages).

1https://github.com/Helsinki-NLP/OPUS-MT-
train/blob/master/models/de-en/README.md

2https://opus.nlpl.eu/
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Doc. Sent. Token
My 113K 1.1M 17.4M
Id 1.1M 8.3M 156.2M
Tr 705K 5.8M 128.2M

Table 1: Statistics of monolingual Wikipedia data.

The precondition is to produce the word-level align-
ment and equivalently assign it to sub-words.

Word Alignment We use Eflomal3 to achieve
the word alignment. It is developed based on EF-
MARAL (Östling et al., 2016), where Gibbs sam-
pling is run for inference on Bayesian HMM mod-
els. Eflomal is not only computationally efficient
but able to perform n-to-1 alignment. We sepa-
rately train Eflomal on the low-resource My→En,
Id (Indonesian)→En and Tr (Turkish)→En parallel
data (Section 4).

Sub-word Tokenizer We train a sub-word tok-
enizer using the unigram model of SentencePiece
for each low-resource language, including My, Id
and Tr. The tokenizers are trained on monolingual
plain texts which are collected from Wikipedia’s
dumps4. The toolkit wikiextractor5 is utilized to
extract plain texts from the semi-structured data.
The statistics of training data is shown in Table 1.

We uniformly set the size of sub-word vocabu-
lary to 50K when training the tokenizers. The ob-
tained vocabulary of each low-resource language is
utilized for sub-word alignment, towards the mixed
De-En sub-word vocabulary in the Parent NMT
model. The size of De-En vocabulary is 58K.

Sub-word Alignment Given a pair of aligned
bilingual words, we construct the same correspon-
dence for their sub-words by many-to-many map-
pings. See the De→Tr example in (1).

(1) Word Alignment: | produktion↔üretme
| Harnstoff↔üre

Sub-word Alignment: | produck↔{üre, tme}
| tion↔{üre, tme}
| Harn↔{üre}
| stoff↔{üre}

It is unavoidable that some of the aligned sub-
words are non-canonical. Though, the positive ef-
fect on transfer learning may be more substantial
than negative. It motivated by the findings that
the use of sub-words ensures a sufficient overlap

3https://github.com/robertostling/eflomal
4https://dumps.wikimedia.org
5https://github.com/attardi/wikiextractor

Train. Val. Test
My-En (ALT) 18K 1K 1K
Id-En (BPPT) 22K 1K 1K
Tr-En (WMT17) 207K 3K 3K

Table 2: Statistics for low-resource parallel datasets.

between vocabularies (Nguyen and Chiang, 2017),
and thus enables the transfer of a larger number of
concrete embeddings rather than random ones.

3.3 N -to-1 Embedding Duplication
Assume that V a

l denotes the sub-words in low-
resource vocabulary that have aligned sub-words
in high-resource vocabulary, the mapping is D(x),
note that ∀x ∈ V a

l , D(x) is a set of sub-words.
Thus, in the embedding layer of Child, we extend
the range of sub-words for embedding transfer, in-
cluding both the identical sub-words Vo and the
aligned V a

l . To enable the transfer, we tackle n-
to-1 embedding duplication. It is because that, in
a large number of cases, there is more than one
high-resource sub-word corresponding to a single
low-resource sub-word (see “üre” in (1)).

Given a sub-word x in V a
l and the aligned sub-

words vx in D(x), we rank vx in terms of the fre-
quency with which they were found to be aligned
with x in the parallel data. On the basis, we carry
out two duplication methods as below.

• Top-1 We take the top-1 sub-word x̌ from vx,
and perform element-wise embedding dupli-
cation from x̌ to x: ∀i, Ei(x̌) = Ei(x) (i is
the i-th dimension of embedding E(∗)).

• Mean We adopt all the sub-words in vx, and
duplicate their embedding information by the
normalized element-wise aggregation (where,
n denotes the number of sub-words in vx):

∀i, Ei(x̌) =
∑
x∈vx

Ei(x)/n

4 Experimentation

4.1 Datasets and Evaluation Metric
We evaluate the transferable NMT models for three
source languages (My, Id and Tr). English is in-
variably specified as the target language. There are
three low-resource parallel datasets used for train-
ing the Child NMT model, including Asian Lan-
guage Treebank (ALT) (Ding et al., 2018), PAN Lo-
calization BPPT6 and the corpus of WMT17 news

6http://www.panl10n.net/english/OutputsIndonesia2.htm
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Model My-En Id-En Tr-En
Baseline 20.5 26.0 17.0
MI-PC 21.0 27.5 17.6
Top-1-PC 21.9 27.6 18.0
Mean-PC 22.5 28.0 18.1

Table 3: Results using SentencePiece tokenizer.

Model My-En Id-En Tr-En
Baseline 20.2 24.5 16.5
MI-PC 20.4 24.2 16.8
Top-1-PC 21.2 26.9 16.9
Mean-PC 21.9 27.1 16.9

Table 4: Results using BPE tokenizer.

translation task (Bojar et al., 2017). The statistics
in the training, validation and test sets is shown
in Table 2. We evaluate all the considered NMT
models with SacreBLEU (Post, 2018).

4.2 Hyperparameters
We use an off-the-shelf NMT model as Parent (Sec-
tion 3.1), whose state variables (i.e., hyperparam-
eters and transformer parameters) and embedding
layer are all set. On the contrary, the Child NMT
model needs to be regulated from scratch.

When training and developing Child, we adopt
the following hyperparameters. Each source lan-
guage was tokenized using SentencePiece (Kudo
and Richardson, 2018) with 50k vocabulary size.
Training was carried out with HuggingFace Trans-
formers library (Wolf et al., 2020) using the Adam
optimizer with 0.1 weight decay rate. The maxi-
mum sentence length was set to 128 and the batch
size to 64 sentences. The learning rate was set to
5e-5 and checkpoint frequency to 500 updates. For
each model, we selected the checkpoint with the
lowest perplexity on the validation set for testing.

5 Results and Analysis

Table 3 shows the test results, where all the consid-
ered Parent-Child transfer models are marked with
“PC”, and the baseline is the transformer-based
NMT (Section 3.1) which is trained merely using
low-resource parallel data (without transfer learn-
ing). MI-PC is the reproduced transfer model in
terms of Aji et al. (2020)’s study, in which only
the embedding transference of morphologically-
identical sub-words is used. We report NMT per-
formance when MI-PC is used to enhance the base-
line, as well as that when our auxiliary transfer

1 2 3 4 5 6 7 8 9 10

18

20

22

24

26

28

BL
EU

Top (Single): My-En
Top (Mean): My-En

Top (Single): Id-En
Top (Mean): Id-En

Top (Single): Tr-En
Top (Mean): Tr-En

Figure 1: Comparison between embedding duplication
of a single aligned sub-word (denoted with Single) and
that of multiple sub-words (Mean).

Model My-En Id-En Tr-En
Baseline 1.30 1.27 4.49
MI-PC 1.30 1.35 3.53
Top-1-PC 1.11 1.00 3.07
Mean-PC 0.96 0.94 2.14

Table 5: The time (in hour) that different MT models
consumed during training in all experiments (0.9 hour
is equivalent to 54 minutes).

models (i.e., Top-1 and Mean in Section 3.3) are
additionally adopted, separately.

It can be observed that, compared to MI-PC, both
Top-1-PC and Mean-PC yield improvements for all
the three low-resource MT scenarios. The most
significant improvement occurs for My→En MT,
reaching up to 1.5 BLEU. Both the models general-
ize well across changes in the input sub-words. It
can be illustrated in a separate experiment where
the BPE (Sennrich et al., 2016b) tokenizer is used
(instead of SentencePiece (Kudo and Richardson,
2018)), and all the transfer models are run over
the newly-aligned sub-words. As shown in Table
4, both Top-1-PC and Mean-PC still outperform
MI-PC, yielding an improvement of 2.9 BLEU at
best (for Id→En MT).

Due to unavoidable errors in the sub-word align-
ment, the utilization of a single aligned sub-word
for embedding duplication easily results in perfor-
mance degradation. Aggregating and normalizing
embeddings of all possible aligned sub-words help
to overcome the problem. Figure 1 shows the NMT
performance obtained when the i-th top-ranked
aligned sub-word is exclusively used for transfer,
as well as the aggregation of top-i sub-words is
used. It can be found that the latter model almost
always outperforms the former model.
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We compare the training time consumption of all
experiments, the result is shown in Table 5. We use
mixed precision for training the child MT model.
All experiments are conducted on a single NVIDIA
P100 16GB GPU.

Obviously, the time that Mean-PC consumes dur-
ing training is less than other models. In the sce-
nario of Tr-En MT, the training duration is even
shortened from 4.49 hours (i.e., about 269 minutes)
to 2.14, compared to the baseline model. Most
probably, it is caused by the transferring of a larger
number of sub-word embeddings during training.
In other word, Mean-PC actually transfers not
only morphologically-identical sub-words but the
aligned ones. This contributes more to the avoid-
ance of redundant learning over sub-word embed-
dings. All in all, Mean-PC is less time-consuming
when producing substantial improvements.

6 Conclusion

We enhance transferable Parent-Child NMT by du-
plicating embeddings of aligned sub-words. The
experimental results demonstrate that the proposed
method yields substantial improvements for all the
considered MT scenarios (including My-En, Id-En
and Tr-En). More importantly, we successfully re-
duce the training duration. The efficiency can be
improved with the ratio of about 50% at best.

Additional survey in the experiments reveals that
phonetic symbols can be used for transfer learning
between the languages belonging to different fami-
lies. For example, the phonologies of hamburger
in German and Burmese are similar (Hámburger
vs hambhargar). In the future, we will study bilin-
gual embedding transfer of phonologically-similar
words, so as to further improve low-resource NMT.
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Ondřej Bojar, Rajen Chatterjee, Christian Federmann,
Yvette Graham, Barry Haddow, Shujian Huang,
Matthias Huck, Philipp Koehn, Qun Liu, Varvara Lo-
gacheva, Christof Monz, Matteo Negri, Matt Post,
Raphael Rubino, Lucia Specia, and Marco Turchi.
2017. Findings of the 2017 conference on machine
translation (WMT17). In Proceedings of the Sec-
ond Conference on Machine Translation, pages 169–
214, Copenhagen, Denmark. Association for Com-
putational Linguistics.

Yong Cheng, Yang Liu, Qian Yang, Maosong Sun, and
Wei Xu. 2017. Joint training for pivot-based neural
machine translation. In Proceedings of the Twenty-
Sixth International Joint Conference on Artificial In-
telligence, pages 3974–3980.

Alexis Conneau, Guillaume Lample, Marc’Aurelio
Ranzato, Ludovic Denoyer, and Hervé Jégou. 2018.
Word translation without parallel data. In Proceed-
ings of the 6th International Conference on Learning
Representations.

Raj Dabre, Tetsuji Nakagawa, and Hideto Kazawa.
2017. An empirical study of language relatedness
for transfer learning in neural machine translation.
In Proceedings of the 31st Pacific Asia Conference
on Language, Information and Computation, pages
282–286. The National University (Phillippines).

Chenchen Ding, Masao Utiyama, and Eiichiro Sumita.
2018. Nova: A feasible and flexible annotation
system for joint tokenization and part-of-speech
tagging. ACM Transactions on Asian and Low-
Resource Language Information Processing (TAL-
LIP), 18(2):1–18.

Orhan Firat, Kyunghyun Cho, and Yoshua Bengio.
2016. Multi-way, multilingual neural machine trans-
lation with a shared attention mechanism. In Pro-
ceedings of the 2016 Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics: Human Language Technologies, pages
866–875, San Diego, California. Association for
Computational Linguistics.

Mozhdeh Gheini and Jonathan May. 2019. A universal
parent model for low-resource neural machine trans-
lation transfer. arXiv preprint arXiv:1909.06516.

Jiatao Gu, Hany Hassan, Jacob Devlin, and Victor O.K.
Li. 2018a. Universal neural machine translation for
extremely low resource languages. In Proceedings
of the 2018 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long Pa-
pers), pages 344–354, New Orleans, Louisiana. As-
sociation for Computational Linguistics.

Jiatao Gu, Yong Wang, Yun Chen, Victor O. K. Li,
and Kyunghyun Cho. 2018b. Meta-learning for low-
resource neural machine translation. In Proceed-
ings of the 2018 Conference on Empirical Methods

617



in Natural Language Processing, pages 3622–3631,
Brussels, Belgium. Association for Computational
Linguistics.

Melvin Johnson, Mike Schuster, Quoc V. Le, Maxim
Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Thorat,
Fernanda Viégas, Martin Wattenberg, Greg Corrado,
Macduff Hughes, and Jeffrey Dean. 2017. Google’s
multilingual neural machine translation system: En-
abling zero-shot translation. Transactions of the As-
sociation for Computational Linguistics, 5:339–351.

Yunsu Kim, Yingbo Gao, and Hermann Ney. 2019.
Effective cross-lingual transfer of neural machine
translation models without shared vocabularies. In
Proceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 1246–
1257, Florence, Italy. Association for Computational
Linguistics.

Yunsu Kim, Jiahui Geng, and Hermann Ney. 2018.
Improving unsupervised word-by-word translation
with language model and denoising autoencoder. In
Proceedings of the 2018 Conference on Empirical
Methods in Natural Language Processing, pages
862–868, Brussels, Belgium. Association for Com-
putational Linguistics.
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Abstract

Analyzing the temporal sequence of texts from
sources such as social media, news, and par-
liamentary debates is a challenging problem
as it exhibits time-varying scale-free proper-
ties and fine-grained timing irregularities. We
propose a Hyperbolic Hawkes Attention Net-
work (HYPHEN), which learns a data-driven hy-
perbolic space and models irregular powerlaw
excitations using a hyperbolic Hawkes pro-
cess. Through quantitative and exploratory ex-
periments over financial NLP, suicide ideation
detection, and political debate analysis we
demonstrate HYPHEN’s practical applicability
for modeling online text sequences in a geom-
etry agnostic manner.

1 Introduction

Text stream modeling is a critical problem that
helps analyze trends over a variety of applications
spanning finance (Oliveira et al., 2017), health-
care (Baytas et al., 2017), and political discourses
(Sawhney et al., 2021c). However, analyzing such
text sequences poses several challenges. First, mod-
eling individual text items may not be informative
enough since text sequences display a sequential
context dependency, where analyzing them together
in succession provides better contextual represen-
tation (Hu et al., 2018). Second, timing plays an
essential role in online stream modeling as users
quickly react to new information (Sawhney et al.,
2021a). For instance, in stock markets, reacting a
second slower than other investors can lead to mas-
sive losses (Scholtus et al., 2014). A fundamental
limitation in existing RNN methods is that it ig-
nores the natural fine-grained timing irregularities
in streams (Foucault et al., 2016; Eysenck, 1968).

Social theories show that from a vast volume of
texts in a stream, only a few are powerful enough
to heavily influence the overall trend (Van Dijk,
1977; Gabaix, 2016). Such texts are rare and the

∗Equal contribution.

excitation induced by them follows a powerlaw
distribution which gives rise to scale-free proper-
ties (Zhao et al., 2010). For example, in political
debates, there are a few rare highly-influential de-
bates that heavily impact the overall voting deci-
sions of citizens (Law, 2019). Further, the impact
of such powerlaw excitations varies for each event.
The presence of varying powerlaw dynamics from
highly influential texts correlates with natural hi-
erarchies and scale-free dynamics in text streams,
making them difficult to model (Sala et al., 2018).

The good news is that hyperbolic learning has
shown to better model such powerlaw dynamics
compared to Euclidean learning over domains, in-
cluding vision (Khrulkov et al., 2020) and NLP
(Tifrea et al., 2019). However, existing works face
two major limitations, 1) they ignore the timing
irregularities in scale-free sequences and 2) they
use a single hyperbolic space to encode varying
levels of hyperbolic dynamics. Building on social
theories, our contributions can be summarized as:

• We explore the hyperbolic properties of online
streams and propose a Hyperbolic Hawkes At-
tention Network (HYPHEN) which jointly learns
from the fine-grained timing irregularities and
powerlaw dynamics of streams (§2.2).

• Building on social theories, HYPHEN learns the
hyperbolic space based on the nature of the
stream (§2.1). We introduce HYPHEN as a ge-
ometry agnostic model which can be applied on
any downstream application.

• Through quantitative (§4.1) and exploratory
(§4.3) experiments on four tasks spanning sui-
cide ideation, political debate analysis, and fi-
nancial forecasting over English and Chinese
languages, we demonstrate the practical applica-
bility of HYPHEN for stream modeling.1

1We release HYPHEN’s code at: https://github.
com/gtfintechlab/HYPHEN-ACL
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2 Methodology

Problem Formulation: For a sequence of texts
[p1 . . . , pN ] released at times [t1, . . . , tN ] sequen-
tially, with [t1 < · · · < tN ], our target is to model
this sequence in a time-sensitive fashion for a vari-
ety of downstream applications (§3).

2.1 Learnable Hyperbolic Geometry

Text sequences from social media and political dis-
courses pose hierarchies (Sawhney et al., 2021a)
i.e., the datasets represent a tree like structure
which call for the use of hyperbolic spaces. Indeed,
the volume of hyperbolic geometry grows expo-
nentially, in contrast to Euclidean spaces where the
growth is polynomial (Khrulkov et al., 2020), en-
abling hyperbolic spaces to capture the underlying
scale-free properties of streams (Sala et al., 2018).
However, text sequences exhibit a varying degree
of scale-free dynamics, which a single geometry
cannot capture (Gu et al., 2019). Thus, we seek to
learn the optimal underlying geometry.

The hyperbolic space is a non-Euclidean space
with a constant negative curvature c. To learn the
optimal geometry, we aim to learn the curvature
c, which controls the degree of hyperbolic prop-
erties represented by the space (Gu et al., 2019).
Following (Ganea et al., 2018) we define the hyper-
bolic geometry with varying curvature c as (B, gBx ),
where the manifold B={x ∈ Rn : c||x|| < 1}, is
endowed with the Riemannian metric gBx =λ2xg

E ,
where the conformal factor λx = 2

1−c||x||2 and

gE = diag[1, .., 1] is the Euclidean metric tensor.
We denote the tangent space centered at point x as
TxB. We generalize Euclidean operations to the
hyperbolic space via Möbius operations.

Möbius Addition ⊕ for two points x, y∈B, is,

x⊕ y =
(1 + 2c〈x, y〉+ c||y||2)x+ (1− c||x||2)y

1 + 2c〈x, y〉+ c2||x||2||y||2 (1)

〈., .〉, || · || denotes the inner product and norm.

Exponential Map maps a tangent vector v ∈
TxB to a point expx(v) in the hyperbolic space,

expx(v) = x⊕
(

tanh
(√

cλx||v||
2

)
v√
c||v||

)
(2)

Logarithmic Map maps a point y ∈ B to a point
logx(y) on the tangent space at x,

logx(y)=
2√
cλx

tanh−1 (√c||−x⊕ y||
) −x⊕ y

||−x⊕y|| (3)
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Figure 1: HYPHEN cell diagram and update rule.

Möbius Multiplication ⊗ multiplies features
x ∈ BC with matrix W ∈ RC′×C , given by

W ⊗ x = expo(W logo(x)) (4)

Möbius Pointwise Product � multiplies matrix
x ∈ BC with matrix y ∈ BC pointwise,

x� y =
1√
c

tanh
(
||xy||
y

arctan−1(
√
c||y||)

)
||xy||
||y|| (5)

2.2 HYPHEN: Hyperbolic Hawkes Network
Text Embedding Layer We use Bidirectional
Encoder Representations from Transformers
(BERT) (Devlin et al., 2019) to encode each text pi
to features m̂i = BERT(pi)∈Rd where d= 768,
obtained by averaging the token level outputs from
the final layer of BERT. To apply hyperbolic op-
erations over text features m̂i, we project it to
the hyperbolic space via the exponential mapping
expo(·) given by, mi=expo(m̂i)

Hyperbolic Time Aware Temporal Network
To encode the varying scale-free characteristics of
text sequences, we introduce LSTMs over learnable
hyperbolic spaces by leveraging Möbius operations
(§2.1). Further, capturing fine-grained timing ir-
regularities in text streams plays a crucial role for
stream state modeling. For instance, the time inter-
val between two debates can vary widely, from a
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few days to many months in parliamentary debates.
Consequently, the ideologies and thought process
of the speaker may change over time, reflecting a
decay or increase in dependence on the speaker’s
previous speeches (Van Dijk, 2002).

To capture these time dependent intricacies in
a learnable hyperbolic space, we modify the hy-
perbolic LSTM (Shimizu et al., 2021) as shown
in Figure 1 into a hyperbolic time-aware tempo-
ral network (HTTN(·)). Intuitively, the greater the
time elapsed between text releases, the lesser the
impact they should have on each other. Thus, for a
given day k, HTTN applies a decaying function over
∆k, the elapsed time between two texts [pk,pk−1],
transforming the time differences into weights:

Cs
k−1=expo(tanh(logo(W

d⊗Ck−1⊕bd)))

Ĉs
k−1=Cs

k−1�g(∆k) Discounted short-term memory

CT
k−1 = −Cs

k−1 ⊕Ck−1 Long term memory

C∗k−1 = CT
k−1 ⊕ Ĉs

k−1 Adjusted previous memory

where Cs
k−1 is the previous cell memory, W d; bd

are the network parameters, and g(·) is a heuristic
decaying function. Following (Baytas et al., 2017)
we set g(∆k) = 1/∆k. Using the adjusted previ-
ous memory C∗k−1, we define the current hidden
state and current memory states for HTTN, with
hyperbolic features m as:

c̃k =σlogo(W c⊗hk−1⊕U c⊗mk⊕bc)
Ck =ik�c̃k⊕fk�C∗k−1 (Current memory)

hk =ok�expo(tanh(Ck)) (Current hidden state)

where W c;U c; bc are the learnable parameters,
ik;fk;ok are input, forget and output gates. Fi-
nally, given texts [p1, . . . pT ] over a lookback pe-
riod T, we define the update rule of HTTN as,

hj = HTTN(mj ,∆j,hj−1); j ∈ [1, T ] (6)

where, hj represents the hidden states of HTTN.

Hyperbolic Hawkes Attention Studies show
that not all historical texts are equally informative
and pose a diverse influence over the predictions
(Sawhney et al., 2021c). We use a temporal hyper-
bolic attention mechanism (Luong et al., 2015) to
emphasize texts likely to have a substantial influ-
ence. This mechanism learns attention weights βi
for each hiddden state hi ∈ h = [h1, . . . ,hT ] as,

βj =Softmax
(
exp (logo(hj)T(W logo(h)))

)
(7)

where, W denotes learnable weights.
Next, we enhance the temporal hyperbolic at-

tention using the Hawkes process (Mei and Eisner,
2017) and propose a hyperbolic Hawkes attention
mechanism. The Hawkes process is a temporal
point process that models a sequence of arrival
of texts over time. Each text item “excites” the
process in the sense that the chance of a subse-
quent arrival is increased for some time. Studies
(Zuo et al., 2020; Sawhney et al., 2021b) show that
the Hawkes process can be used to model text se-
quences from social media and discourses. The
hyperbolic Hawkes attention mechanism learns an
excitation parameter ε corresponding to excitation
induced by text pj and a decay parameter α to learn
the decay rate of this induced excitement. Formally,
we use an Einstein midpoint (Ungar, 2005) to ag-
gregate hidden states h via Hawkes process as,

u = HYPHEN({pi, ti}Ti=1) =
∑
j

βjγ(qj)∑
τ βτγ(qτ )

qj (8)

qj = βj � hj ⊕ ε� expo (ReLU(logo(hj)))� e−α∆k

(9)

where, γ(qj)= 1√
1−||qj ||2

are the lorentz factors.

3 Applications and Tasks

Political Stance Prediction Parliamentary de-
bates consist of responses from politicians over
a motion. Following (Sawhney et al., 2020), we
aim to classify the stance of a speaker as ‘Aye’/‘No’
on a motion based on their historic speeches. We
evaluate on the ParlVote dataset (Abercrombie and
Batista-Navarro, 2020) comprising of 33,461 UK
debate transcripts of 1,346 politicians.

Financial NLP We aim to predict future stock
trends based on the historic texts about a stock.
Following (Sawhney et al., 2021a) we regress
the future volatility of a stock defined as λ =
ln(|pi−pi−1

pi−1
|), where pi is the closing price. We

evaluate on the S&P (Xu and Cohen, 2018) contain-
ing 88 stocks with 109,915 tweets and the China
Stock Exchange (CSE) (Huang et al., 2018) con-
taining 90,361 Chinese news articles for 85 stocks.

Suicide Ideation Following (Sawhney et al.,
2021d), we aim to detect suicidal intent in a tweet
given historic tweets from a user. We use the data
from (Mishra et al., 2019) containing 32,558 user
timelines and 2.3M texts.
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Table 1: Performance comparison with baselines (mean
of 40 runs). * indicates improvement over SOTA is sig-
nificant (p<0.01) under Wilcoxon’s signed rank test.

Model PVote
MCC ↑

SI
MCC ↑

CSE
MSE ↓

S&P
MSE ↓

MLP(2018) 0.36 0.24 2.91 0.38
LSTM(1997) 0.52 0.28 2.88 0.34
HAN(2019) 0.50 0.29 2.85 0.31
H-LSTM(2020) 0.53 0.29 2.87 0.33
FAST(2021e) 0.51 0.30 2.86 0.32
HT-LSTM(2021a) 0.55 0.31 2.68 0.31
HYPHEN (Ours) 0.63* 0.44* 2.68 0.29*

4 Results

4.1 Performance Comparison

We compare the performance of HYPHEN over finan-
cial, political, and healthcare tasks spanning En-
glish and Chinese languages in Table 1. We observe
that HYPHEN generally outperforms most baseline
methods by 10% on average. Overall, we note that
methods that capture fine-grained timing irregu-
larities in text sequences perform better (HYPHEN,
FAST, HT-LSTM), validating our premise of using
time-aware modeling. We postulate that HYPHEN’s
superior performance is due to, 1) learnable hy-
perbolic geometry and 2) time-aware hyperbolic
Hawkes process. First, HYPHEN better encodes the
varying hyperbolic properties of text sequences by
learning a suitable data-driven curvature in contrast
to other hyperbolic models (HT-LSTM), which con-
strain all sequences to a fixed hyperbolic space.
Second, through hyperbolic time aware learning
and Hawkes attention, HYPHEN better captures tim-
ing irregularities between the subsequent release of
texts (Sawhney et al., 2021a). These observations
collectively show the practical applicability and
generalizability of HYPHEN for stream modeling.

4.2 Ablation Study

We contextualize the impact of various components
of HYPHEN in Table 2. We note that augmenting
RNN-based methods with attention leads to sig-
nificant improvements (p < 0.01), as HYPHEN can
better distinguish noise inducing text from relevant
information (Sawhney et al., 2021e). Next, we
observe significant (p < 0.01) improvements on
using hyperbolic spaces to represent text streams,
suggesting that the hyperbolic space better mod-
els the innate power-law dynamics and hierarchies
in online text streams (Sala et al., 2018). Further,
enriching the temporal attention with the Hawkes
process leads to performance boosts, potentially

Table 2: Ablation study over HYPHEN (mean of 40
runs). *,†indicate improvement over HYPHEN-constant
curvature and Euclidean (EUC) counterparts are signif-
icant (p < 0.01) under Wilcoxon’s signed rank test.

Ablation Components PVote
MCC↑

SI
MCC↑

CSE
MSE↓

S&P
MSE↓

LSTM 0.52 0.28 2.88 0.34
EUC-Time LSTM+Attn 0.51 0.30 2.86 0.32
EUC-Time LSTM+Hwks 0.54 0.33 2.83 0.32
HYP-time LSTM + Attn 0.58† 0.31† 2.73† 0.31†

HYPHEN-constant curvature 0.61† 0.36† 2.72† 0.30†

HYPHEN (Ours) 0.63*† 0.44*† 2.68*† 0.29*†
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Figure 2: Sensitivity of HYPHEN to the lookback period
T on political speaker state modeling.

because the Hawkes process better captures the ex-
citation induced by influential texts. Finally, learn-
ing the underlying hyperbolic geometry benefits
HYPHEN, allowing it to generalize to a variety of
text streams with different hyperbolic properties.

4.3 Impact of Historical Context

We study the variation in HYPHEN’s performance
on political speaker state modeling corresponding
to varying amounts of lookback periods T in Figure
2. First, without encoding the historic context, we
observe that all models perform poorly. As we in-
crease the lookback period, we note that Hawkes at-
tention improves temporal attention, potentially be-
cause the Hawkes process decays the impact of very
old texts enabling HYPHEN to focus on more recent
debates which better reflects a speaker’s temporal
state. Further, with very large lookback periods, we
observe a performance drop, likely because large
amounts of context allow the inclusion of speeches
from very old (stale) debates, which may not con-
tribute significantly to the speaker’s present state
(Cullen et al., 2018). However, through hyperbolic
Hawkes attention HYPHEN is able to filter out more
crucial debates to an extent. In general, HYPHEN
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provides the best results with debates around ten
months in the past (mid-sized lookbacks).

5 Conclusion

We explore the scale-free dynamics and timing ir-
regularities of text streams. We propose HYPHEN
which uses hyperbolic Hawkes attention and learns
data-driven geometries to represent varying hyper-
bolic properties of streams. Through experiments
on political, financial NLP, and healthcare tasks,
we show the applicability of HYPHEN on 4 datasets.
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6 Ethical Considerations

The sensitive nature of this work calls for careful
deliberation of the risks and ethical challenges in-
volved. While we only use publicly available user
data, we emphasize the importance of preserving
the privacy of the users involved (De Choudhury
et al., 2016). We acknowledge that the predictive
power of HYPHEN depends on the data, which is
in tension with user privacy concerns. We care-
fully adopt the measures followed by Chancellor
et al. (2016). Specifically, we operate within the
acceptable privacy bounds (Chancellor et al., 2019)
and considerations (Fiesler and Proferes, 2018)
in order to avoid coercion and harmful interven-
tions (Chancellor et al., 2019). We paraphrase and
anonymize all samples in the suicide ideation detec-
tion detection dataset using the moderate disguise
scheme (Bruckman, 2002; Fiesler and Proferes,
2018). We also perform automatic de-identification
using named entity recognition to identify and
mask personally identifiable information.

While one of our work’s application is to aid
in the early detection of suicidal users and early
intervention, it is imperative that any interventions
be well-thought, failing which may lead to counter-
helpful outcomes, such as users moving to fringe
platforms, which would make it harder to provide
assistance (Kumar et al., 2015). Care should be
taken so as not to create stigma, and interventions
must be carefully planned by consulting relevant
stakeholders such as clinicians, designers, and re-
searchers (Chancellor et al., 2016), to maintain
social media as a safe space for individuals looking
to express themselves (Chancellor et al., 2019).
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A Experimental Setup

A.1 Datasets

• US S&P (Xu and Cohen, 2018): US S&P
stocks are categorized into 9 industries: ba-
sic materials, consumer goods, healthcare, ser-
vices, utilities, conglomerates, financial, indus-
trial goods and technology. US S&P dataset
contains text data and historical prices of 88
stocks which includes all 8 stocks in conglom-
erates and the top 10 stocks by market capi-
talization in each of the other industries. The
text data comprises tweets from 01/01/2014 to
01/01/2016. Following (Xu and Cohen, 2018)
we split the US S&P temporally based on date
ranges from 01/01/2014 to 01/08/2015 for train-
ing, 01/08/2015 to 01/10/2015 for validation,
and 01/10/2015 to 01/01/2016 for test.

• China and Hong Kong (CSE) (Huang et al.,
2018): China and Hong Kong (CSE) dataset con-
sists of news headlines of 85 top-traded stocks
listed on the Shanghai, Shenzhen, and Hong
Kong Stock Exchange from January 2015 to De-
cember 2015. The qualitative data comprises of
90,361 Chinese financial news headlines. We
split the China & HK dataset temporally based
on date ranges from 01/01/2015 to 31/08/2015
for training, 01/09/2015 to 30/09/2015 for vali-
dation, and 01/10/2015 to 01/01/2016 for testing
all models.

• ParlVote (Abercrombie and Batista-Navarro,
2020): Following (Sawhney et al., 2020) we
evaluate political stance detection on the Par-
lVote dataset. This record consists of debate
transcripts from the UK House of Commons ob-
tained under an open Parliament license. Follow-
ing (Abercrombie and Batista-Navarro, 2020)
we remove non-speech elements from the tran-
scripts and the original casing is preserved. Par-
lVote consists of 33,461 transcripts from May
7th 1997 to November 5th 2019. The average
number of tokens in a ParlVote speech is 760.2 ±
901.3. Based on a speaker’s vote to their speech,
transcripts are labeled as ‘Aye’ and ‘No’ rep-
resenting positive and negative stance respec-
tively. The dataset is fairly balanced, consisting
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of 53.57% ‘Aye’ and 46.43% ‘No’ labels. We
split the dataset temporally to obtain 70%, 15%
and 15% of the data for training, validation and
testing respectively.

• Suicide Ideation. (Sawhney et al., 2021d):
The Suicide ideation dataset is built upon the ex-
isting Twitter tweets database of (Mishra et al.,
2019). The dataset consists of tweets of 32,558
unique users, spanning over ten years of histor-
ical tweets from 2009 to 2019. Out of all the
tweets, 34,306 tweets were identified as having
potential suicide ideation words. These tweets
were then manually annotated by two psychol-
ogists under the supervision of a head psychol-
ogist and 3984 tweets were actually identified
as having suicidal tendencies. The same prepro-
cessing techniques were employed on the dataset
as done by Sawhney et al. (2021d).

A.2 Evaluation Metrics

Matthews correlation coefficient: The
Matthews correlation coefficient (MCC) pro-
duces a high score only if the prediction obtained
good results in all of the four confusion matrix
categories (true positives, false negatives, true
negatives, and false positives), proportionally both
to the size of positive elements and the size of
negative elements in the dataset. We use MCC to
evaluate on suicide ideation detection and political
speech classification.

Mean squared error: To evaluate the volatil-
ity regression performance, we adopt the Mean
Squared Error (MSE) to compute the error between
actual and the predicted volatility values.

A.3 Baseline Models

We compare HYPHEN with the following baselines:

• MLP: A Bag of Words model that uses unigram
textual features as input along with the TF-IDF
vectors which are fed into a multi-layer percep-
tron (Abercrombie and Batista-Navarro, 2020).

• LSTM : An RNN architecture capable of learn-
ing long term sequential dependencies (Hochre-
iter and Schmidhuber, 1997).

• HAN: Transformer model with hyperbolic acti-
vations and attention which utilises hyperbolic
geometry for both computation and aggregation
of attention weights (Gulcehre et al., 2019).

• H-LSTM: A RNN based model for sequential
data with an attention mechanism operating in
the hyperbolic space (López and Strube, 2020).

• FAST: A time-aware LSTM network capable of
modeling the fine grained temporal irregularities
in textual data (Sawhney et al., 2021e).

• HT-LSTM: Hierarchical Time-aware hyper-
bolic LSTM network leverages the hyperbolic
space for encoding scale-free nature of a text
stream (Sawhney et al., 2021a).

A.4 Training Setup
We have performed all our experiments on Tesla
GPU. We performed a grid search for all our mod-
els and selected the best values based on the vali-
dation MCC/MSE. We followed the same prepro-
cessing techniques as suggested by the dataset au-
thors. We explored the lookback window length
T ∈ [2, 20] and the hidden state dimensions in
∈ (64, 128, 256). We grid searched our learning
rates in ∈ (1e − 5, 5e − 4, 1e − 3). We used Rie-
mannian Adam (Bécigneul and Ganea, 2018) as
our optimizer.
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Abstract

Recent studies have shown that social me-
dia has increasingly become a platform for
users to express suicidal thoughts outside tra-
ditional clinical settings. With advances in
Natural Language Processing strategies, it is
now possible to design automated systems to
assess suicide risk. However, such systems
may generate uncertain predictions, leading to
severe consequences. We hence reformulate
suicide risk assessment as a selective priori-
tized prediction problem over the Columbia
Suicide Severity Risk Scale (C-SSRS). We
propose SASI, a risk-averse and self-aware
transformer-based hierarchical attention classi-
fier, augmented to refrain from making uncer-
tain predictions. We show that SASI is able to
refrain from 83% of incorrect predictions on
real-world Reddit data. Furthermore, we dis-
cuss the qualitative, practical, and ethical as-
pects of SASI for suicide risk assessment as a
human-in-the-loop framework.

1 Introduction

Suicide is a global phenomenon responsible for
1.3% of deaths worldwide (WHO, 2019). While
it is the leading cause of death among 14-35 year
olds in the US (Hedegaard et al., 2021), suicide
rates have increased by 13% in Japan between July
to September 2020 (Tanaka and Okamoto, 2021).
It hence becomes critical to extend clinical and
psychiatric care, which relies heavily on identifying
those at risk. While 80% of patients do not undergo
clinical treatment, 60% of those who succumbed to
suicide denied having suicidal thoughts to mental
health experts (McHugh et al., 2019). However,
studies show eight out of ten people shared suicidal
thoughts on social media (Golden et al., 2009).

The advent of Natural Language Processing
(NLP) shows promise for suicide risk assessment
based on online user behavior (Ji et al., 2021b;
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Figure 1: End-to-end pipeline for suicide risk assess-
ment. When SASI assesses the posts, it returns the pre-
dicted risk level along with a certainty score. With a
human-in-the-loop framework, these predictions can be
sorted into various risk levels. SASI assigns high prior-
ity to uncertain predictions, for an immediate review by
mental health experts.

Choudhury et al., 2016), with automatic risk as-
sessment algorithms outperforming traditional clin-
ical methods (Coppersmith et al., 2018; Linthicum
et al., 2019). Numerous deep learning methods
already exist, which include leveraging suicide-
related word-embeddings (Cao et al., 2019), social
graphs (Mishra et al., 2019; Sinha et al., 2019; Cao
et al., 2022; Sawhney et al., 2021b) and historical
context (Matero et al., 2019; Gaur et al., 2019).

However, mental health is a safety-critical realm,
where technological failure could lead to severe
harm to users on social media (Sittig and Singh,
2015). One such case was covered by Register
(2020), wherein a medical bot suggested a mock
patient kill themselves, demonstrating that unin-
tended harmful behavior can emerge from AI sys-
tems (Amodei et al., 2016; Chandler et al., 2020).
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Despite the significant power of traditional NLP
methods, such models are inherently designed to
make a prediction even when not confident. This
poses a challenge when working with critical tasks
like suicide risk assessment, for which it may be
hard to make a prediction due to various reasons
such as task hardness or contained ambiguity. Such
a system may associate a lower risk level to a user
who needs urgent help. A resulting delayed re-
sponse from mental health experts may lead to
adverse consequences. We hence need systems that
assign high priority to uncertain predictions, for
immediate review and response.
Contributions: We reformulate suicide risk assess-
ment as a prioritized prediction task which factors
in uncertainty, and propose SASI: A Risk-Averse
Mechanism for Suicidality Assessment on Social
MedIa. SASI is risk-averse in the sense that it
is self-aware, as it incorporates a selection func-
tion to measure uncertainty. Based on a set thresh-
old value, SASI refrains from making a prediction
when it is uncertain. We show that SASI can act
as a tool to efficiently prioritize users who need
immediate attention. Through a human-in-the-loop
framework that involves a domain expert, SASI
assigns high priority to uncertain predictions to
avoid critical failure (Figure 1). We demonstrate
the effectiveness of SASI using a real-world gold
standard Reddit dataset. Through a series of exper-
iments, we show SASI refrains from making 83%
of incorrect predictions. We further demonstrate
its effectiveness through a qualitative study and
discuss the ethical implications.

2 Methodology

2.1 Columbia Suicide Severity Risk Scale

The Columbia Suicide Severity Rating Scale (C-
SSRS) is an authoritative questionnaire employed
by psychiatrists to measure suicide risk severity
(Posner et al., 2011). There are 3 items in the scale:
Suicide Ideation, Suicide Behavior, and Suicide
Attempt. Each C-SSRS severity class is composed
of a conceptually organized set of questions that
characterize the respective category. Responses to
the questions across the C-SSRS classes eventually
determine the risk of suicidality of an individual
(Interian et al., 2018; McCall et al., 2021). One of
the challenges researchers face when it comes to
dealing with social media content is the disparity in
the level of emotions expressed (Gaur et al., 2019).
Since the C-SSRS was originally designed for use
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Figure 2: An overview of SASI: SASI incorporates a
risk-averse, self-aware mechanism to any given suicide
ideation model (SIM) by training using Gambler’s Loss.
It refrains from predicting when uncertain.

in clinical settings, adapting the same metric to a
social media platform would require changes to
address the varying nature of emotions expressed.
For instance, while in a clinical setting, it is typ-
ically suicidal candidates that see a clinician; on
social media, non-suicidal users may participate
to offer support to others deemed suicidal (Gaur
et al., 2021). To address these factors, two addi-
tional classes were defined (Gaur et al., 2019) to the
existing C-SSRS scale with three classes: Suicide
Indicator and Supportive (Negative class).

2.2 Problem Formulation

Following existing work (Gaur et al., 2019; Sawh-
ney et al., 2021a), we formulate the problem as
a classification task to predict the suicidal risk
of the user ui ∈ {u1, u2, · · · , uN}, whose posts
Pi = {pi1, pi2, · · · , piT } are authored over time in a
chronological order, with the latest post being piT .
We denote the label set Y = {Support (SU), Indica-
tor (IN), Ideation (ID), Behaviour (BR), Attempt
(AT)} in increasing order of severity risk, defined
based on the C-SSRS. For a given Suicide Ideation
Model, our goal is to expand the cardinality of the
label space to |Y|+ 1 so as to enable an option to
refrain when the model is uncertain.
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2.3 Suicide Ideation Model (SIM)
Each post made by a user could provide detailed
context of suicidal thought manifestation over time
(Oliffe et al., 2012). To capture this property,
we draw inspiration from existing state-of-the-art
(SOTA) models (Gaur et al., 2019; Matero et al.,
2019; Sawhney et al., 2021a; Ji et al., 2021a) which
use LSTM based backbones. To encode each
post pik, we use the 768-dimensional representa-
tion of the [CLS] token obtained from BERT (De-
vlin et al., 2019) as eik=BERT(pik). As shown in
Figure 2, we then pass each post embedding se-
quentially through a bi-directional LSTM, given
as hik = Bi-LSTM(eik). We thus obtain the se-
quence of hidden states, x = [hi1, h

i
2, · · · , hiT ],

where hik ∈ RH , and H is the hidden dimension.
To filter out relevant signals from the potentially
vast user history (Shing et al., 2020), we pass the
hidden state sequence through an attention layer.
The final layer is a multilayer perceptron (MLP) to
obtain the prediction vector ŷ, given as:

ŷ = f(x), where

f(x) = Softmax(MLP(Attention(x)))
(1)

2.4 Self-Aware Mechanism
To make the model self-aware, we transform the
model such that it makes a prediction only when
certain (Liu et al., 2019). As shown in Figure 2,
the model f : RT×H → Y is augmented with a
selection function g : RT×H → (0, 1), which is an
extra logit. The augmented model is described as a
piece-wise function, given by:

(f, g)(x) :=

{
Refrain, if g ≥ τ
argmax(ŷ), otherwise

(2)

Where the threshold τ ∈ (0, 1), argmax(ŷ) ∈ Y.
Let p = (f, g)(x), where p ∈ Y ∪ {Refrain} de-
note the final prediction by the model for a user
ui. Human moderators can then define the level
of granularity of these predictions, and sort them
into priority levels as desired. As an example, mod-
erators may choose to have only three levels of
priority, where the user is high priority if p ∈ {AT,
BR, Refrain}, moderate if p ∈ {ID, IN} and low if
p ∈ {SU}. With the addition of the Refrain option,
uncertain predictions will have highest priority, al-
leviating the possibility of high-risk users being
neglected.

It is essential to note that the confidence thresh-
old τ is not utilized during training, rather as a

threshold variable to calibrate data coverage (cov)
during evaluation. The cov fraction of total sam-
ples is what SASI predicts on, leaving out (1−cov)
samples for which SASI is most uncertain. Specifi-
cally, we can choose some value τ such that there
will be (1 − cov) samples for which g ≥ τ . The
idea behind this approach is to trade-off (1− cov)
samples for immediate review by mental health ex-
perts in exchange for higher model performance on
the cov samples about which it is confident.

2.5 Network Optimization

In any m-class classification problem, if the model
assigns a high probability score to the wrong class,
then learning becomes difficult due to vanishing
gradients (Ziyin et al., 2020). To account for the
additional refrain option in the augmented label
space, we train SASI using Gambler’s Loss (Liu
et al., 2019). Gambler’s loss allows the gradients
to propagate through g instead, by abstaining from
assigning weights to any of the m classes. Thus,
the model learns a distribution of noisy/uncertain
data points characterized by the selection function
g. The loss function is given as:

L = −
|Y|∑
j

yj · log(ŷj · r + g) (3)

where yj is the true label, and the reward r is a
hyperparameter. A higher value of r discourages
restraint. Since the loss function directly learns
g, it does not depend on the coverage (Liu et al.,
2019), and can be manually set to any value during
evaluation.

3 Experimental Setup

3.1 Dataset

We use the dataset released by Gaur et al.
(2019), which contains Reddit posts of 500
users filtered from an initial set of 270,000
users across several mental health and suicide-
related subreddits, such as r/StopSelfHarm (SSH),
r/selfharm (SLF), r/bipolar (BPL), r/BipolarReddit
(BPR), r/BipolarSOs, r/opiates (OPT), r/Anxiety
(ANX), r/addiction (ADD), r/BPD, r/SuicideWatch
(SW), r/schizophrenia (SCZ), r/autism (AUT),
r/depression (DPR), r/cripplingalcoholism (CRP),
and r/aspergers (ASP). The posts were annotated
by practicing psychiatrists into five increasing risk
levels based on the Columbia Suicide Severity Risk
Scale (Posner et al., 2011), leading to an acceptable
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average pairwise agreement of 0.79 and a group-
wise agreement of 0.73. The class distribution of
each category with increasing risk level is: Sup-
portive (20%), Indicator (20%), Ideation (34%),
Behaviour (15%), Attempt (9%). On average, the
number of posts made by a user is 18.25±27.45
with a maximum of 292 posts. The average number
of tokens in each post is 73.4±97.7.

3.2 Evaluation Metrics
We first describe the evaluation metrics that mea-
sure how well the model performs on the cov sam-
ples. Following Gaur et al. (2019), we use graded
variants of F1 score, Precision, and Recall, where
we alter the formulation of False Negatives (FN)
and False Positives (FP). FN is modified as the ratio
of the number of times predicted severity of suicide
risk level (kp) is less than the actual risk level (ka)
over N number of samples. FP is the ratio of the
number of times the predicted risk (kp) is greater
than the actual risk (ka), given as:

FN =

∑N
i=1 I(k

a
i > kpi )

N

FP =

∑N
i=1 I(k

p
i > kai )

N

(4)

Let PT denote the total number of test samples,
Pcorr+refrain the sum of samples that have either
been correctly predicted or have been refrained,
Prefrain the total number of refrained samples, and
Pin the number of incorrect predictions among the
refrained samples. We additionally introduce two
metrics, Robustness and Fail-Safe Rejects, as:

Robustness =
Pcorr+refrain

PT

Fail-Safe Rejects =
Pin

Prefrain

(5)

Robustness captures the fraction of samples which
are correctly classified or instead sent for immedi-
ate review. Fail-Safe Rejects captures the fraction
of refrained samples which were indeed erroneous.
A higher Fail-Safe Rejects score hence implies that
human moderators will be subjected to a lesser
amounts of redundant work.

4 Results

4.1 Performance Comparison
We compare the performance of SASI with vari-
ous state-of-the-art baselines in Table 1. Sequen-
tial models like Suicide Detection Model (SDM)

Model Gr. Prec. Gr. Recall FScore Robustness Fail-Safe
Rejects

Contextual CNN 0.65 0.52 0.59 - -
SDM 0.61 0.54 0.57 - -
ContextBERT 0.63 0.57 0.60 - -
SISMO 0.66 0.61 0.64 - -
SASI (Cov 100%) 0.67* 0.62 0.66* 0.48 -
SASI (Cov 85%) 0.69* 0.65* 0.67* 0.61 0.83
SASI (Cov 50%) 0.71* 0.69* 0.70* 0.73 0.65

Table 1: We report the median of results over 10 ran-
dom seeds. * indicates the result is statistically sig-
nificant with respect to SISMO (p < 0.005) under
Wilcoxon’s signed-rank test. Bold denotes best perfor-
mance while Italics denotes second best.

(Cao et al., 2019) and ContextBERT (Matero et al.,
2019) generally outperform ContextualCNN (Gaur
et al., 2019), which uses a bag-of-posts approach.
SISMO (Sawhney et al., 2021a) shows further im-
provements by modeling the ordinal nature of risk
labels. SASI significantly outperforms (p < 0.005)
these methods for various values of coverage (cov),
demonstrating its ability to avoid committing to
erroneous predictions by characterizing its confi-
dence (Liu et al., 2019).
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Figure 3: Changes in performance metrics with increas-
ing coverage, averaged over 10 random seeds.

4.2 Coverage and Performance Trade-off

We further evaluate SASI for various values of tar-
get coverage (cov) by calibrating the threshold τ .
As shown in Figure 3, lower coverage leads to an
increase in Graded Recall, Precision, and FScore
(Table 1), as the model only keeps cov predictions
which it is highly certain about. However, we ob-
serve a decrease in Fail-Safe Rejects due to an
increasingly cautious approach employed by the
model, which implies an increased fraction of orig-
inally correct predictions that need to be manually
reviewed. We hence observe a trade-off, wherein
we must seek to achieve competitive performance
on the cov samples, while at the same time not over-
burden moderators with the (1− cov) samples. For
lower coverage values (say 50%), human modera-
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Figure 4: We show SASI can be used for efficient prioritization of users during suicide risk assessment. For each
user, we show the real labels next to predicted labels, while also indicating whether SASI refrained from making
that prediction. We further demonstrate how SASI sorts the users into priority levels. All examples in this paper
have been paraphrased as per the moderate disguise scheme (Bruckman, 2002) to protect user privacy.

tors may be overburdened by having to review a lot
of redundant samples. On the other hand, we note
that SASI (85%) provides more utility, as it sta-
tistically outperforms SOTA models like SISMO,
while maintaining a fail-safe rejection score of 83%
and a competitive robustness score of 61%.

4.3 Qualitative Analysis

The essence of SASI lies behind its ability to refrain
from making misleading predictions over high-risk
samples. We study five users with snippets of their
posts, as shown in Figure 4. We observe the model
makes erroneous predictions on high-risk users A
and D. However, SASI refrains from committing
to these predictions, assigning these users a high
priority for immediate review and response. SASI
chooses to refrain despite predicting the risk level
of user B correctly, possibly because it employs a
cautious approach due to phrases such as ‘take my
life’ scattered in the user’s timeline. This user, who
is already of relatively high risk, is hence assigned
a high priority. User E shows a very low sign of
risk, which is confidently captured by SASI with-
out needing to refrain. User C is an erroneous case
wherein SASI is confident, yet makes a wrong pre-
diction. However, the user is not high risk and gets
assigned to the same priority level as the true risk
label. While this example is not a cause for con-
cern, certain situations may arise where SASI also
confidently assigns a low-risk score to a high-risk
user, opening avenues for future work that involves
integrating and reformulating ordinal regression

over the principles of Gambler’s loss.

5 Conclusion

With a motivation to provide a robust solution to
fine-grained suicide risk assessment on social me-
dia, we present SASI, a framework that integrates
the concept of selective prioritization to existing
deep learning based risk-assessment techniques.
SASI is self-aware, wherein it refrains from making
a prediction when uncertain, and instead assigns
high priority to such data samples for immediate
review by mental health experts. We demonstrated
the effectiveness of SASI through quantitative eval-
uations on real-world data, wherein SASI avoided
high-risk situations by refraining from making 83%
of incorrect predictions. Through a qualitative anal-
ysis, we described how SASI can be used as a part
of a human-in-the-loop framework, facilitating effi-
cient responses from mental health experts.
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feres (2018) to avoid coercion and intrusive treat-
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ment. The primary source of the dataset used in
this study is Reddit. Although Reddit is intended
for anonymous posting, we take further precau-
tions by performing automatic de-identification of
the dataset using named entity recognition (Zirikly
et al., 2019). All examples used in this paper are
further been anonymized, obfuscated, and para-
phrased for user privacy (Benton et al., 2017) and
to prevent misuse as per the moderate disguise
scheme suggested by Bruckman (2002). Taking
inspiration from Benton et al. (2017), we also
keep the annotation of user data separate from raw
user data on protected servers linked only through
anonymous IDs. Our work focuses on building
an assistive tool for screening suicidal users and
providing judgments purely based on observational
capacity. We acknowledge that it is almost impos-
sible to prevent abuse of released technology even
when developed with good intentions (Hovy and
Spruit, 2016). Hence, we ensure that this analysis
is shared only selectively to avoid misuse such as
Samaritan’s Radar (Hsin et al., 2016).

We further acknowledge that the studied data
may be susceptible to demographic, expert annota-
tor, and medium-specific biases (Hovy and Spruit,
2016). While the essence of our work is to aid in the
early detection of at-risk users and early interven-
tion, any interventions must be well-thought, fail-
ing which may lead to counter-helpful outcomes,
such as users moving to fringe platforms, making
it harder to provide assistance (Kumar et al., 2015).
Care should be taken to not to create stigma, and
interventions must hence be carefully planned by
consulting relevant stakeholders, such as clinicians,
designers, and researchers (Chancellor et al., 2016),
to maintain social media as a safe space for indi-
viduals looking to express themselves (Chancellor
et al., 2019). It is also essential that clinicians and
human moderators are not overburdened (Chancel-
lor et al., 2019). For instance, “Alarm fatigue” is
when alarms are so excessive, many of which are
false positives, that healthcare providers become
desensitized from alarms (Drew et al., 2014).

We also agree that suicidality is subjective (Keilp
et al., 2012), wherein the interpretation may vary
across individuals on social media (Puschman,
2017). We do not make any diagnostic claims,
rather help prioritize the users that should be evalu-
ated by the medical professionals first, as part of a
distributed human-in-the-loop framework (de An-
drade et al., 2018).
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Abstract

Because meaning can often be inferred from

lexical semantics alone, word order is often a

redundant cue in natural language. For exam-

ple, the words chopped, chef, and onion are

more likely used to convey “The chef chopped

the onion,” not “The onion chopped the chef.”

Recent work has shown large language mod-

els to be surprisingly word order invariant, but

crucially has largely considered natural pro-

totypical inputs, where compositional mean-

ing mostly matches lexical expectations. To

overcome this confound, we probe grammat-

ical role representation in English BERT and

GPT-2, on instances where lexical expectations

are not sufficient, and word order knowledge is

necessary for correct classification. Such non-

prototypical instances are naturally occurring

English sentences with inanimate subjects or

animate objects, or sentences where we system-

atically swap the arguments to make sentences

like “The onion chopped the chef”. We find

that, while early layer embeddings are largely

lexical, word order is in fact crucial in defin-

ing the later-layer representations of words in

semantically non-prototypical positions. Our

experiments isolate the effect of word order

on the contextualization process, and highlight

how models use context in the uncommon, but

critical, instances where it matters.

1 Introduction and Prior Work

Large language models create contextual embed-

dings of the words in their input, starting with a

static embedding of each token and progressively

adding more contextual information in each layer

(Devlin et al., 2019; Brown et al., 2020; Man-

ning et al., 2020). While these contextual em-

bedding models are often praised for capturing

rich grammatical structure, a spate of recent work

has shown that they are surprisingly invariant to

scrambling word order (Sinha et al., 2021; Hes-

sel and Schofield, 2021; Pham et al., 2021; Gupta

et al., 2021; O’Connor and Andreas, 2021) and
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Figure 1: Probabilities of probes trained to differentiate

subjects from objects in BERT embeddings. We sepa-

rate our evaluation examples by prototypicality: whether

the ground truth grammatical role is what we would ex-

pect given the word out of context. The majority of

natural examples are prototypical (solid lines), and so

if we average all cases we cannot see that grammati-

cal information is gradually acquired in the first half

of the network for cases where lexical information is

non-prototypical. The equivalent figures for GPT-2 are

in Appendix A.

that grammatical knowledge like part of speech,

often attributed to contextual embeddings, is actu-

ally also captured by fixed embeddings (Pimentel

et al., 2020). These results point to a puzzle: how

can syntactic contextual information be important

for language understanding when the words them-

selves, not their order, are what matter?

We argue that this apparent paradox arises be-

cause of the redundant structure of language it-

self. Lexical distributional information alone inher-

ently captures a great deal of meaning (Erk, 2012;

Mitchell and Lapata, 2010; Tal and Arnon, 2022),

and typically both humans and machines can re-

construct meanings of sentences under local scram-

bling of words (Mollica et al., 2020; Clouatre et al.,

2021). In this paper, we study model behaviour in

cases where word order is informative and is not

redundant with lexical information.

We focus on the feature of grammatical role
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(whether a noun is the subject or the object of a

clause). Most natural clauses are prototypical:

in a sentence like “the chef chopped the onion”,

the grammatical roles of chef and onion are clear

to humans from the words alone, without word

order or context (see Mahowald et al., 2022, for

experiments in English and Russian in which hu-

man participants successfully guessed which of

two nouns was the subject and which was the ob-

ject of a simple transitive clause, in the absence

of word order and contextual information). This

means syntactic word order is often redundant with

lexical semantics. Whether hand-constructed or

corpus-based, most studies probing contextual rep-

resentations have used prototypical sentences as

input, where syntactic word order may not have

much information to contribute to core meaning

beyond the words themselves.

Yet human language can use syntax to deviate

from the expectations generated by lexical items:

we can also understand the absurd meaning of a

rare non-prototypical sentence like “The onion

chopped the chef” (Garrett, 1976; Gibson et al.,

2013). Is this use of syntactic word order available

to pretrained models? In this paper, we train gram-

matical role probes on the embedding spaces of

BERT and GPT-21, and evaluate them on these rare

non-prototypical examples, where the meaning of

words in context is different from what we would

expect from looking at the words alone. We focus

on English because grammatical role is directly de-

pendent on word order in English, and because we

had access to sufficiently large English parsed cor-

pora such that we could generate non-prototypical

sentences, easily check them, and filter to grammat-

ical ones.

We probe for grammatical role because it is key

to the basic compositional semantic structure of a

sentence (Dixon, 1979; Comrie, 1989; Croft, 2001).

While fixed lexical semantics contains information

about grammatical role (animate nouns are likely to

be subjects, etc), the grammatical role of a word in

English is ultimately determined by syntactic word

order. Probing grammatical role lets us examine

the interplay between syntactic word order and lex-

ical semantics in forming compositional meaning

through model layers.

For all of our experiments, we train grammatical

role probes with standard data and test them on

1Results are similar for the two models, so we visualize
BERT results here, and include GPT-2 figures in Appendix A.

either prototypical cases or non-prototypical cases

(where word order matters), to understand if gram-

matical embedding under normal circumstances is

sensitive to word order. Our experiments reveal

three key findings:

1. Lexical semantics plays a key role in orga-

nizing embedding space in early layer rep-

resentations, and non-lexical compositional

features are expressed gradually in later lay-

ers, as shown by probe performance on non-

prototypical sentences (Experiment 1, Figure

1).

2. Embeddings represent meaning that is im-

parted only by syntactic word order, overrid-

ing lexical and distributional cues. When we

control for distributional co-occurrence fac-

tors by evaluating our probes on argument

swapped sentences (like “The onion chopped

the chef”, real sample in Appendix B), probes

can differentiate the same word in different

roles (Experiment 2, Figure 2).

3. Syntactic word order is significant beyond just

local coherence: the compositional informa-

tion of syntactic word order is lost when we

test our probes on locally-shuffled sentences,

that keep local lexical coherence but break

acute syntactic relations (Figure 3).

More generally, we highlight the importance of

examining models using non-prototypical exam-

ples, both for understanding the strength of lexical

influence in contextual embeddings, but also for

accurately isolating syntactic processing where it

is taking place.2

2 Why non-prototypical probing?

As opposed to more general syntactic probing tasks

(e.g., dependency parsing), grammatical role is a

linguistically significant yet specific task that is

both syntactic and semantic. As such, we can

choose these linguistically-informed sets of non-

prototypical examples where the lexical semantics

does not match the compositional meaning implied

by the syntax.

Non-prototypical examples give us a unique per-

spective on how syntactic machinery like word or-

der influences compositional meaning representa-

tion independently from lexical semantics. Stud-

2The code to run our experiments is at https://github.
com/toizzy/except-when-it-matters
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ies in probing have controlled for lexical seman-

tics by substituting content words for nonce words

(“jabberwocky” sentences, as in Hall Maudslay

and Cotterell, 2021; Goodwin et al., 2020) or ran-

dom real words (“colorless green idea” sentences,

as in Gulordava et al., 2018). A tradeoff is that

these methods lead to out-of-distribution sentences

whose words are unlikely to ever co-occur naturally.

Rather than bleaching the effect of lexical seman-

tics, our setup lets us examine the interplay between

lexical semantics and syntactic representation in

a controlled environment, isolating the effects of

syntactic word order while using in-distribution

examples.

Recent work on representation probing has fo-

cused on improving probing methodologies to

make sure that extracted information is not spurious

or not simply lexical (Hewitt and Liang, 2019; Be-

linkov, 2022; Voita and Titov, 2020; Hewitt et al.,

2021; Pimentel et al., 2020). Our experiments are

a complementary approach, where we use standard

probing methods, but use linguistically-informed

data selection to address the ambiguity of what

classifiers are extracting.

3 Experiment 1: Grammatical

Subjecthood Probes

In Experiment 1, we evaluate grammatical role

probes on prototypical instances, where grammat-

ical role lines up with lexical expectations, and

non-prototypical instances, where it does not.

3.1 Methods

We train a 2-level perceptron classifier probe with

64 hidden units to distinguish the layer embed-

dings of nouns that are transitive subjects from

nouns that are transitive objects, as in Papadim-

itriou et al. (2021). We train a separate classifier

for each model layer, as well as training a classifier

on the static word embedding space of the mod-

els without the position embeddings added (before

layer 0). The probe classifiers are binary, taking the

layer embedding of a noun and predicting whether

it is a transitive subject or a transitive object. Probe

training data comes from Universal Dependencies

treebanks: we pass single sentences from the tree-

banks through the models, and use dependency an-

notations to label each layer embedding for whether

it represents a transitive subject, a transitive object,

or neither (not included in training). The training

set is balanced, and consists of 864 embeddings

of subject nouns, and 864 embeddings of object

nouns. We train all probes for 20 epochs, for con-

sistency. The embedding models that we use are

bert-base-uncased and gpt2. For our analysis,

we call a noun a prototypical subject if the probe

probability for its word embedding (pre-layer 0) is

greater than 0.5, and a prototypical object if it is

less.

3.2 Results

Prototypical and non-prototypical arguments differ

in probing behavior across layers, as demonstrated

in Figure 1. For prototypical instances (solid lines),

syntactic information is conflated with type-level

information and so probe accuracy is high starting

from layer 0 (word embeddings + position embed-

dings), and stays consistent throughout the network.

However, when we look at non-prototypical in-

stances (dashed lines), we see that the embeddings

from layer to layer have very different grammatical

encodings, with type-level semantics dominating in

the early layers and more general syntactic knowl-

edge only becoming extractable by our probes in

later layers.

Crucially, since prototypical examples dominate

in frequency in any corpus, the average probe accu-

racy across all examples is high for all layers, and

the grammatical encoding of subjecthood, which is

accurate only after the middle layers of the model,

would be hidden. Separating out non-prototypical

examples illustrates how the syntax of a phrase can

arise independently from type-level information

through transformer layers, while also showcas-

ing the importance of lexical semantics in forming

embedding space geometry in the first half of the

network.

4 Experiment 2: Controlling for

Distributional Information by

Swapping Subjects and Objects

In Experiment 1 we show that the contextualiza-

tion process consists of gradual grammatical infor-

mation gain for non-prototypical examples, even

though this is largely obscured in the majority pro-

totypical examples where the lexical semantics also

contains accurate syntactic information. In this ex-

periment, we ask: does this contextualized informa-

tion about grammatical role stem from word order

and syntax, or from distributional (bag-of-words)

effects when seeing all words in the sentence? We

answer this question by creating example pairs
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Figure 2: Average probe probabilities for our argument-swapped test set. We visualize the probabilities for the same

words in the original treebank sentence (eg. “The chef chopped the onion”, solid lines) and after manual swapping

(eg. “The onion chopped the chef”, dashed lines). When probing the geometry of grammatical role, the same words

in the same distributional contexts are clearly differentiated throughout contextualization in BERT layers, due to the

impact of syntactic word order. The figures show the average probe predictions over our whole swapped test set.

where we control for distributional information by

keeping all the words the same, but swapping the

positions of the subject and the object. Such pairs

of the type “The chef chopped the onion” → “The

onion chopped the chef” (real sample in Appendix

B) have identical distributional information. To

accurately classify grammatical role in both sen-

tences, the model we’re probing would have to be

attuned to the ways in which small changes in word

order globally affect meaning.

4.1 Methods

We use the same probing classifiers from Experi-

ment 1, and evaluate on a special test set of pairs

of sentences that have the subject and direct ob-

ject of one clause swapped. To create the swapped

sentences, we search the UD treebank for verbs

that have lexical, non-pronoun direct subjects and

direct objects, check that the subject and object

have the same number (singular or plural), and also

check that neither of them are part of a compound

word or a flat dependency word that would be sep-

arated (like a full name). If a sentence contains a

verb where its arguments fulfill all of these require-

ments, we swap the position of the subject and the

object to create a second, swapped sentence, and

add the sentence pair (original and swapped) to our

evaluation set3. A random sample of our swapped

sentences is in Appendix B.

3We do not filter for prototypical subjects and objects in
this process, since we are assessing the effect of all distribu-
tional information: a sentence like “The onion made the chef
cry” has nouns in non-prototypical roles, but is still much
more felicitous than its swapped version

4.2 Results

When testing our probes on pairs of normal and

swapped sentences, we find that our probes from

Experiment 1 correctly classify both the normal

and the swapped sentences with high accuracy in

higher layers. Since we test our probes on con-

trolled pairs that have the same distributional in-

formation, we can isolate effect of syntactic word

order in influencing meaning representation. This

is demonstrated in Figure 2, where probe predic-

tions for the same set of words in the same distribu-

tional context diverges significantly depending on

whether the word is in subject or object position.

Our results indicate that, separate from distribu-

tional effects, models have learned to represent the

ways in which syntactic word order can indepen-

dently affect meaning.

4.3 Are these results just due to general

position information?

Our results in Experiment 2 indicate that syntac-

tic word order information can affect model repre-

sentations of word meaning, even when we keep

lexical and distributional information constant. A

question still remains: does the divergence demon-

strated in Figure 2 stem from the fine-grained ways

in which word order influences syntax in English,

or from heuristics based on primacy (whether a

word is earlier or later in a sentence)? To further

investigate this, we train and test probes on sen-

tences where word order is locally scrambled so

that no word moves more than 2 slots, and so gen-

eral primacy and local coherence is preserved. As

shown in Figure 3, probes trained on these locally

shuffled sentences do not fare better than chance
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Figure 3: Probe accuracies for sentences where the

words have been locally scrambled such that no word

moves more than 2 slots. Probe performance for non-

prototypical sentences is close to chance, indicating that

general positional information (still available after local

scrambling) is not enough to recover grammatical role.

However, the lexical semantics is preserved through

layers in these scrambled instances as evidenced by the

steady probe performance on prototypical sentences.

on non-prototypical examples. While prototypi-

cal lexical information can aid classification (solid

line), general primacy information is not sufficient

to overcome lexical cues and cause the word-order-

dependent representation we demonstrate in Figure

2.

5 Discussion

While recent work has shown that large language

models come to rely largely on distributional se-

mantic information, we consider the model’s abil-

ity to overcome these distributional cues. Research

showing that models rely on lexical and distribu-

tional information is not at odds with our findings

that this can be overridden. In fact, even though hu-

mans can accurately understand non-prototypical

sentences, human syntactic processing is often in-

fluenced by the lexical semantics of words, as evi-

denced by studies on human subjects (Frazier and

Rayner, 1982; Rayner et al., 1983; Ferreira and

Henderson, 1990) as well as by lexically-influenced

syntactic processes in human languages, like dif-

ferential object marking (Aissen, 2003)—a phe-

nomenon whereby non-prototypical grammatical

objects are marked.

More generally, while we have shown that it is

tempting for a straightforward probing approach

to conclude that grammatical role information is

available to the lowest layers of BERT, separately

analyzing prototypical and non-prototypical argu-

ments makes it clear that the picture is more compli-

cated. At lower layers, BERT representations can

typically classify subjects and objects, but when

a non-prototypical meaning is expressed, accurate

classification is not available until the higher layers.

We argue that considering probing performance

on these non-prototypical instances is crucial. A

key design feature of human language is the abil-

ity to talk about things that aren’t there or don’t

exist (Hockett, 1960), and it has been argued that

the combinatoric power of syntax exists to allow

humans to say things that are subtle, surprising, or

impossible (Garrett, 1976; Chomsky, 1957). Thus,

considering probing accuracy on the average task

may be misleading. Insofar as being able to un-

derstand non-prototypical meanings is a hallmark

of human language and insofar as these meanings

may differ in systematic ways from prototypical

meanings, considering such cases is crucial for

understanding how language models represent lan-

guage.
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A Figures for GPT-2 Experiments

We ran our experiments on both BERT and GPT-2

embeddings, and both models had similar behav-

iors that we discuss in the paper. For clarity, figures

in the paper only visualize the BERT results, and

we’re including the GPT-2 versions of those same

figures for comparison. Figure 4 shows the GPT-2

results of Figure 1, Figure 5 shows the GPT-2 re-

sults of Figure 2, and Figure 6 shows the GPT-2

result of Figure 3.
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Figure 4: Equivalent to Figure 1 from the main paper,

on GPT-2 embeddings
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Figure 5: Equivalent to Figure 2 from the main paper,

on GPT-2 embeddings. Grammatical representation in

GPT-2 embedding also diverges for the same words in

the same distributional contexts.
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Figure 6: Equivalent to Figure 3 from the main paper,

on GPT-2 embeddings. As shown by the dashed line

being close to chance, grammatical role information is

not extractable from locally shuffled sentences in the

non-prototypical cases where lexical semantics do not

help

.
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B Sample of argument-swapped sentences

A random sample (not cherry-picked) of our

argument-swapped evaluation set, where the sub-

ject and the object of clauses are automatically

swapped. The original subject is in bold and the

original object is in bold and italics. The process

for creating these sentences is detailed in Section

4.1

On Thursday, with 110 days until the start of the

2014 Winter Paralympics in Sochi, Russia, Profes-

sor interviewed Assistant Wikinews in Educational

Leadership, Sport Studies and Educational / Coun-

seling Psychology at Washington State University

Simon Ličen about attitudes in United States to-

wards the Paralympics.

This approach shows a more realistic video to

playing Quidditch.

Second, aggregate view provides only a high-

level information of a field, which can make it

difficult to investigate causality [23].

A hand raises her girl.

area of the Mississippi River and the destruction

of wetlands at its mouth have left the Alteration

around New Orleans abnormally vulnerable to the

forces of nature.

It was known that a moving energy exchanges

its kinetic body for potential energy when it gains

height.

Thus, when ACPeds issued a statement con-

demning gender reassignment surgery in 2016 [21],

many beliefs mistook the organization ’s political

people for the consensus view among United States

pediatricians — although the peak body for pedi-

atric workers, the American Academy of Pediatrics,

has a much more positive view of gender dysphoria

[22].

His painting perfectly combines art and Chinese

calligraphy.

When the inches become a few plants tall and

their leaves mature, it ’s time to transplant them to

a larger container.

Since the television series’ inception, reviews at

The AV Club have written two critical writers for

each episode:
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Abstract
Triangular machine translation is a special case
of low-resource machine translation where the
language pair of interest has limited parallel
data, but both languages have abundant par-
allel data with a pivot language. Naturally,
the key to triangular machine translation is the
successful exploitation of such auxiliary data.
In this work, we propose a transfer-learning-
based approach that utilizes all types of auxil-
iary data. As we train auxiliary source-pivot
and pivot-target translation models, we initial-
ize some parameters of the pivot side with a
pre-trained language model and freeze them
to encourage both translation models to work
in the same pivot language space, so that they
can be smoothly transferred to the source-target
translation model. Experiments show that our
approach can outperform previous ones.

1 Introduction

Machine translation (MT) has achieved promising
performance when large-scale parallel data is avail-
able. Unfortunately, the abundance of parallel data
is largely limited to English, which leads to con-
cerns on the unfair deployment of machine transla-
tion service across languages. In turn, researchers
are increasingly interested in non-English-centric
machine translation approaches (Fan et al., 2021).

Triangular MT (Kim et al., 2019; Ji et al., 2020)
has the potential to alleviate some data scarcity
conditions when the source and target languages
both have a good amount of parallel data with a
pivot language (usually English). Kim et al. (2019)
have shown that transfer learning is an effective
approach to triangular MT, surpassing generic ap-
proaches like multilingual MT.

However, previous works have not fully ex-
ploited all types of auxiliary data (Table 1). For
example, it is reasonable to assume that the source,
target, and pivot language all have much monolin-
gual data because of the notable size of parallel
data between source-pivot and pivot-target.

approach X Y Z X-Z Z-Y X-Y

no transfer !

pivot translation ! !

step-wise pre-training ! ! !

shared target transfer ! ! ! !

shared source transfer ! ! ! !

simple triang. transfer ! ! ! !

triangular transfer ! ! ! ! ! !

Table 1: Data usage of different approaches (Section
3.2). X, Y, and Z represent source, target, and pivot
language, respectively. Our triangular transfer uses all
types of data.

In this work, we propose a transfer-learning-
based approach that exploits all types of auxiliary
data. During the training of auxiliary models on
auxiliary data, we design parameter freezing mech-
anisms that encourage the models to compute the
representations in the same pivot language space,
so that combining parts of auxiliary models gives
a reasonable starting point for finetuning on the
source-target data. We verify the effectiveness of
our approach with a series of experiments.

2 Approach

We first present a preliminary approach that is a
simple implementation of our basic idea, for ease
of understanding. We then present an enhanced ver-
sion that achieves better performance. For notation
purpose, we use X, Y, and Z to represent source,
target, and pivot language, respectively.

2.1 Simple Triangular Transfer
We show the illustration of the preliminary ap-
proach in Figure 1, called simple triangular trans-
fer. In Step (1), we prepare a pre-trained language
model (PLM) with the pivot language monolingual
data. We consider this PLM to define a representa-
tion space for the pivot language, and we would like
subsequent models to stick to this representation
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X-Z and Z-Y para.

(2)

X-Y para.

(3)

Figure 1: Simple triangular transfer. Dashed lines rep-
resent parameter initialization. The gray color within
some blocks indicates some parameters are frozen ac-
cording to the freezing strategy (Section 2.3). Other
colors represent trainable parameters in different lan-
guages. Below the diagram shows the data used in each
step.

space. In order to achieve this, we freeze certain
parameters in Step (2) as we train source-pivot and
pivot-target translation models, which are partly
initialized by the PLM. For example, the pivot-
target translation model has the pivot language on
the source side, so the encoder is initialized by the
PLM, and some (or all) of its parameters are frozen.
This ensures that the encoder produces representa-
tions in the pivot language space, and the decoder
has to perform translation in this space. Likewise,
the encoder in the source-pivot translation model
needs to learn to produce representations in the
same space. Therefore, when the pivot-target de-
coder combines with the source-pivot encoder in
Step (3), they could cooperate more easily in the
space defined in Step (1).

We experimented with RoBERTa (Liu et al.,
2019) and BART (Lewis et al., 2020) as the PLMs.
We found that simple triangular transfer attains
about 0.8 higher BLEU by using BART instead of
RoBERTa. In contrast, we found that dual trans-
fer (Zhang et al., 2021), one of our baselines, per-
forms similarly with BART and RoBERTa. When
used to initialize decoder parameters, RoBERTa
has to leave the cross attention parameters ran-
domly initialized, which may explain the superior-
ity of BART for our approach, while dual transfer
does not involve initializing decoder parameters.
Therefore, we choose BART as our default PLM.

2.2 Triangular Transfer
A limitation of simple triangular transfer is that it
does not utilize monolingual data of the source and

target languages. A naive way is to prepare source
and target PLMs and use them to initialize source-
pivot encoder and pivot-target decoder, respectively.
However, this leads to marginal improvement for
the final source-target translation performance (Sec-
tion 3.5). This is likely because the source, target,
and pivot PLMs are trained independently, so their
representation spaces are isolated.

Therefore, we intend to train source and target
PLMs in the pivot language space as well. To this
end, we design another initialization and freezing
step inspired by Zhang et al. (2021), as shown in
Figure 2. In this illustration, we use BART as the
PLM. Step (2) is the added step of preparing BART
models in the source and target languages. As the
BART body parameters are inherited from the pivot
language BART and frozen, the source and target
language BART embeddings are trained to lie in
the pivot language space. Then in Step (3), every
part of the translation models can be initialized
in the pivot language space. Again, we freeze pa-
rameters in the pivot language side to ensure the
representations do not drift too much.

2.3 Freezing Strategy

There are various choices when we freeze parame-
ters in the pivot language side of the source-pivot
and pivot-target translation models. Take the en-
coder of the pivot-target translation model as the
example. In one extreme, we can freeze the em-
beddings only; this is good for the optimization of
pivot-target translation, but may result in a space
that is far away from the pivot language space given
by the pivot PLM. In the other extreme, we can
freeze the entire encoder, which clearly hurts the
pivot-target translation performance. This is hence
a trade-off. We experiment with multiple freezing
strategies between the two extremes, i.e., freezing a
given number of layers. We always ensure that the
number of frozen layers is the same for the decoder
of the source-pivot translation model.

Besides layer-wise freezing, we also try
component-wise freezing inspired by Li et al.
(2021). In their study, they found that some com-
ponents like layer normalization and decoder cross
attention are necessary to finetune, while others
can be frozen. In particular, we experiment with
three strategies based on their findings of the most
effective ones in their task. These strategies apply
to Step (3) of triangular transfer.
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Figure 2: Triangular transfer. Dashed lines represent parameter initialization. The gray color indicates the parameters
are frozen. In Step (3) the gray color shows one of the possible freezing strategies (Section 2.3).

language code # sentence (pair)
En-De 3.1m
Fr-En 29.5m
Fr-De 247k
Zh-En 11.9m
Zh-De 189k

En 93.9m
De 100.0m
Fr 44.6m
Zh 20.0m

Table 2: Training data statistics.

LNA-E,D All layer normalization, encoder self
attention, decoder cross attention can be finetuned.
Others are frozen.

LNA-D All encoder parameters, decoder layer
normalization and cross attention can be finetuned.

LNA-e,D Use LNA-D when training the source-
pivot model. When training the pivot-target model,
freeze encoder embeddings in addition to LNA-D.

3 Experiments

3.1 Setup

We conduct experiments on French (Fr)→ German
(De) and Chinese (Zh)→ German (De) translation,
with English (En) as the pivot language. Training
data statistics is shown in Table 2. The evaluation

metric is computed by SacreBLEU1 (Post, 2018).
All approaches use Transformer base (Vaswani
et al., 2017) as the translation model, but note
that pivot translation needs two translation mod-
els for decoding, equivalently doubling the number
of parameters. Further details can be found in the
appendix.

3.2 Baselines

We compare with several baselines as follows.

No transfer This baseline directly trains on the
source-target parallel data.

Pivot translation Two-pass decoding by source-
pivot and pivot-target translation.

Step-wise pre-training This is one of the ap-
proaches in (Kim et al., 2019). It is simple and
robust, and has been shown to outperform multilin-
gual MT. It trains a source-pivot translation model
and uses the encoder to initialize the encoder of
a pivot-target translation model. In order to make
this possible, these two encoders need to use a
shared source-pivot vocabulary. Then the pivot-
target translation model is trained while keeping its
encoder frozen. Finally the model is finetuned on
source-target parallel data.

Shared target dual transfer Dual transfer
(Zhang et al., 2021) is a general transfer learning ap-
proach to low-resource machine translation. When

1SacreBLEU signature: BLEU+case.mixed+numrefs.1+
smooth.exp+tok.13a+version.1.4.12.
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approach BLEU
no transfer 13.49

pivot translation through no transfer 18.99
step-wise pre-training 18.49
shared target transfer 18.88
shared source transfer 18.89

triangular transfer 19.91

Table 3: Comparison with baselines on Fr→De. Our
triangular transfer is significantly better (p < 0.01) than
baselines by paired bootstrap resampling (Koehn, 2004).

approach BLEU
no transfer 11.39

pivot translation through no transfer 12.91
triangular transfer 16.03

Table 4: Comparison with no transfer and pivot transla-
tion on Zh→De.

applied to triangular MT, it cannot utilize both
source-pivot and pivot-target parallel data. Shared
target dual transfer uses pivot-target auxiliary trans-
lation model and does not exploit source-pivot par-
allel data.

Shared source dual transfer The shared source
version uses source-pivot translation model for
transfer and does not exploit pivot-target parallel
data.

3.3 Main Results

We present the performance of our approach and
the baselines on Fr→De in Table 3. The no transfer
baseline performs poorly because it is trained on a
small amount of parallel data. The other baselines
perform much better. Among them, pivot transla-
tion attains the best performance in terms of BLEU,
at the cost of doubled latency. Our approach can
outperform all the baselines.

Taking pivot translation as the best baseline, we
further evaluate our approach on Zh→De. Results
in Table 4 show that the performance improvement
of our approach is larger for this translation direc-
tion.

3.4 The Effect of Freezing Strategies

From Table 5, we can observe the effect of dif-
ferent freezing strategies. For layer-wise freezing,
we see a roughly monotonic trend of the Fr-En
and En-De performance with respect to the num-
ber of frozen layers: The more frozen layers, the

strategy Fr-En En-De Fr-De
L = 0 31.42 20.95 19.62
L = 1 31.41 20.98 19.76
L = 2 31.55 20.56 19.71
L = 3 31.06 20.54 19.91
L = 4 30.92 20.22 19.68
L = 5 30.39 19.95 19.21
L = 6 30.31 19.11 19.02

LNA-E,D 28.72 17.92 17.97
LNA-D 31.08 20.23 18.75

LNA-e,D 31.08 19.97 18.25

Table 5: BLEU scores of different freezing strategies for
triangular transfer. For layer-wise freezing, the embed-
dings and the lowest L layers of the pivot side network
are frozen. If L = 0, only the embeddings are frozen.

approach BLEU
pivot translation through no transfer 18.99

pivot translation through BERT2BERT 19.06
shared target transfer 18.88

shared target transfer + naive mono. 18.93
shared source transfer 18.89

shared source transfer + naive mono. 18.97
simple triang. transfer 18.96

simple triang. transfer + naive mono. 19.00
triangular transfer 19.62

Table 6: Naive ways of using auxiliary monolingual
data do not bring clear improvement. Our approaches
freeze embeddings as the freezing strategy in this table.

lower their BLEU scores. However, the best Fr-De
performance is achieved with L = 3. This indi-
cates the trade-off between the auxiliary models’
performance and the pivot space anchoring. For
component-wise freezing, the Fr-En and En-De
performance follows a similar trend, but the Fr-De
performance that we ultimately care about is not as
good.

3.5 Using Monolingual Data

Table 6 shows the effect of different ways of us-
ing monolingual data. The naive way is to prepare
PLMs with monolingual data and initialize the en-
coder or decoder where needed. For pivot trans-
lation, this is known as BERT2BERT (Rothe et al.,
2020) for the source-pivot and pivot-target transla-
tion models. For dual transfer, parts of the auxiliary
models can be initialized by PLMs (e.g., for shared
target transfer, the pivot-target decoder is initial-
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approach BLEU
no transfer 18.74

shared target transfer 20.53
shared source transfer 20.73

triangular transfer 20.84

Table 7: BLEU scores from training with pivot-based
back-translation.

ized). For Step (2) in simple triangular transfer,
we can also initialize the pivot-target decoder and
source-pivot encoder with PLMs. However, none
of the above methods shows clear improvement.
This is likely because these methods only help the
auxiliary translation models to train, which is not
necessary as they can be trained well with abun-
dant parallel data already. In contrast, our design
of Step (2) in triangular transfer additionally helps
the auxiliary translation models to stay in the pivot
language space.

3.6 Pivot-Based Back-Translation
Following Kim et al. (2019), we generate syn-
thetic parallel Fr-De data with pivot-based back-
translation (Bertoldi et al., 2008). Specifically, we
use a no transfer En→Fr model to translate the
English side of En-De data into French, and the au-
thentic Fr-De data are oversampled to make the ra-
tio of authentic and synthetic data to be 1:2. Results
in Table 7 show that triangular transfer and dual
transfer clearly outperform the no transfer baseline.

4 Conclusion

In this work, we propose a transfer-learning-based
approach that utilizes all types of auxiliary data,
including both source-pivot and pivot-target paral-
lel data, as well as involved monolingual data. We
investigate different freezing strategies for train-
ing the auxiliary models to improve source-target
translation, and achieve better performance than
previous approaches.
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A Data and Preprocessing

We gather data from WMT and ParaCrawl, shown
in Tables 8 and 9.

We use jieba2 for Chinese word segmentation,
and Moses3 scripts for punctuation normalization
and tokenization of other languages. The corpora
are deduplicated. Each language is encoded with
byte pair encoding (BPE) (Sennrich et al., 2016)
with 32k merge operations. The BPE codes and
vocabularies are learned on each language’s mono-
lingual data, and then used to segment parallel data.
Sentences with more than 128 subwords are re-
moved. Parallel sentences are cleaned with length
ratio 1.5 (length counted by subwords).

B Hyperparameters

Our implementation is based on fairseq (Ott
et al., 2019). We share decoder input and output
embeddings (Press and Wolf, 2017). The optimizer

2https://github.com/fxsjy/jieba
3https://github.com/moses-smt/

mosesdecoder

is Adam. Dropout and label smoothing are both
set to 0.1. The batch size is 6,144 per GPU and
we train on 8 GPUs. The peak learning rate is
5×10−4 for the no transfer baseline and auxiliary
models, 1× 10−4 for the Fr→De model of step-
wise pre-training and dual transfer, and 7× 10−5

for the last step of triangular transfer. The learning
rate warms up for 4,000 steps, and then follows
inverse square root decay. Early stopping happens
when the development BLEU does not improve for
10 epochs.

RoBERTa and BART models use exactly the
same architecture as Transformer base. The mask
ratio is 15%. The batch size is 256 sentences per
GPU, and each sentence contains up to 128 tokens.
The learning rate warms up for 10,000 steps to the
peak 5×10−4, and then follows polynomial decay.
They are trained for 125k steps.

We use beam size of 5 for decoding, includ-
ing for pivot translation and pivot-based back-
translation.
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lang. source train dev test

En-De WMT 2019
Europarl v9, News Commentary v14,

newstest2011 newstest2012
Document-split Rapid corpus

Fr-En WMT 2015
Europarl v7, News Commentary v10,

newstest2011 newstest2012
UN corpus, 109 French-English corpus

Fr-De WMT 2019 News Commentary v14, newstest2008-2010 newstest2011 newstest2012
Zh-En ParaCrawl ParaCrawl v9 newsdev2017 newstest2017
Zh-De WMT 2021 News Commentary v16 - dev - test 3k split 3k split

Table 8: Parallel data source.

lang. source name
En WMT 2018 News Crawl 2014-2017
De WMT 2021 100m subset from WMT 2021

Fr WMT 2015
Europarl v7, News Commentary v10,

News Crawl 2007-2014, News Discussions
Zh WMT 2021 News Crawl, Zh side of parallel data

Table 9: Monolingual data source.
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Abstract

Cognitively plausible visual dialogue models
should keep a mental scoreboard of shared es-
tablished facts in the dialogue context. We pro-
pose a theory-based evaluation method for in-
vestigating to what degree models pretrained
on the VisDial dataset incrementally build rep-
resentations that appropriately do scorekeeping.
Our conclusion is that the ability to make the
distinction between shared and privately known
statements along the dialogue is moderately
present in the analysed models, but not always
incrementally consistent, which may partially
be due to the limited need for grounding inter-
actions in the original task.

1 Introduction

“There’s a cute dog outside!” you say on the phone
to your friend. “Sweet. What colour is the dog?”,
they say. “What dog?” you reply – and your friend
is rightfully confused. With your first utterance,
you have committed yourself to there being a dog;
a commitment you can’t just simply ignore later on.
Models of dialogue from linguistics and psycholin-
guistics take this process of grounding or scorekeep-
ing—making propositions mutual knowledge—to
be an elementary fact about dialogue (Lewis, 1979;
Clark and Brennan, 1991).

In this short paper, we investigate whether recent
NLP models of visual dialogue capture this pro-
cess. Specifically, we use the VisDial dataset (Das
et al., 2017a), which consists of dialogues in En-
glish about an image in an asymmetric setting simi-
lar to that from the first paragraph, and derive from
it diagnostic propositions that should be considered
mutual knowledge at a given point in the dialogue,
and others whose truth value is only known to one
participant at the given time. We then probe dia-
logue representations built by models pretrained on
the VisDial task for whether they correctly track
the participants’ knowledge and commitments.

2 Related Literature

Representing dialogue context implicitly as the con-
tinuous hidden states of neural networks trained in
an end-to-end fashion has been a prevailing prac-
tice since the works of Vinyals and Le (2015), Sor-
doni et al. (2015) and Serban et al. (2016). This
paradigm also enables multimodal input like im-
ages to be easily integrated (Shekhar et al., 2019b).
However, there is evidence that the human ability
of collaborative grounding still lacks in such mod-
els, in part due to the limitations of training regimes
and datasets (Benotti and Blackburn, 2021).

We witness extensive efforts to look into how
these models encode and make use of dialogue
history, capture salient information and produce
visually grounded representations (Sankar et al.,
2019; Agarwal et al., 2020; Greco et al., 2020a,b).
The analysis and evaluation of current dialogue
models (as Hupkes et al. (2018a), Shekhar et al.
(2019a), Parthasarathi et al. (2020), Saleh et al.
(2020), Wu and Xiong (2020), inter alia) often rely
on diagnostic classifiers (Hupkes et al., 2018b) and
probing tasks (Belinkov and Glass, 2019), common
tools to examine whether representations built by
neural networks encode linguistic information.

Another purposeful area of research on dialogue
revolves around inference. Zhang and Chai (2009,
2010) discuss conversation entailment, i.e. deter-
mining whether a conversation discourse entails a
hypothesis. Annotating or generating entailments,
contradictions and neutral statements in dialogue
datasets is usual in recent works (Welleck et al.,
2019; Dziri et al., 2019; Galetzka et al., 2021).

With insights from these three pillars, we pro-
pose a probing task for scorekeeping (Lewis, 1979)
on visual dialogues, formalised in the next section.

3 Problem Statement

Based on the premise that humans keep a mental
scoreboard of presupposed propositions and per-
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Figure 1: A scoreboard representation with generated propositions for a dialogue and architecture of the classifier. It
represents the proposition it is sunny being correctly classified as (true to A, private) at turn 3. From VisDial training
set, ID 8778 (CC-BY 4.0), photo 176904 from MS COCO dataset, ↪→Tufted Titmouse by Matt Tillett (CC-BY 2.0).

missible courses of action as a function of what has
been stated in a conversation (Lewis, 1979) and on
the public/private dichotomy discussed in Ginzburg
(2012), we propose a formalisation for the “kine-
matics of scorekeeping” (Lewis, 1979) on VisDial.

Each dialogue in the VisDial dataset is a tuple
D = (I,Q,A, T, P ) representing an interaction
between a questioner Q and an answerer A. They
exchange turns T , which establish propositions P ,
about a scene depicted in an image I . A sees I , but
Q does not. Both are provided with a caption K,
which for simplicity we take to be the first turn of
A, t0 = K; other turns comprise a question and
an answer, ti = (qi, ai), so that T = (ti)

10
i=0 (as

dialogues have 10 turns).1

We assume that: i) A does not lie about their in-
terpretation of the image; ii) Q does not ask redun-
dant questions; and iii) a fact disclosed by A imme-
diately becomes a shared commitment, even though
in reality this is not always the case (e.g. when a
misunderstanding happens). Under these assump-
tions, each ti discloses a new fact pi (and its im-
plications) about A’s judgement of the image that
was unknown to Q until ti−1. P is then defined
as a set of N propositions {pi1, pi2, · · · , piN}. Each
pij is either the direct entailment of ti (that is, the
expressed proposition), which is established by A
to be true, or its negation, which is established by
A to be false. The truth value of pij is known to A
throughout the dialogue, but only privately so for
all k < i. It becomes shared between A and Q at
k = i and remains so until the end of the dialogue.2

With this in place, A’s scoreboard of a dialogue
1Except on VisDial test set, where T < 10.
2Although the set of statements about an image can be

infinitely large, we limit P to a finite set here by only consid-
ering explicitly disclosed facts (and their negation).

can be represented by a matrix SD with dimensions
|T | × |P |. Each element sm,n is a tuple c ∈ C =
{(true to A, private), (true to A, shared), (false
to A, private), (false to A, shared)} representing
the ‘score’ of proposition pn at turn tm as a class,
like the example in Figure 1. Hence, the negation
of a fact that A considers true but has not been
mentioned yet is labelled as (false to A, private).3

That way, the scoreboard at a given turn t is given
by the t-th row in S and the whole matrix helps
visualising how the scoreboard is incrementally
updated throughout D.

Probing Task and Model. We design a classifi-
cation task to examine whether the continuous rep-
resentations of pretrained visual dialogue models
incrementally encode information about the score-
board represented by S. The probing classifier
is a function f : PD × RD,t → C, where PD

is the set of propositions in a dialogue D, R is
the space of hidden representations of a visual di-
alogue encoder and C are the scoreboard classes.
Based on the probing classifier architecture in He-
witt and Liang (2019), we approximate f as a neu-
ral network which maps a dialogue representation r
concatenated to a continuous representation z of a
proposition to a vector v with a probability distribu-
tion over classes, v = softmax(W2σ(W1[r; z]))
(bias term omitted), as illustrated in Figure 1. The
class is then predicted with the argmax function.

4 Data

Visual Dialogues and Encoders. We use the Vis-
Dial dataset v.1.0 (Das et al., 2017a) and the three
Q and A encoders (RL_DIV, SL and ICCV_RL)

3The scoreboard for Q is analogous, except that it cannot
differentiate the true/false dimension of private propositions.
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from Das et al. (2017b) and Murahari et al. (2019).
The first work implemented an end-to-end model
to train A and Q using reinforcement learning. The
latter is a follow-up study that adds an auxiliary ob-
jective function to encourage Q to ask more diverse
questions.4 The VisDial training set contains im-
ages from the MS COCO dataset (Lin et al., 2014).
Proposition embeddings z are built with Sentence-
Transformers (Reimers and Gurevych, 2019).

Generating Probes. The sets PD are program-
matically generated by manipulating QA pairs us-
ing rules that identify common lexical and syntactic
patterns in VisDial, in a similar fashion as Demszky
et al. (2018) and Ribeiro et al. (2019). Whenever
the pattern of a QA pair matches a rule, a direct
entailment and a direct contradiction are generated,
as those shown in Figure 1.5

Dataset Construction. We retrieve the pre-
trained dialogue context representations RD =
{rl|0 ≤ l ≤ 10}, where rl is the hidden state
of the encoder after it processed the dialogue up to
turn l in T (and the image and next question for A).
We then pair elements in RD with the embeddings
of the generated propositions pij in PD, forming
tuples {(rl, pij)|0 ≤ l ≤ 10, 1 ≤ j ≤ N} which
are mapped to the corresponding class c ∈ C. The
true to A or false to A status of a proposition pij re-
mains fixed for all turns in D, since it refers to a fact
(according to A’s beliefs) about the image, while
the private status holds for (r0, pij), . . . , (ri−1, p

i
j)

and shifts to shared for (ri, pij), . . . , (r10, p
i
j). The

probing dataset is thus composed of datapoints
(r, p, c)D for all D, for all turns’ representations
r ∈ RD, for all p ∈ PD. Propositions gener-
ated from captions are downsampled because they
outnumber the other turns, resulting in too many
propositions that are always shared. In order to
avoid bias with respect to the true/false dimension,
we sample the training set of propositions enforc-
ing that each type appears as true to A exactly the
same number of times as it does as false to A in
different dialogues. Table 1 presents a summary
(see Appendix for details).

5 Experiments

We train and test the classifier varying three as-
pects: i) A or Q, ii) main task with all classes in C

4Code and model checkpoints available under a BSD li-
cense at https://github.com/vmurahari3/visdial-diversity.

5The rule-based approach can only generate subsets of the
theoretical PD , but in enough number for the probing task.
See Appendix for details and examples.

train valid test

dialogues 95,369 1,979 6,880
propositions 344,988 23,060 44,954
proposition types 27,011 12,048 19,183
datapoints 3,794,868 253,660 312,102
vocab size 2,709 2,168 2,922
avg. |PD| 3.61 11.65 6.53

true to A and private 26.12 22.94 21.42
true to A and shared 23.87 27.05 28.57
false to A and private 26.08 22.94 21.42
false to A and shared 23.91 27.05 28.57

Table 1: Summary of the constructed datasets (after
balancing the training set) and proportion of each class.

(TFxPS), plus three variations with reduced dimen-
sions: Only true/false (TF), only private/shared
(PS) and merging true/false on the private cases
only (PxTSFS) and iii) control tasks (Hewitt and
Liang, 2019) (a) replacing r by a random vector (b)
replacing r by a null vector, both only on the train-
ing set, to quantify how much information can be
extracted from propositions alone during training.

Evaluation. Results are evaluated with accu-
racy on class predictions. To avoid any influence
that knowing the position in the dialogue could
have (early in the dialogue, propositions have a
greater chance of being private, and vice versa),
we evaluate the results at turn 5 (at which there
is a more balanced chance of a fact having been
mentioned or not). For the error analysis, we recon-
struct complete predicted scoreboards and evaluate
incremental aspects: In each column, only one shift
from private to shared should occur at the right turn
(except for caption propositions, which are always
shared) and the true/false status should not change.

Implementation. The classifier is implemented
with PyTorch (Paszke et al., 2019) and trained with
gradient descent using Adam optimizer (Kingma
and Ba, 2014) to minimize cross entropy.6

6 Results

Table 2 presents the accuracy of all models and
tasks at turn 5. The performance on the main task
is very similar across encoders, with differences
lower than 1.5%. Q outperforms A in all models
in the main task. While this is expected, since
Q’s representations must only keep track of the
dialogue whereas A must interpret the image, the
difference is only marginal.

6See Appendix for hyperparameters, model configurations
and details on reproducibility. Our code and documentation
are available at https://github.com/briemadu/scorekeeping.
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task TFxPS TF PS PxTSFS

model (a) (b) (c) (a) (b) (c) (a) (b) (c) (a) (b) (c)

A
main 61.80 62.37 61.31 73.05 72.50 72.41 77.29 77.31 77.13 65.57 65.49 65.83
random r 35.25 37.52 36.60 52.25 52.01 53.17 64.59 68.52 64.07 35.46 39.22 37.48
null r 37.43 37.19 37.42 50.65 50.65 50.67 62.79 62.85 62.66 37.36 37.51 37.35

Q
main - - - - - - 78.36 79.31 79.21 66.87 65.65 66.38
random r - - - - - - 60.44 60.53 61.43 35.49 34.58 34.86
null r - - - - - - 62.42 62.38 62.50 37.28 37.15 37.11

Table 2: Accuracy on test set at turn 5 (32,360 datapoints) for models (a) RL_DIV, (b) SL, (c) ICCV_RL. TFxPS
and TF are not applicable to Q because it has no information to distinguish between what A considers true or false
on the private dimension. The hypothesis that results of control tasks do not differ from their corresponding main
task is rejected for all cases using paired approximate permutation tests with 1,000 shuffles (p-value< 0.01).

For the TF task, the performance on the con-
trol tasks is close to random, as expected, but it
is higher than random for other tasks. We notice
that, while the training dataset is constructed to be
balanced in the true/false dimension, information
on the private/shared dimension has an inherent
bias that is more complex to counterbalance on the
training set. Despite the fact that datapoints in the
private class do not substantially outnumber the
shared class, we observe that each proposition type
can have a tendency to occur either early or late in
the dialogue (examples in Figure 2), causing them
to have an individual skewed distribution towards
shared or private at turn 5. This information leak
can be used as a shortcut by the classifier.7 Still,
A and Q’s representations lead to performances
between 8% and 32% higher than the control tasks
in all cases.
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Figure 2: Examples of skewed distributions over di-
alogue turns which can introduce bias on the pri-
vate/shared dimension.

Human Performance. Table 3 shows the human
performance, estimated as the average accuracy of
3 annotators (0.86 Fleiss’ κ on TFxPS) on a sample
of 94 datapoints, each from a different dialogue in
the test set (not only at turn 5). We observe that hu-
mans agree most of the times on their judgements

7As pointed by one of the reviewers, this may not be a
shortcoming, since it is how dialogue works and humans are
probably also exploiting this.

task TFxPS TF PS PxTSFS

human 91.84 94.32 97.51 96.09

A
RL_DIV 52.12 65.95 74.46 65.95
SL 50.00 72.34 73.40 68.08
ICCV_RL 52.12 71.27 77.65 67.02

Q
RL_DIV - - 75.53 62.76
SL - - 79.78 70.21
ICCV_RL - - 75.53 68.08

Table 3: Accuracy of human judgement compared to
the models on a sample (n=94, not only at turn 5).

and all models perform well below human level.
Error Analysis. We conduct an error analysis

on A, main task, TFxPS. The confusion matrix
in Figure 3 shows that it is easier to distinguish
between true/false to A in the shared dimension,
which can be a sign that dialogue information is
more salient in the representations than the image.
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Figure 3: Confusion matrix of predictions at turn 5.

The accuracy on all datapoints with proposition
types that occur on the training set is 67.69, higher
than for those that do not, which is 53.11.

When we reconstruct full predicted scoreboards,
some qualitative shortcomings become evident. A
shift from private to shared is predicted at the cor-
rect turn for 60.32% of the propositions but only
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38.24% shifts only at the correct turn. Besides, only
44.50% of the propositions have stable predictions
regarding the true/false to A dimension.

Figure 4 shows types of errors in the predictions
(the Appendix has more examples). We see the
same truth value assigned to opposite propositions,
the same proposition classified both as true and
false at different turns, as well as an occasional
oscillation between private/shared throughout the
dialogue. These are indications that, although accu-
racy per label is generally high, the representations
do not seem to always allow incrementally stable
and consistent predictions throughout the dialogue.

true to A / private
false to A / private

false to A / shared
true to A / shared

1

2

3

Figure 4: A portion of a predicted scoreboard with some
highlighted errors: 1) the same truth value on opposite
propositions, 2) oscillation between private and shared,
3) opposite truth values on the same proposition.

7 Scope and Limitations

The results on this paper comprise three visual di-
alogue models trained using a similar setting on
the same dataset. The preprocessing steps used by
these models replace some tokens by a UNK token
and truncate long captions, which prevents some
information to become shared as assumed. Further
investigation with other models and data is neces-
sary in future research in order to support more
general conclusions. The results also rely on the ca-
pabilities of the classifier. Although we performed
hyperparameter search, the probing classifier does
not completely overfit the full training dataset, thus
other architectures and hyperparatemeters can be
further investigated.

The rule-based generation of propositions has
limitations. It cannot generate propositions for all
QA pairs and some rules end up not always yield-
ing grammatically valid sentences, for instance be-
cause of countable/uncountable nouns, detection of
singular/plural forms and mistakes and typos deriv-
ing from the dialogues themselves. Besides, spuri-

ous patterns deriving from the implemented rules
or other confounds and inherent biases (e.g. Fig-
ure 2) may exist and be predictive of the classes,
which could be captured by the probing classifier
and influence (likely overestimating) the results.
Enforcing a balance on the training set in terms of
true/false to A solves one source of bias but causes
its distribution to differ from the validation and test
set. The test set also has a different distribution
because of its varying number of turns.

Finally, while the assumptions proposed in Sec-
tion 3 are necessary idealizations for using VisDial
for this task, they simplify essential aspects of di-
alogues, e.g. the uncertainty about a fact actually
being shared, memory limitations and the many
kinds of inference that are used in the accommoda-
tion of shared knowledge, such as presuppositions,
implicatures, entailments and implicit information.
Our method cannot capture background knowledge
not explicitly stated in dialogue turns.8

8 Conclusion

We have proposed a novel way to do theory-based
evaluation of visual dialogue models. Using diag-
nostic propositions, we investigated to what degree
neural network visual dialogue models incremen-
tally build up representations that are appropriate to
do scorekeeping of shared commitments through-
out a dialogue. The evaluated models trained on
VisDial capture part of this process, but not always
consistently, possibly because this ability is not
an elementary component of the training regime.
The relatively impoverished nature of the original
task in terms of coordination phenomena can also
limit the capability of models to build good dia-
logue representations (Schlangen, 2019). Future
work should extend the evaluation to other models
and reflect on how better and ecologically valid
diagnostic datasets for visual dialogues can be con-
structed.

9 Ethical Considerations

Propositions are direct manipulations of QA pairs
and thus reflect the subjective judgments of Vis-
Dial crowdworkers. Therefore, they are not per se
necessarily true or false with respect to the image,
but with respect to A’s interpretation expressed as
answers. Inappropriate content on images, captions
and dialogues can be replicated by the rule-based

8We thank the reviewers for pointing out some of the limi-
tations discussed in this section.
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proposition generation. To try to remedy this, we
filtered out dialogues containing words that could
be used for sensitive content. Despite our efforts,
we cannot guarantee that we could remove every-
thing, given the size of the dataset and the inherent
bias of how humans interpret images. As a result,
the only purpose of the propositions is performing
the evaluation as proposed here.
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Appendix

A Generating Propositions and
Constructing the Datasets

This section presents details about the procedure
to turn QA pairs from the VisDial dataset9 into
propositions.

Solving Pronouns. Coreference resolution is
specially challenging on visual dialogues, as dis-
cussed in Loáiciga et al. (2021). Despite the limi-
tations, we used the model proposed in Lee et al.
(2018) to replace pronouns (those that were de-
tected and solved) by their corresponding entity as
follows:

1. Merged caption and QA pairs into a single
string.

2. Passed string to coreference resolution model
to get coreference clusters.10

3. Assumed that the first element in the cluster
was the entity (its first mention).

4. For each dialogue, checked which questions
and answers contained pronouns of interest
(he, she, it, they, his, her, its, their, him, them,
hers, theirs, this, that, these, those) and re-
placed them with their corresponding cluster
entity, if detected. Assumed the pronoun her
was always possessive.

5. If the entity comprised more than N=5 to-
kens, we did not replace it (because entities
spanning over many tokens are very likely to
be long portions of the caption that result in
wrong propositions).

6. With postprocessing steps, put string back into
VisDial format.

On average, 2.24 pronouns were replaced per
dialogue on the training set, 2.43 on the validation
set and 1.15 on the test set.

Generating Propositions. Automatic genera-
tion of diagnostic datasets or adversarial examples
via programmatic manipulation rules or templates
is a usual step in probing studies, e.g. Johnson et al.
(2017), Shekhar et al. (2017), Ribeiro et al. (2018)
and Bitton et al. (2021). The main steps to turn
QA pairs into propositions were to some extent
based on Ribeiro et al. (2019) and Demszky et al.
(2018). We analysed common patterns of questions

9Available at https://visualdialog.org/
10Implementation by AllenNLP, version 2.1.0, at

https://demo.allennlp.org/coreference-resolution with their
pretrained model coref-spanbert-large-2021.03.10.
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and answers on VisDial and implemented 34 rules
that create entailments and contradictions. Some
rules are lexical (e.g. questions starting with ‘what
color is’ and whose answer has a color name) and
others depend on POS tag patterns extracted using
SpaCy v.3.0.5.11 Most rules work for polar ques-
tions, some work for other types of questions. We
noticed that some images and dialogues on VisDial
contain inappropriate content. To avoid replicating
this on the propositions, we filtered out dialogues
that contain words that may be sensitive (see code
documentation for details). Propositions were then
generated as follows:

1. Parsed the caption to extract nouns and adjec-
tives and generated caption propositions.

2. For each turn, checked whether it matched a
manipulation rule.

3. Every rule, when they were applied, generated
a direct entailment and a direct contradiction
(negation of the entailment).

4. Propositions that contained pronouns (for
cases in which coreference resolution did not
work), except for it, or that were too long
(more then 15 tokens) were excluded.

The code documentation has a more detailed
description of the rules. The next sections present
details of the resulting proposition sets. Note that
the number of dialogues in each set is smaller than
in the VisDial original splits, because some were
filtered out and others had no propositions.

Propositions have four attributes: i) kind of ma-
nipulation rule; ii) dialogue and turn from which
it derives; iii) a true/false status with respect to
what A thinks about the image; iv) the polarity
(positive/negative) of the answer, if applicable.

Downsampling and de-biasing. We noticed
that the proportion of caption propositions was
much larger than propositions deriving from other
turns, which would cause a considerable imbalance
towards facts that are always shared in the score-
board. Therefore, we sampled 15% of the caption
pairs (entailment and contradiction) on all datasets
to make the distribution over manipulated turns be
closer to uniform.

Furthermore, in preliminary experiments we ob-
served that propositions could give away informa-
tion on the true/false to A status. For instance,
‘there is a zebra.’ can appear very often as an en-
tailment (on the many photos showing zebras) but

11https://spacy.io/

rarely as a contradiction (dialogues where Q spon-
taneously asks ‘is there a zebra?’ and the answer is
‘no’). Besides, on rules that manipulate questions
that are not polar (what color is the dog? black.),
negation is always a contradiction. So the classi-
fier could make predictions based on the lexical
form alone. To counter this bias, we constructed
a balanced training dataset by sampling from the
original set while making sure that, for each p
that A established to be true with respect to an
image/dialogue, we also included an equal p paired
with an image/dialogue in which it is established
to be false. While this procedure reduced the size
of the training set, we ensured that predictions on
the true/false dimension would need to use the dia-
logue representations. We also limited the number
of p of the same kind to 2,000 (1,000 as entailment,
1,000 as contradiction), to avoid having very com-
mon propositions like ‘the photo is in color’ or ‘it
is sunny’ occurring too often.

Datasets used in the experiments. The fol-
lowing paragraphs discuss the final datasets used
in the experiments (i.e. after downsampling cap-
tions and balancing the training set). The frequency
over which turn was manipulated is shown in Fig-
ure 5. Although there is an imbalance towards
later turns on the training set, the proportion of pri-
vate/shared classes at turn 5 is relatively balanced
(around 44.5/55.5), partially due to the fact that, at
the last turn, no proposition is assigned a private
class. Figure 6 shows the frequency of the number
of turns that have been turned into propositions in
a dialogue. Table 4 show the proportion of each
type of proposition on the datasets. The training set
has less propositions that do not derive from polar
questions due to the balancing.

The propositions, paired to dialogue representa-
tions on each dialogue turn, with the class assigned
to each tuple can be seen as a layer of annotation
which is not predicted but constructed.
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Figure 5: Distribution over manipulated turns. The test
set has a different distribution because it has incomplete
dialogues with varying length.

37.20% of the validation proposition types and
31.58% of the test proposition types appear among
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Figure 6: Number of manipulated turns per dialogue.

train valid test

true to A 50.00 50.00 50.00
false to A 50.00 50.00 50.00

polar q, positive a 43.17 32.73 31.35
polar q, negative a 49.97 39.09 31.44
other q 6.84 28.16 37.19

Table 4: Proportion (%) of each type of proposition.

the training propositions. 82.68% of the validation
propositions and 79.63% of the test propositions
occur in only one dialogue. On average, a propo-
sition appears in 12.77 dialogues in the training
set, 1.91 dialogues in the validation set and 2.34
dialogues in the test set. 72.73% of the word types
in the validation set and 63.00% of the word types
in the test set occur in the training set.

Examples. Figure 10 shows dialogues from the
training set and the propositions generated for each
turn, after downsampling the caption propositions
(but before balancing). Propositions can inherit
grammatical or spelling problems from the dia-
logues themselves. Figure 1 in the main section
contains all propositions, before downsampling.

Collecting dialogue representations. To collect
the dialogue state representations, we adapted the
original train.py and evaluate.py scripts.12 To get
the representation at turn 10 for A, we needed to
feed a dummy next question made of the start and
the end symbols with a question mark token in
between.

Human Judgement. We randomly sampled 100
dialogues and one proposition on each of them.13

Then we sampled a random turn up to which the
corresponding dialogue would be shown. The an-
notators were non-native English speakers who
worked as student assistants at the Computational
Linguistics Lab of the University of Potsdam. The
task was explained to the annotators verbally and
then again in written form at the beginning of the
annotation. All participants saw the same data-

12https://github.com/vmurahari3/visdial-diversity
136 datapoints were later excluded due to a technical mis-

match after refactoring.

train valid test

manipulation rule
types

34 34 34

avr. manipulated
turns per dialogue

2.28 5.72 3.13

min. propositions
per dialogue

1 2 2

max. propositions
per dialogue

16 26 22

Table 5: Details of the proposition sets (after downsam-
pling and balancing).

points at a different random order, presented in a
setting as shown in Figure 7, and had to select one
of the four alternatives (which correspond to the
main task TFxPS).

<image>

<caption>

question 1

question 2

answer 1

answer 2

Proposition

Figure 7: How the task was presented for the annotators.

B Reproducibility

In this section, we present further details of the
implementation and additional results to support re-
producibility. More information can also be found
in the code documentation.

Hyperparameters. We used comet.ml’s14 im-
plementation of the Bayes algorithm for hyperpa-

14www.comet.ml
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rameter search on A, main task, TFxPS, RL_DIV,
aiming at maximizing accuracy on the validation
set, as well as some manual selections. The (non-
exhaustive) search space is shown in Table 6. The
optimal configuration was then used in all experi-
ments, with a maximum of 30 epochs and no early-
stopping. A preliminary test with an even larger
hidden dimension showed a very minor improve-
ment. For each experiment, we used the config-
uration that led to the best performance on the
validation set to get results on the test set. Each
experiment took between 50 and 60 minutes.

The sentence encoder models listed on Table 6
are available at HuggingFace’s Model Hub.15

Classifier architecture. The neural network was
implemented using Pytorch 1.7.1. The proposition
embeddings have 768 dimensions and the dialogue
context embeddings have 512 dimensions. We used
a sequential model from PyTorch with the follow-
ing layers and dimensions:16

1. linear layer (in features=768+512, out fea-
tures=1024, bias=True)

2. sigmoid function
3. dropout layer (p=0.1)
4. linear layer (in features=1024, out features=n

labels in {2,3,4}, bias=True)
5. softmax function + cross entropy loss

The models have 1,315,844, 1,314,819 and
1,313,794 trainable parameters for the classification
tasks with 4, 3 and 2 labels, respectively.

Infrastructure. The operating system used to
run experiments was Linux, release 5.4.0-99-
generic, processor x86_64. We had two GPUs
available (NVIDIA GeForce GTX 1080 Ti), but
each individual experiment used only one of them.

C Detailed Results

Table 7 shows the overall accuracy on all datapoints
(comprising all turns in the test set). Table 8 and
Table 9 show all results on the validation set.

On Figure 8 we split the accuracy per type of
proposition. Propositions that derive from negative
facts about the image (‘is there a dog? no.’) seem
to be harder than positive ones when they derive
from earlier turns, but they are easier to correctly

15https://huggingface.co/sentence-transformers
16During development, we also experimented with a shal-

low version, which did not perform very well, and a version
with more layers, whose performance gain was not substantial.
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Figure 8: Accuracy per type of proposition (A, main,
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Figure 9: Mean accuracy on dialogue level over turns
(A, main, TFxPS, RL_DIV).

classify when they derive from later turns. Propo-
sitions deriving from questions that are not polar
are harder (which may be a consequence of the
balanced dataset selection that results in few propo-
sitions of this type for training). We also see that
propositions derived from manipulating later turns
are, in general, harder to classify.

When we consider each row of the scoreboard
(representing the scoreboard at a given turn), we
can inspect how accuracy evolves over turns, illus-
trated in Figure 9.

For the error analysis on captions, a right shift
from private to shared means that the class at turn 0
is shared. Shifting only at the right turn means that
it starts as shared and does not shift at any turn.
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Hyperparameter Values Selected

batch size 64, 128, 256, 512 512
clipping 0.0, 0.25, 0.5, 1, 5 1
dropout 0.0, 0.1, 0.3, 0.5 0.1

hidden dimension 64, 128, 256, 512, 1024 1024
learning rate 1e-5, 1e-3, 3e-5, 3e-3, 1e-2 0.001
random seed 2204, 10, 142, 54321 54321

sentence encoder stsb-bert-base, paraphrase-mpnet-base-v2, nli-roberta-
base-v2, stsb-roberta-base-v2

paraphrase-mpnet-base-v2

Table 6: Hyperparameters tried in the (non-exhaustive) search and selected hyperparameters used in all final
experiments.

task TFxPS TF PS PxTSFS

model (a) (b) (c) (a) (b) (c) (a) (b) (c) (a) (b) (c)

A
main 62.04 62.33 61.78 71.02 70.92 70.79 80.94 81.24 80.79 73.06 73.36 73.47
random r 35.10 35.56 35.12 52.48 51.82 53.17 60.35 60.65 60.46 47.95 48.65 48.62
null r 37.66 37.52 37.71 50.61 50.60 50.61 60.25 60.24 60.21 50.64 50.86 50.62

Q
main - - - - - - 82.02 83.15 83.06 74.35 73.90 74.42
random r - - - - - - 59.00 59.75 60.06 48.80 48.32 48.49
null r - - - - - - 60.18 60.13 60.15 50.64 50.56 50.53

Table 7: Accuracy on the test set (all turns) for models (a) RL_DIV, (b) SL, (c) ICCV_RL.

task TFxPS TF PS PxTSFS

model (a) (b) (c) (a) (b) (c) (a) (b) (c) (a) (b) (c)

A
main 57.97 58.03 57.31 70.32 70.45 70.35 76.31 77.17 75.97 68.13 69.15 68.41
random r 33.48 35.76 35.53 52.45 52.93 53.69 62.09 61.85 58.51 51.14 50.72 49.90
null r 37.44 37.39 37.55 50.75 50.75 50.75 63.94 63.91 63.92 53.05 52.95 53.10

Q
main - - - - - - 78.49 79.74 79.22 71.62 71.37 71.28
random r - - - - - - 62.30 60.80 61.16 52.12 51.58 51.69
null r - - - - - - 63.89 63.82 63.86 53.17 52.98 52.99

Table 8: Accuracy on the validation set (turn 5) for models (a) RL_DIV, (b) SL, (c) ICCV_RL.

task TFxPS TF PS PxTSFS

model (a) (b) (c) (a) (b) (c) (a) (b) (c) (a) (b) (c)

A
main 62.46 62.55 62.30 69.59 69.83 69.52 85.00 85.34 84.82 74.74 75.13 74.97
random r 33.52 33.86 33.54 52.42 52.85 53.55 59.54 59.64 59.88 49.53 49.55 50.02
null r 34.84 34.75 34.88 50.74 50.74 50.74 59.75 59.73 59.71 51.14 51.01 51.13

Q
main - - - - - - 85.33 86.23 86.37 76.23 75.79 76.15
random r - - - - - - 58.70 60.43 60.45 50.01 49.88 50.02
null r - - - - - - 59.68 59.63 59.63 51.25 51.16 51.16

Table 9: Accuracy on the validation set (all turns) for models (a) RL_DIV, (b) SL, (c) ICCV_RL.
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a dog that is looking at a herd of sheep.
    none
are there any people? no.
    there are no people.
    there are people.
what color is the dog? whitish tan.
    the dog is tan.
    the dog is not tan.
is this in color? yes.
    the image is in color.
    the image is not in color.
is this a large field? very large.
    none
is there tall grass? no.
    there is no tall grass.
    there is tall grass.
is it sunny? a little.
    none
can you see a fence? no fences.
    one cannot see any fence.
    one can see a fence.
are there trees? 0.
    there are no trees.
    there are trees.
can you see mountains? i see a hillside.
    none
any buildings? no buildings at all.
    there are no buildings.
    there are buildings.

this is a white kitchen with a window.
    none
do you see a stove? yes.
    one can see a stove.
    one cannot see any stove.
what color is the stove? white and black.
    the stove is white and black.
    the stove is not white and black.
do you see a sink? yes.
    one can see a sink.
    one cannot see any sink.
can you see the fridge? no.
    one cannot see any fridge.
    one can see a fridge.
do the window have any curtains? no curtains.
    the window do not have any curtains.
    the window have any curtains.
do you see a dishwasher? no.
    one cannot see any dishwasher.
    one can see a dishwasher.
do you see any blinds? no blinds.
    one cannot see any blinds.
    one can see blinds.
any pictures on the wall? 0.
    there are no pictures on the wall.
    there are pictures on the wall.
do you see any people? no people are in the room.
    one cannot see any people.
    one can see people.
what color is the floors? grey.
    the floors is grey.
    the floors is not grey.

a serving of dessert that includes various berries.
    none
does this food look appetizing? no.
    none
is veggies on dish? nope just fruit.
    none
do you see apples? no apples.
    one cannot see any apples.
    one can see apples.
do you see grapes? no gapes at all.
    one cannot see any grapes.
    one can see grapes.
what is main fruit on dish? strawberries and blueberries.
    none
do strawberries still have green on them? yes it does.
    none
are blueberries large? no small and smashed.
    the blueberries are not large.
    the blueberries are large.
can you tell what color plate is? it is white bowl.
    none
can you tell color of table? no,.
    none
do you see people? no.
    one cannot see any people.
    one can see people.

a black cat laying in the sun on a green bench.
    one can see a black cat.
    one cannot see a black cat.
is the bench chipped? no it's not.
    the bench is not chipped.
    the bench is chipped.
is it wood or metal? it looks metal to me.
    none
is the cat sleep? no i see the eye to be open.
    the cat is not sleep.
    the cat is sleep.
any other cats? i can see only 1 cat.
    none
any people? no.
    there are no people.
    there are people.
is it day? yes it is.
    none
any sunshine? yes nice sunshine.
    there is a sunshine.
    there is no sunshine.
is this in a yard or park? it's a park.
    none
is the field big? no in the picture.
    the field is not big.
    the field is big.
angry birds? i don't see any birds.
    none

Figure 10: Example of generated propositions for VisDial dialogues (CC-BY 4.0) from the training set, after
downsampling captions and before balancing.
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one can see a red toothbrush.

one cannot se
e a red toothbrush.

the person is m
ale.

the person is n
ot male.

the dog is t
an.

the dog is n
ot ta

n.

one can see dog's te
eth.

one cannot se
e any dog's te

eth.

one can see walls.

one cannot se
e any walls.

there is a
 light on.

there is n
o light on.

a person brushing their dogs teeth with a red toothbrush.
are they in the bathroom? no, i don't think so.

are they inside? yes.
is the person male? i think so, but i can't see the person's face.

is the person blonde? not sure, can't see the hair.
is the dog big or small? medium to large size.

what color is the dog? tan color.
can you see the dog's teeth? yes.

is there anyone else there? no.
can you see walls? yes.
is there a light on? yes.

answerer scoreboard predictions

the man's h
air is

 black.

the man's h
air is

 not black.

the jacket is 
brown.

the jacket is 
not brown.

one can see a sky.

one cannot se
e any sky.

there is a
n evening.

there is n
o evening.

there is n
o logos or writin

g.

there is l
ogos or writin

g.

there is n
o tre

es.

there is t
rees.

there is n
o cars.

there is c
ars.

one cannot se
e any sun.

one can see a sun.

a man sits on a bench while facing a lighted cityscape at night.
what color is the man? don t know.

what color is the man wearing? a leather jacket.
what color is the man's hair? black.

what color is the jacket? brown.
can you see the sky? yes.

is it night or day? evening.
is there any logos or writing? no.

is there any trees? no.
is there any cars? no.

can you see the sun? no.
answerer scoreboard predictions

one can see a soda cle
arly.

one cannot se
e any soda cle

arly.

the pictu
re is a

n amateur.

the pictu
re is n

ot an amateur.

a person standing at a table holding a cell phone and a can of soda over the table.
can you see the soda clearly? yes i can.

can you tell the brand? coca cola.
is the picture a pro pic or amateur? amateur.

can you tell the person's gender? he is a male.
is the younger or older than 20? i can't see a face.

can you see his shirt? yes i can.
what color is it? white dress shirt.
can you see his pants? yes i can.

what kind of material are they? looks like cotton.
can you tell the color? all black.

answerer scoreboard predictions

there is a
 top.

there is n
o top.

the cat is 
small.

the cat is 
not sm

all.

the kitten is w
hite and gray.

the kitten is n
ot white and gray.

the cat is 
not playing.

the cat is 
playing.

a kitten laying on top of the laptop keyboard.
is the cat small? yes, it is a small kitten.

what color is the kitten? the kitten is gray and white.
is this at a house? it seems to be a house.

what part of the house? it appears to be a bedroom.
do you see any windows? there are no windows visible.

do you see a bed? i see part of a bed.
is the cat playing? the cat is just laying on its side.

is the anything near the laptop? there are books and a water bottle next to the laptop.
is the lid on the water bottle? yes, it appears to be capped.

is the cat playing? no, the cat is laying on its side.
answerer scoreboard predictions

there are no people.

there are people.

there is a
 color.

there is n
o color.

the sun is s
hining.

the sun is n
ot sh

ining.

the tra
in is g

rey and yellow.

the tra
in is n

ot grey and yellow.

there are no tre
es.

there are tre
es.

a train carrying a line of water tanks on a train track at an empty terminal surrounded by brick buildings.
is they train long? no.

how many water tanks? about 8.
how many buildings? 3.

any people? no.
color or black&white? color.

is it raining? no.
is the sun shining? yes.

what color is the train? yellow and grey.
are there trees? no.

are the buildings run down? no.
answerer scoreboard predictions

there are no other animals a
round.

there are other animals a
round.

it lo
oks lik

e summertim
e.

it does not look like summertim
e.

there is n
o grass o

n the ground.

there is g
rass o

n the ground.

there are no people around.

there are people around.

the elephants a
re cle

an.

the elephants a
re not cle

an.

the elephants a
re not all fu

ll siz
e.

the elephants a
re all fu

ll siz
e.

a few elephants at the watering hole on a hot day.
how many elephants are there? 3.

are there any other animals around? no others.
are they at a large body of water? it doesn't appear to be but i can only see the shoreline.

does it look like summertime? yes, it does.
is the sun out? yes, it is.

is there any grass on the ground? no grass but there are bushes behind the elephants.
are they in the zoo or the wild? i think it would be in the wild.

are there any people around? no people.
are the elephants clean or dirty? they are mostly clean but have some dirt on their backs.

are the elephants all full size? no there is a baby with them.
answerer scoreboard predictions

true to A / shared

false to A / shared

true to A / private

false to A / private

Figure 11: Examples of complete predicted scoreboards by A, main task, RL_DIV on TFxPS. All dialogues are
from the VisDial validation set (CC-BY 4.0).
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Abstract

Label smoothing and vocabulary sharing are
two widely used techniques in neural machine
translation models. However, we argue that
simply applying both techniques can be con-
flicting and even leads to sub-optimal perfor-
mance. When allocating smoothed probability,
original label smoothing treats the source-side
words that would never appear in the target
language equally to the real target-side words,
which could bias the translation model. To
address this issue, we propose Masked La-
bel Smoothing (MLS), a new mechanism that
masks the soft label probability of source-side
words to zero. Simple yet effective, MLS man-
ages to better integrate label smoothing with
vocabulary sharing. Our extensive experiments
show that MLS consistently yields improve-
ment over original label smoothing on different
datasets, including bilingual and multilingual
translation from both translation quality and
model’s calibration. Our code is released at
PKUnlp-icler.

1 Introduction

Recent advances in Transformer-based (Vaswani
et al., 2017) models have achieved remarkable suc-
cess in Neural Machine Translation (NMT). For
most NMT studies (Vaswani et al., 2017; Song
et al., 2019; Lin et al., 2020; Liu et al., 2020; Ma
et al., 2021), there are two widely used techniques
to improve the quality of the translation: Label
Smoothing (LS) and Vocabulary Sharing (VS). La-
bel smoothing (Pereyra et al., 2017) turns the hard
one-hot labels into a soft weighted mixture of the
golden label and the uniform distribution over the
whole vocabulary, which serves as an effective reg-
ularization technique to prevent over-fitting and
over-confidence (Müller et al., 2019) of the model.
In addition, vocabulary sharing (Xia et al., 2019) is
another commonly used technique, which unifies

*Corresponding author

S
und der
die …

German English

für next
sein
sch@@ 

…
ri@@
…

council

C T S C T

Chinese Japanese

⾏政, 恋
…

ただし,
から…

然⽽，
但是…

Figure 1: Venn diagram showing the structure of the
shared vocabulary, which can be divided into three parts:
Source (S), Common (C), and Target (T).

Model DE-EN VI-EN

Transformer 33.54 29.95
- w/ Label Smoothing (LS) 34.76 30.73
- w/ Vocabulary Sharing (VS) 33.83 29.36
- w/ LS+VS † 34.56 30.41

Table 1: Results in IWSLT’14 DE-EN and IWSLT’15
VI-EN datasets.† denotes consistent setting to Vaswani
et al. (2017). Jointly adopting label smoothing and
vocabulary sharing techniques cannot achieve further
improvements, but leads to sub-optimal performance.

the vocabulary of both source and target language
into a whole vocabulary, and therefore the vocabu-
lary is shared. It enhances the semantic correlation
between the two languages and reduces the number
of total parameters of the embedding matrices.

However, in this paper, we argue that jointly
adopting both label smoothing and vocabulary shar-
ing techniques can be conflicting, and leads to sub-
optimal performance. Specifically, with vocabulary
sharing, the shared vocabulary can be divided into
three parts as shown in Figure 1. But with label
smoothing, the soft label still considers the words
at the source side that are impossible to appear at
the target side. This would mislead the translation
model and exerts a negative effect on the transla-
tion performance. As shown in Table 1, although
introducing label smoothing or vocabulary sharing
alone can improve the vanilla Transformer, jointly
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adopting both of them cannot obtain further im-
provements but achieves sub-optimal results.

To address the conflict of label smoothing and
vocabulary sharing, we first propose a new mecha-
nism named Weighted Label Smoothing (WLS) to
control the smoothed probability distribution and
its parameter-free version Masked Label Smooth-
ing (MLS). Simple yet effective, MLS constrains
the soft label not to assign soft probability to the
words only belonging to the source side. In this
way, we not only keeps the benefits of both label
smoothing and vocabulary sharing, but also address
the conflict of these two techniques to improve the
quality of the translation.

According to our experiments, MLS leads to
a better translation not only in scores like BLEU
but also reports improvement in model’s calibra-
tion. Compared with original label smoothing
with vocabulary sharing, MLS outperforms in
WMT’14 EN-DE(+0.47 BLEU), WMT’16 EN-RO
(+0.33 BLEU) and other 7 language pairs including
DE,RO-EN multilingual translation task.

2 Background

Label Smoothing The original label smoothing
can be formalized as:

ŷLS = ŷ(1− α) +α/K (1)

K denotes the number of classes, α is the label
smoothing parameter, α/K is the soft label, ŷ is a
vector where the correct label equals to 1 and others
equal to zero and ŷLS is the modified targets.

Label smoothing is first introduced to image
classification (Szegedy et al., 2016) task. Pereyra
et al. (2017); Edunov et al. (2018) explore label
smoothing’s application in Sequence generation
from token level and Norouzi et al. (2016) propose
sentence level’s label smoothing. Theoretically,
Müller et al. (2019); Meister et al. (2020) all point
out the relation between label smoothing and en-
tropy regularization. Gao et al. (2020) explores
the best recipe when applying label smoothing to
machine translation. To generate more reliable soft
labels, Lukasik et al. (2020) takes semantically sim-
ilar n-grams overlap into consideration level label
smoothing. Wang et al. (2020) proposes Graduate
Label Smoothing that generate soft label according
to the different confidence scores of model. To
the best of our knowledge, we are the first to in-
vestigate label smoothing’s influence on machine
translation from the perspective of languages.

Category DE->EN RO->EN VI->EN

Source 39% 50% 36%
Common 20% 8% 11%
Target 41% 42% 53%

Table 2: The distribution of different categories of the
shared vocabulary forWMT’14 DE-EN, WMT’16 RO-
EN, and IWSLT’15 VI-EN datasets. The proportion of
tokens belonging to source category is up to 50%, which
might mislead the translation model.

Vocabulary Sharing Vocabulary sharing is
widely applied in most neural machine translation
studies (Vaswani et al., 2017; Song et al., 2019; Lin
et al., 2020). Researchers have conducted in-depth
studies in Vocabulary Sharing. Liu et al. (2019)
propose shared-private bilingual word embeddings,
which give a closer relationship between the source
and target embeddings. While Kim et al. (2019)
point out that there is an vocabulary mismatch be-
tween parent and child languages in shared multi-
lingual word embedding.

3 Conflict Between Label Smoothing and
Vocabulary Sharing

Words or subwords in a language pair’s joint dictio-
nary can be categorized into three classes: source,
common and target using Venn Diagram accord-
ing to their belonging to certain language as de-
picted in Figure 1. This can be achieved by check-
ing whether one token in the joint vocabulary also
belongs to the source/target vocabulary. We formal-
ized the categorization algorithm in Appendix A.

Then we compute the tokens’ distribution in dif-
ferent translation directions as shown in Table 2.
Tokens in source class account for a large propor-
tion up to 50%. When label smoothing and vocab-
ulary sharing are together applied, the smoothed
probability will be allocated to words that belong
to the source class. Those words have zero overlap
with the possible target words, therefore they have
no chance to appear in the target sentence. Allocat-
ing smoothed probability to them might introduce
extra bias for the translation system during training
process, unavoidably leading to a higher translation
perplexity as also revealed by Müller et al. (2019).

Table 3 reveals the existence of conflict, that the
joint use of label smoothing and vocabulary sharing
doesn’t compare with solely use one technique in
all language pairs with a maximum loss of 0.32
BLEU score.
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4 Methods

4.1 Weighted Label Smoothing

To deal with the conflict when executing la-
bel smoothing, we propose a plug-and-play
Weighted Label Smoothing mechanism to control
the smoothed probability’s distribution.

Weighted Label Smoothing(WLS) has three pa-
rameters βt, βc, βs apart from the label smoothing
parameter α, where the ratio of the three parame-
ters represents the portion of smoothed probability
allocated to the target, common and source class
and the sum of the three parameters is 1. The
distribution within token class follows a uniform
distribution. WLS can be formalized as:

ŷWLS = ŷ(1− α) + β (2)

where ŷ is a vector where the element corre-
sponding to the correct token equals to 1 and others
equal to zero. β is a vector that controls the distri-
bution of probability allocated to incorrect tokens.
We use ti, ci, si to represent probability allocated
to the i-th token in the target,common,source cate-
gory, all of which form the distribution controlling
vector β with

∑K
i βi = α. The restriction can be

formalized as:∑
ti :

∑
ci :

∑
si = βt : βc : βs (3)

4.2 Masked Label Smoothing

Based on the Weight Label Smoothing mechanism,
we can now implement Masked Label Smoothing
by set βs to 0 and regard the target and common
category as one category. In this way, Masked
Label Smoothing is parameter-free and implicitly
injects external knowledge to the model. And we
have found out that this simple setting can reach
satisfactory results according our experiments.

We illustrate different label smoothing methods
in Figure 2. It is worth noticing that MLS is differ-
ent from setting WLS’s parameters to 1-1-0 since
there might be different number of tokens in the
common and target vocab.

5 Experiments

5.1 Task Settings

For bilingual translation, we conduct experiments
on 7 translation tasks. We choose language
pairs that have different ratio of common sub-
words. These include WMT’14 DE-EN,EN-DE,
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Masked Label Smoothing

Figure 2: Illustration of different label smoothing meth-
ods. The height of each bar in the graph denoted the
probability allocated to each token. y′ is the current
token during current decoding phase. We assume that
there are only 10 tokens in the joint vocabulary and t1-t3
belongs to target class, c1-c3 belongs to common class
and s1-s3 belongs to source class.

IWSLT’14 DE-EN, IWSLT’15 VI-EN, WMT’16
RO-EN,EN-RO and CASIA ZH-EN.

We use the official train-dev-test split of
WMT’14, 16 and IWSLT’14, 15 datasets. For CA-
SIA ZH-EN dataset, we randomly select 5000 sen-
tences as development set and 5000 sentences as
test set from the total dataset.

For multilingual translation, we combine the
WMT’16 RO-EN and IWSLT’14 DE-EN datasets
to formulate a RO,DE-EN translation task. We also
make a balanced multilingual dataset that has equal
numbers of DE-EN and RO-EN training examples
to reduce the impact of imbalance languages and
to explore how MLS performs under different data
distribution condition in multilingual translation.

We apply the Transformer base (Vaswani et al.,
2017) model as our baseline model. We fix the
label smoothing parameter α to 0.1 in the main
experiments and individually experiment and ex-
amine the performance of MLS under different α.

We use compound_split_bleu.sh from fairseq to
compute the final bleu scores. The inference ECE
score1 and chrF score2 are computed through open
source scripts. We list the concrete training and
evaluation settings in Appendix B.

5.2 Results

Bilingual Table 3 shows the results of bilingual
translation experiments. The results reveal the con-
flict between LS and VS that models with only LS

1https://github.com/shuo-git/InfECE
2https://github.com/m-popovic/chrF
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(a) Bilingual Translation
WMT’16 IWSLT’14 WMT’14 IWSLT’15 CASIA

Model RO-EN EN-RO DE-EN DE-EN EN-DE VI-EN ZH-EN

Transformer 22.03 19.61 33.54 30.85 27.21 29.95 20.66
- w/ VS 22.20 19.91 33.83 31.08 27.51 29.36 20.88
- w/ LS 22.96 20.68 34.76 31.14 27.53 30.73 21.10
- w/ LS+VS 22.89 20.59 34.56 30.98 27.44 30.41 21.04
- w/ MLS (ours) 23.22** 20.88** 35.04** 31.43* 27.91* 30.57* 21.23*

(b) Multilingual Translation
IWSLT’14+WMT’16 IWSLT’14+WMT’16†

Model DE,RO-EN DE-EN RO-EN DE,RO-EN DE-EN RO-EN

- w/ LS+VS 33.78 37.24 23.15 33.25 37.44 20.40
- w/ MLS (ours) 34.10** 37.53** 23.19 33.53** 37.77** 20.86**

Table 3: Results of bilingual translation tasks (a) and multilingual translation (b). † denotes the balanced version of
multilingual translation data. Same conflict between LS and VS occurs in all language pairs. Our MLS outperforms
the original label smoothing with vocabulary sharing with significance levels when of p < 0.01 (**), p < 0.05 (*)
and also beats individually using LS or VS in most cases.

surpass models with both LS and VS in all exper-
iments. Our Masked Label Smoothing obtained
consistent improvements over original LS+VS in
all tested language pairs significantly.

The effectiveness of MLS maintained under dif-
ferent α value as shown in Table 4 for both BLEU
and chrF scores. Similar to Gao et al. (2020)’s
conclusion, we find that a higher α can generally
improve the bilingual translation quality. And ap-
plying MLS can further improve the results. It
shows that not only the probability increase in tar-
get vocabulary, but also the allocation of smoothed
probabilities in different languages matters in the
improvement of translation performance.

Multilingual As shown in Table 3, MLS achieves
consistent improvement over the original label
smoothing in both the original and the balanced
multilingual translation dataset under all transla-
tion directions. In the original combined dataset,
direction RO-EN (400K) has much more samples
than DE-EN (160K). We do not apply a resampling
strategy during training in order to investigate how
the imbalance condition affects different models’
performance. The balanced version cuts down sam-
ples in RO-EN direction to the same number as in
DE-EN direction.

Compared with the imbalance version, the bal-
anced version gave better BLEU scores in DE-EN
direction while much worse performance in RO-
EN translation for both the original label smoothing
and MLS. It indicates that the cut down on RO-EN

(a) EN-RO
Scores BLEU(chrF)

α 0.1 0.3 0.5
LS+VS 20.54(45.54) 20.65(45.79) 20.62(45.7)
MLS 20.57(45.68) 20.99(46.29) 21.10(46.4)

(b) RO-EN
Scores BLEU(chrF)

α 0.1 0.3 0.5
LS+VS 22.54(47.09) 22.95(47.29) 22.98(47.23)
MLS 22.89(48.23) 23.10(48.36) 23.07(47.39)

Table 4: Individual experiment on α. BLEU and chrF
scores are reported under different label smoothing α
on WMT’16 EN-RO (a) and RO-EN (b) datasets.

training examples does weaken the generalization
of model in RO-EN translation however doesn’t
influence the DE-EN translation quality since the
RO-EN data might introduce bias to the training
process for DE-EN translation.

Even under imbalance condition, MLS can give
a better performance (37.53) compared to original
LS in the balance condition (37.44). It implies that
MLS can relieve the imbalance data issue in multi-
lingual translation. However, the improvement in
relative high-resources direction (RO-EN) is not as
significant as in the balanced condition. We guess
that label smoothing has more complex influence
on multilingual model due to the increase of lan-
guages and relation among different languages. We
leave those questions for future exploration.
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βt βc βs RO-EN EN-RO DE-EN

- - - 22.80 23.15 30.94
1/3 1/3 1/3 22.68 23.19 31.40
1/2 1/2 0 23.05 23.19 31.18
1/2 0 1/2 22.86 23.01 31.33
0 1/2 1/2 22.22 23.33 30.85

1/2 1/4 1/4 22.73 23.16 30.92

Table 5: Value "-" denotes the original label smoothing.
WLS generally can improve the translation quality with
appropriate parameters. Scores are computed using the
development set of each direction.

6 Discussion

6.1 Exploring of Weighted Label Smoothing

As reported in Table 5, we explore the influ-
ence of different WLS on multiple tasks including
WMT’16 RO-EN,EN-RO and WMT’14 DE-EN.

According to the result, though the best BLEU
score’s WLS setting vary from different tasks and
there seems to exist a more complex relation be-
tween the probability allocation and the BLEU
score, we still have two observations. First, apply-
ing WLS can generally boost the quality of trans-
lation compared to the original label smoothing.
Second, only WLS with βt, βc, βs each equals to
1/2-1/2-0 can outperform the original label smooth-
ing on all tasks, which suggests the setting is the
most robust one. Thus we recommend using this
setting as the initial setting when applying WLS.

Furthermore, the most robust setting agrees with
the form of MLS since they both allocate zero prob-
ability to the source category’s tokens, which fur-
ther proves the robustness of MLS.

6.2 Improvement in Model’s Calibration and
Translation Perplexity

Müller et al. (2019) have pointed out label smooth-
ing prevents the model from becoming over-
confident therefore improve the calibration of
model. Since there is a training-inference discrep-
ancy in NMT models, inference ECE score (Wang
et al., 2020) better reflects models’ real calibration.

To compute the ECE scores, we need to split
the model’s predictions into M bins according to
the output confidence and calculate the weighted
average of bin’s confidence/accuracy difference as
the ECE scores considering the number of samples

Model DE-EN VI-EN DE,RO-EN DE,RO-EN*

- w/ LS+VS 9.77 13.07 11.62 10.77
- w/ MLS 9.67 12.63 11.37 8.82

Table 6: Inference ECE score (less is better) on different
translation tasks. ∗ denotes the balanced version of
multilingual data. MLS leads to an average of 0.7 lower
ECE score, suggesting better model calibration.

in each bin.

ECE =
M∑
i=1

|Bi|
N

|acc (Bi)− confidence (Bi)|

where N is the number of total prediction sam-
ples and Bi is the number of samples in the i-th bin.
acc (Bi) is the average accuracy in the i-th bin.

The score denotes the difference between ac-
curacy and confidence of models’ output during
inference. Less ECE implies better calibration.

The inference ECE scores of our models are
shown in Table 6. It turns out that models with
MLS have lower Inference ECE scores on different
datasets. The results indicate that MLS will lead to
better model calibration.

We also find out that MLS leads to a significantly
lower perplexity than LS during the early stage of
training in all of our experiments. It’s not surpris-
ing since zeroing the source side words’ smoothed
probability can decrease the perplexity. It can be
another reason for model’s better translation perfor-
mance since it gives a better training initialization.

7 Conclusion

We reveal the conflict between label smoothing
and vocabulary sharing techniques in NMT that
jointly adopting the two techniques can lead to sub-
optimal performance. To address this issue, we in-
troduce Masked Label Smoothing to eliminate the
conflict by reallocating the smoothed probabilities
according to the languages’ differences. Simple yet
effective, MLS shows improvement over original
label smoothing from both translation quality and
model’s calibration on a wide range of tasks.
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A Algorithm

Algorithm 1 Divide Token Categories
Input: List: S, T, J
Output: List: A,B,C
Description: S is the vocabulary list for source

language, T for target language, J for joint vocabu-
lary. A is the output vocabulary for source tokens,
B for common tokens, C for target tokens.

1: Initialize empty list A,B,C
2: for i in J do
3: if i in S and i in T then
4: B.add(i)
5: else
6: if i in S then
7: A.add(i)
8: else
9: C.add(i)

10: return A,B,C

B Experiment Details

We evaluate our method upon Transformer-Base
(Vaswani et al., 2017) and conduct experiments
under same hyper-parameters for fair comparison.
We use fairseq (Ott et al., 2019) as the main code
base.

Before training, we first apply BPE (Sennrich
et al., 2016) to tokenize the corpus for 16k steps
each language and then learn a joint dictionary.
During training, the label smoothing parameter α
is set to 0.1 except for Table 4’s exploration in
alpha values. We use Adam optimizer with betas
to be (0.9,0.98) and learning rate is 0.0007. During
warming up steps, the initial learning rate is 1e-
7 and there are 1000 warm-up steps. We use a
batch-size of 2048 together with an update-freq of
4 on two NVIDIA 3090 GPUs. Dropout rate is
set to 0.3 and weight decay is set to 0.0001 for all
experiments. We average the last 3 checkpoints
to generate the final model in the main bilingual
experiments before inferring on the test set. We
use beam size as 5 during all testing.
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Abstract
Multi-Label Text Classification (MLTC) is a
fundamental and challenging task in natural
language processing. Previous studies mainly
focus on learning text representation and mod-
eling label correlation. However, they neglect
the rich knowledge from the existing similar in-
stances when predicting labels of a specific text.
To address this oversight, we propose a k near-
est neighbor (kNN) mechanism which retrieves
several neighbor instances and interpolates the
model output with their labels. Moreover, we
design a multi-label contrastive learning objec-
tive that makes the model aware of the kNN
classification process and improves the qual-
ity of the retrieved neighbors during inference.
Extensive experiments show that our method
can bring consistent and considerable perfor-
mance improvement to multiple MLTC mod-
els including the state-of-the-art pretrained and
non-pretrained ones.

1 Introduction

Multi-Label Text Classification (MLTC) is a funda-
mental task in natural language processing, which
can be found in many real-world scenarios such as
web page tagging (Jain et al., 2016), topic recogni-
tion (Yang et al., 2016), sentiment analysis (Wang
et al., 2016) and so on. Different from multi-class
classification where only one label is identified as
positive, MLTC aims to assign multiple labels from
a predefined set to each text.

Till now, extensive research has been carried
out to solve the MLTC task. Among them, some
methods focus on learning enhanced text represen-
tation with deep neural networks (Kurata et al.,
2016; Liu et al., 2016) or the label-wise attention
mechanism (Xiao et al., 2019; Ma et al., 2021).
Meanwhile, others try to model the label correla-
tion by the sequential prediction (Nam et al., 2017;
Yang et al., 2018), iterative reasoning (Wang et al.,
2021), or graph neural networks (Ma et al., 2021).

∗∗ Corresponding author.

Text Labels

The mutual information of two
random variables is commonly
used in learning bayesian nets
as well as in other fields ...

math.ST
math.IT
stat.TH

cs.IT
cs.AI

Mutual information is widely
used, to measure the stochastic
dependence of categorical
random variables in order
to address questions ...

math.ST
math.IT
stat.TH

cs.IT
cs.AI
cs.LG

Table 1: An example of two papers from arXiv.

However, during inference, these methods ne-
glect the rich knowledge which can be directly ob-
tained from the existing training instances. Utiliz-
ing this knowledge can assist the model to predict
more accurately. For example, Tab. 1 lists two pa-
pers from arXiv1 along with their tags. Both papers
research on "Mutual Information" and they have al-
most the same labels. If we are tagging the second
paper, then we can easily get a good reference from
the first one. Therefore, when predicting labels for
a specific text, the model can get immediate and
reliable help from the instances with similar texts.

To this end, for the first time, we solve the MLTC
task by the use of k nearest neighbor (kNN) mech-
anism which can effectively utilize the knowledge
from existing multi-label instances. Specifically, it
retrieves several neighbor instances based on text
representations generated by the MLTC model and
interpolates the model prediction with their labels.
Moreover, to make the model aware of the kNN
process and improve the quality of retrieved neigh-
bors, we propose to train the model with a con-
trastive learning (CL) objective. Existing super-

1https://arxiv.org/
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vised contrastive learning methods (Gunel et al.,
2021; Li et al., 2021) are proposed under the con-
ventional multi-class setting, where two instances
are either positive or negative for each other. How-
ever, in MLTC, two instances may share some com-
mon labels while there may also be some labels
that are unique to each instance. How to handle
these cases is the key to utilizing contrastive learn-
ing in MLTC. We argue that simply treating these
instance pairs as positive ones is sub-optimal due to
the variable similarities in different instance pairs,
which is verified in Section 4.2. To model more
fine-grained correlations between multi-label in-
stances, we design a multi-label contrastive learn-
ing objective with a dynamic coefficient for each
instance pair based on the label similarity. Training
with this objective encourages the model to gener-
ate closer representations for instance pairs with
more shared labels and push away those pairs that
have completely different labels. As a result, the
kNN mechanism will retrieve instances that con-
tain more relevant labels, thereby further improving
the classification performance. It’s worth noting
that our method is of high versatility and can be
directly applied to most existing MLTC models.

In summary, our contributions are as follows:

• We propose a k nearest neighbor mechanism
for MLTC that directly utilizes the knowledge
from the existing instances during inference.

• We design a multi-label contrastive learning
objective which can effectively enhance the
kNN mechanism for MLTC.

• Extensive experiments show that our method
can consistently and considerably improve the
performance of multiple existing MLTC mod-
els including the state-of-the-art pretrained
and non-pretrained ones.

2 Related Work

Multi-label Text Classification Existing meth-
ods for MLTC mainly focus on learning text repre-
sentation and modeling label correlation. At first,
CNN (Kim, 2014; Kurata et al., 2016) and RNN-
based (Liu et al., 2016) models were used to capture
local and long-distance text dependencies. Besides,
Xiao et al. (2019) proposed a label-specific atten-
tion network to focus on different tokens when
predicting each label. The sequence generation
model (Yang et al., 2018) and iterative reasoning
mechanism (Wang et al., 2021) were utilized to

Figure 1: The overview of our proposed method.

model the label correlation. Furthermore, Ma et al.
(2021) adopted graph neural networks based on
label graphs. However, these methods are unable
to refer to the existing instances that can guide the
model to make better predictions.

Nearest Neighbor Methods in NLP Nearest
neighbor methods have achieved great success in
many NLP tasks such as language modeling (Khan-
delwal et al., 2020) and machine translation (Khan-
delwal et al., 2021; Zheng et al., 2021; Lin et al.,
2021; Su et al., 2015). These methods utilize kNN
retrieval in the inference stage based on context
representation vectors which are generated by a
converged model. Zheng et al. (2021) pointed out
that simple application of the kNN method tends
to introduce noise and we also found this issue
in MLTC. Therefore, we design a multi-label con-
trastive learning objective to improve the quality of
the retrieved neighbors. 2

3 Proposed Method

In this section, we introduce our proposed method
in detail. As depicted in Fig. 1, we design a k
nearest neighbor mechanism for MLTC (Step 2, 3)
and enhance it by training the model with a multi-
label contrastive learning objective (Step 1).

3.1 Problem Formulation

Let D = {(xi, yi)}Ni=1 be the MLTC training set
consisting of N instances. Each xi is a text and

2Contemporary with our work, KNN-BERT (Li et al.,
2021) uses kNN and CL to enhance pretrained models’ per-
formance on multi-class classification. However, the way it
uses kNN and sets positive/negative pairs in CL is inappli-
cable to multi-label scenarios due to its neglect of multiple
non-exclusive labels in each instance, which is addressed by
us in Section 3.3.

673



yi ∈ {0, 1}L denotes the corresponding multi-hot
label vector where L is the total number of labels.
The target of MLTC is to learn the mapping from
the input text to the relevant labels.

3.2 Nearest Neighbor MLTC
To obtain knowledge from existing instances during
inference, we propose a k nearest neighbor mecha-
nism for MLTC including two steps: constructing a
datastore of training instances (Step 2) and making
the kNN prediction based on it (Step 3).

Datastore Construction Given an instance from
the training set (xi, yi) ∈ D, the text representation
vector hi = f(xi) can be generated by an MLTC
model. Then the multidimensional datastore D′

can be constructed offline by a single forward pass
over each training instance: D′ = {(hi, yi)}Ni=1.

Prediction In the inference stage, given an in-
put text x, the model outputs the prediction vec-
tor ŷMo ∈ {p|p ∈ [0, 1]}L. The model also out-
puts the text representation f(x), which is uti-
lized to query the datastore D′ according to the
euclidean distance to obtain the k nearest neigh-
bors: N = {(hi, yi)}ki=1. Then the kNN predic-
tion can be made by:

ŷkNN =
k∑

i=1

αiyi, αi =
e−d(hi,f(x))/τ∑
j e

−d(hj ,f(x))/τ
(1)

where d(·, ·) indicates the euclidean distance, τ is
the kNN temperature, and αi denotes the weight of
the i-th neighbor. Intuitively, the closer a neighbor
is to the test instance, the larger its weight is. The
final prediction is calculated as the combination
of the base model output and the kNN prediction:
ŷ = λŷkNN +(1−λ)ŷMo where λ is the proportion
parameter.

3.3 Multi-Label Contrastive Learning
In MLTC, a model is usually trained by supervised
learning with the binary cross-entropy (BCE) loss
which is unaware of the kNN retrieval process. In
consequence, retrieved neighbors may not have
similar labels to the test instance and provide little
help for the prediction. To fill this gap, we propose
to train the model with a multi-label contrastive
learning objective.

Existing supervised contrastive learning meth-
ods tried to narrow distances between instances
from the same class and push away those from dif-
ferent classes. However, in MLTC, two instances

may share some common labels while there may
also be some labels that are unique to each in-
stance. How to handle these cases is the key to
utilizing contrastive learning in MLTC. Therefore,
to model complex correlations among the multi-
label instances, we design a dynamic coefficient
based on the label similarity.

Considering a data minibatch of size b, we define
a function to output all the other instances for a spe-
cific instance i: g(i) = {k|k ∈ {1, 2, · · · , b}, k ̸=
i}. The contrastive loss for each instance pair (i, j)
can be calculated as:

Lij
con = −βij log

e−d(zi,zj)/τ
′∑

k∈g(i) e
−d(zi,zk)/τ ′

(2)

Cij = y⊤i · yj , βij =
Cij∑

k∈g(i)Cik
(3)

where d(·, ·) is the euclidean distance, τ ′ is the
contrastive learning temperature and zi = f(xi)
denotes the text representation. Cij denotes the
label similarity between i, j which is computed by
the dot product of their label vectors. The dynamic
coefficient βij is the normalization of Cij .

The contrastive loss for the whole minibatch is
the summation over all the instance pairs: Lcon =∑

i

∑
j∈g(i) L

ij
con. For a pair of instances (i, j), the

greater label similarity Cij will bring larger coeffi-
cient βij , thereby increasing the value of their loss
term Lij

con. As a result, their distance d(zi, zj) will
be optimized to be closer. Meanwhile, if they have
no shared labels (βij = Cij = 0), then the value
of Lij

con is also zero and their distance d(zi, zj) will
only appear in the denominators of other terms.
Consequently, their distance will have negative gra-
dients and be optimized to become far.

Denoting BCE loss as LBCE, the overall training
loss of our method is: L = LBCE + γLcon. The
parameter γ controls the trade-off between losses.

Dataset I L L W

AAPD 55,840 54 2.4 163
RCV1-V2 804,414 103 3.2 124

Table 2: Statistics of the datasets. I and L denote the
total number of instances and labels. L and W denote
the average number of labels and words per instance.

4 Experiments

In this section, we conduct multiple experiments to
evaluate the efficacy of our method. Implementa-

674



tion details and the overhead of our method can be
found in Appendix A and B respectively.

4.1 Settings

Datasets To evaluate our method, we conduct ex-
periments on two benchmark datasets AAPD (Yang
et al., 2018) and RCV1-V2 (Lewis et al., 2004).
The dataset statistics are listed in Tab. 2.

Evaluation Metrics Following the previous
work (Yang et al., 2018), we adopt hamming loss
and micro-F1 score as our evaluation metrics.

Baseline We adopt the following models as our
baselines and apply our method to all of them:

CNN (Kim, 2014) uses multiple convolutional
kernels to extract local text representations.

LDGN (Ma et al., 2021) is the state-of-the-art
non-pretrained MLTC model. It is based on the
label-wise attention network and a GCN.

BERT (Devlin et al., 2019) is a Transformer-
based pretrained language model. Its [CLS] repre-
sentation is used to do the classification.3

Models
AAPD RCV1-V2

HL(-) F1(+) HL(-) F1(+)

CNN 0.02378 69.60 0.00946 83.76
+ours 0.02248 71.69 0.00824 86.14

LDGN 0.02478 70.59 0.00863 86.00
+ours 0.02296 71.38 0.00768 87.29

BERT 0.02257 74.03 0.00766 87.54
+ours 0.02167 75.18 0.00715 88.36

Table 3: Performance of all the models. HL and F1
denote the hamming loss and micro-F1 (%). The symbol
‘+’/‘-’ indicates that the higher/lower the value is, the
better the model performs. Best results are marked bold.

4.2 Results

Main Experiments As shown in Tab. 3, our
method can bring consistent and considerable per-
formance improvements to all of the models. For
example, our method has improved the micro-F1 of
CNN by 2.09% on AAPD and 2.38% on RCV1-V2
respectively. Moreover, both the state-of-the-art
LDGN and powerful BERT can still benefit a lot
from our method. Specifically, when equipped with

3We also experimented on RoBERTa but it was outper-
formed by BERT in our task. Therefore, we choose BERT as
the baseline pretrained model in our experiments.

Models AAPD RCV1-V2

CNN 69.60 83.76
CNN+kNN 70.19 85.21
CNN+CL 69.43 83.84
CNN+CL+kNN 71.69 86.14

LDGN 70.59 86.00
LDGN+kNN 70.73 86.76
LDGN+CL 70.44 86.51
LDGN+CL+kNN 71.38 87.29

BERT 74.03 87.54
BERT+kNN 74.22 87.84
BERT+CL 73.85 87.74
BERT+CL+kNN 75.18 88.36

Table 4: Micro-F1 (%) of the ablation tests. kNN and
CL denote the k nearest neighbor mechanism and con-
trastive learning objective respectively.

our method, the non-pretrained model LDGN ob-
tains competitive performances compared to the
pretrained model BERT on the larger RCV1-V2.

Ablation Test As mentioned above, our method
consists of a k nearest neighbor mechanism (de-
noted as kNN) and a multi-label contrastive learn-
ing objective (denoted as CL). We demonstrate the
effect of each component via an ablation test.

As shown in Tab. 4, the kNN mechanism can
consistently improve the performance of the base
models. Moreover, when equipped with our con-
trastive learning loss, although performances of the
base models remain consistent, the improvements
brought by the kNN mechanism have increased by
a large margin. This verifies that our CL objective
does effectively enhance the kNN mechanism.

Models
AAPD RCV1-V2

w/o β w/ β w/o β w/ β

CNN 71.19 71.69 85.27 86.14
LDGN 71.06 71.38 86.78 87.29
BERT 74.66 75.18 88.08 88.36

Table 5: Micro-F1 (%) of our methods with or without
the dynamic coefficient β.

Analysis of Dynamic Coefficient In existing CL
methods, two instances are either positive or nega-
tive for each other. To model more fine-grained sim-
ilarity between instances, we proposed a dynamic
coefficient β for each CL loss term (see Eq. 2,3).
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(a) Anaylsis of the number of neighbors (b) Analysis of the proportion of kNN prediction

Figure 2: Hyperparameter analysis of the kNN mechanism on the RCV1-V2 dataset.

To verify the necessity of β, we also apply the sim-
ple extension of existing CL methods to MLTC4.
As shown in Tab. 5, our method outperforms the
simple extension method in all cases, which veri-
fies the necessity of considering the fine-grained
similarity between multi-label instances.

Analysis of kNN Paramters Here we conduct a
parameter analysis of our kNN mechanism on the
RCV1-V2 dataset. As shown in Fig. 2(a), for all
the models, the performance improves at first and
then decreases as the k increases. Moreover, when
referring to neighbor instances (k > 0), the perfor-
mance is always better than only using the model
output (k = 0), which verifies the necessity of uti-
lizing the knowledge from the existing instances.
Fig. 2(b) demonstrates the trend of model perfor-
mance with λ. In general, the trend is similar to
that of k which further confirms that only using the
model prediction (λ = 0) is sub-optimal. It’s worth
noting that on the BERT model, completely using
neighbors’ prediction (λ = 1) is highly competitive
compared to the uniform combination (λ = 0.5)
which performs the best on the other base models.

Impact of Contrastive Learning To further ana-
lyze the impact of our contrastive learning objec-
tive, for each test instance, we count the average
proportion of shared labels to all labels brought by
its nearest neighbors. As shown in Tab. 6, after
training the model with contrastive learning, the
retrieved instances contain more shared labels with
the test instance, which further proves that CL does

4The extension method can be obtained by setting all the
Cij greater than 1 to 1 in Eq. 3. This means if two instances
have any shared label, they are considered to be a positive pair.

Models
AAPD RCV1-V2

w/o CL w/ CL w/o CL w/ CL

CNN 64.5 65.5 82.7 84.2
LDGN 63.1 64.2 84.4 84.9
BERT 67.8 68.5 85.5 86.4

Table 6: The average proportion (%) of the shared labels
to all labels brought by the nearest neighbors to each
test instance with or without our CL objective.

improve the quality of the retrieved neighbors. An
intuitive example can be found in Appendix C.

5 Conclusion

In this paper, we proposed a k nearest neighbor
mechanism along with a multi-label contrastive
learning objective for MLTC. Extensive experi-
ments verified the effectiveness of our method and
revealed the source of performance improvements
our method brings. For future work, we will ex-
plore how to improve the performance of MLTC
models directly with contrastive learning.

Acknowledgements

We would like to thank the anonymous reviewers
for their constructive comments. This work was
supported by NSFC Projects (Nos. 61936012 and
61976114), the National Key RD Program of China
(No. 2018YFB1005102).

References
Jacob Devlin, Ming-Wei Chang, Kenton Lee, and

Kristina Toutanova. 2019. BERT: pre-training of

676



deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, pages 4171–4186.

Beliz Gunel, Jingfei Du, Alexis Conneau, and Veselin
Stoyanov. 2021. Supervised contrastive learning for
pre-trained language model fine-tuning. In 9th In-
ternational Conference on Learning Representations,
ICLR 2021, Virtual Event, Austria, May 3-7, 2021.
OpenReview.net.

Himanshu Jain, Yashoteja Prabhu, and Manik Varma.
2016. Extreme multi-label loss functions for recom-
mendation, tagging, ranking & other missing label ap-
plications. In Proceedings of the 22nd ACM SIGKDD
International Conference on Knowledge Discovery
and Data Mining, San Francisco, CA, USA, August
13-17, 2016, pages 935–944. ACM.

Jeff Johnson, Matthijs Douze, and Hervé Jégou. 2021.
Billion-scale similarity search with gpus. IEEE
Trans. Big Data, 7(3):535–547.

Urvashi Khandelwal, Angela Fan, Dan Jurafsky, Luke
Zettlemoyer, and Mike Lewis. 2021. Nearest neigh-
bor machine translation. In 9th International Confer-
ence on Learning Representations, ICLR 2021, Vir-
tual Event, Austria, May 3-7, 2021. OpenReview.net.

Urvashi Khandelwal, Omer Levy, Dan Jurafsky, Luke
Zettlemoyer, and Mike Lewis. 2020. Generalization
through memorization: Nearest neighbor language
models. In 8th International Conference on Learning
Representations, ICLR 2020, Addis Ababa, Ethiopia,
April 26-30, 2020. OpenReview.net.

Yoon Kim. 2014. Convolutional neural networks for
sentence classification. In Proceedings of the 2014
Conference on Empirical Methods in Natural Lan-
guage Processing, EMNLP 2014, October 25-29,
2014, Doha, Qatar, A meeting of SIGDAT, a Spe-
cial Interest Group of the ACL, pages 1746–1751.
ACL.

Gakuto Kurata, Bing Xiang, and Bowen Zhou. 2016.
Improved neural network-based multi-label classifi-
cation with better initialization leveraging label co-
occurrence. In NAACL HLT 2016, The 2016 Con-
ference of the North American Chapter of the As-
sociation for Computational Linguistics: Human
Language Technologies, San Diego California, USA,
June 12-17, 2016, pages 521–526. The Association
for Computational Linguistics.

David D. Lewis, Yiming Yang, Tony G. Rose, and Fan
Li. 2004. RCV1: A new benchmark collection for
text categorization research. J. Mach. Learn. Res.,
5:361–397.

Linyang Li, Demin Song, Ruotian Ma, Xipeng Qiu, and
Xuanjing Huang. 2021. KNN-BERT: fine-tuning
pre-trained models with KNN classifier. CoRR,
abs/2110.02523.

Huan Lin, Liang Yao, Baosong Yang, Dayiheng Liu,
Haibo Zhang, Weihua Luo, Degen Huang, and Jin-
song Su. 2021. Towards user-driven neural machine
translation. In Proceedings of the 59th Annual Meet-
ing of the Association for Computational Linguis-
tics and the 11th International Joint Conference on
Natural Language Processing, ACL/IJCNLP 2021,
(Volume 1: Long Papers), Virtual Event, August 1-6,
2021, pages 4008–4018. Association for Computa-
tional Linguistics.

Pengfei Liu, Xipeng Qiu, and Xuanjing Huang. 2016.
Recurrent neural network for text classification with
multi-task learning. In Proceedings of the Twenty-
Fifth International Joint Conference on Artificial In-
telligence, IJCAI 2016, New York, NY, USA, 9-15 July
2016, pages 2873–2879. IJCAI/AAAI Press.

Qianwen Ma, Chunyuan Yuan, Wei Zhou, and Songlin
Hu. 2021. Label-specific dual graph neural network
for multi-label text classification. In Proceedings
of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing,
ACL/IJCNLP 2021, (Volume 1: Long Papers), Virtual
Event, August 1-6, 2021, pages 3855–3864. Associa-
tion for Computational Linguistics.

Jinseok Nam, Eneldo Loza Mencía, Hyunwoo J. Kim,
and Johannes Fürnkranz. 2017. Maximizing subset
accuracy with recurrent neural networks in multi-
label classification. In Advances in Neural Informa-
tion Processing Systems 30: Annual Conference on
Neural Information Processing Systems 2017, De-
cember 4-9, 2017, Long Beach, CA, USA, pages
5413–5423.

Jinsong Su, Deyi Xiong, Biao Zhang, Yang Liu, Jun-
feng Yao, and Min Zhang. 2015. Bilingual corre-
spondence recursive autoencoder for statistical ma-
chine translation. In Proceedings of the 2015 Con-
ference on Empirical Methods in Natural Language
Processing, EMNLP 2015, Lisbon, Portugal, Septem-
ber 17-21, 2015, pages 1248–1258. The Association
for Computational Linguistics.

Ran Wang, Robert Ridley, Xi’ao Su, Weiguang Qu, and
Xinyu Dai. 2021. A novel reasoning mechanism for
multi-label text classification. Inf. Process. Manag.,
58(2):102441.

Yaqi Wang, Shi Feng, Daling Wang, Ge Yu, and Yifei
Zhang. 2016. Multi-label chinese microblog emo-
tion classification via convolutional neural network.
In Web Technologies and Applications - 18th Asia-
Pacific Web Conference, APWeb 2016, Suzhou, China,
September 23-25, 2016. Proceedings, Part I, volume
9931 of Lecture Notes in Computer Science, pages
567–580. Springer.

Lin Xiao, Xin Huang, Boli Chen, and Liping Jing.
2019. Label-specific document representation for
multi-label text classification. In Proceedings of
the 2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International

677



Joint Conference on Natural Language Processing,
EMNLP-IJCNLP 2019, Hong Kong, China, Novem-
ber 3-7, 2019, pages 466–475. Association for Com-
putational Linguistics.

Pengcheng Yang, Xu Sun, Wei Li, Shuming Ma, Wei
Wu, and Houfeng Wang. 2018. SGM: sequence gen-
eration model for multi-label classification. In Pro-
ceedings of the 27th International Conference on
Computational Linguistics, COLING 2018, Santa Fe,
New Mexico, USA, August 20-26, 2018, pages 3915–
3926. Association for Computational Linguistics.

Zichao Yang, Diyi Yang, Chris Dyer, Xiaodong He,
Alexander J. Smola, and Eduard H. Hovy. 2016. Hi-
erarchical attention networks for document classifica-
tion. In NAACL HLT 2016, The 2016 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, San Diego California, USA, June 12-17,
2016, pages 1480–1489. The Association for Com-
putational Linguistics.

Xin Zheng, Zhirui Zhang, Junliang Guo, Shujian Huang,
Boxing Chen, Weihua Luo, and Jiajun Chen. 2021.
Adaptive nearest neighbor machine translation. In
Proceedings of the 59th Annual Meeting of the Asso-
ciation for Computational Linguistics and the 11th
International Joint Conference on Natural Language
Processing, ACL/IJCNLP 2021, (Volume 2: Short
Papers), Virtual Event, August 1-6, 2021, pages 368–
374. Association for Computational Linguistics.

A Implementation Details

We implement all the methods relying on the Py-
Torch library5. We also use Faiss (Johnson et al.,
2021) for fast nearest neighbor search. For CNN
and BERT, we directly use the representations from
the last hidden layer to construct the datastore. As
for the LDGN which generates label-specific text
representations, we perform a max-pooling opera-
tion on all the l vectors to get the single representa-
tion vector.

We train all the models on both datasets up to 30
epochs with an early stop of 3 patience and use the
Adam optimizer with a learning rate of 1× 10−3.
For all the models on AAPD, we use a batch size
of 128. On RCV1-V2, we use a batch size of 512
for CNN and LDGN, and 128 for BERT due to its
huge memory usage. As for the hyperparameters
of our proposed method, λ = 0.5, τ = 1, τ ′ =
10 are adopted for all the cases. Besides, we use
k = 5, γ = 0.1 for all the models on AAPD and
k = 10, γ = 0.01 for those on RCV1-V2.

Models AAPD RCV1-V2

CNN 0.09 GB 1.46 GB
LDGN 0.11 GB 1.84 GB
BERT 0.17 GB 2.60 GB

Table 7: Disk usage of each datastore.

Models
AAPD RCV1-V2

w/o kNN w/ kNN w/o kNN w/ kNN

CNN 3.18 3.25 2.89 6.17
LDGN 5.47 7.29 7.61 9.67
BERT 264.89 267.57 265.96 270.73

Table 8: Inference time (ms/text) of different models
with or without the kNN prediction. All results are
tested with an RTX-2080Ti GPU.

B Space and Time Overhead

In the training stage, the overhead of contrastive
learning is negligible compared to supervised learn-
ing, so we do not report it here. Most of the over-
head lies in the kNN classifier. The disk usage of
each datastore is shown in Tab. 7. The inference
time per text of different models with or without
the kNN prediction on each dataset is listed in

5https://pytorch.org/
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Figure 3: TSNE visualization where the red star stands
for the test instance. Neighbors with different similari-
ties to the test instance are plotted with different marks.

Tab. 8. It’s worth noting that the extra inference
time brought by our method does not exceed 5ms
in all cases.

C Case Study: TSNE Visualization

In Fig. 3, we use the TSNE visualization tool to
plot the CNN representations of a test instance and
its 80 nearest neighbors with or without our CL
objective. We use different marks to plot neigh-
bors with different label similarities (Cij in Eq. 3)
to the test instance. As demonstrated in the left
part, without contrastive learning, most of the near-
est neighbors have only the similarity of 1 (green
crosses). However, in the right part, with our CL
objective, the test instance is surrounded by neigh-
bors which have a high label similarity of 2 (blue
circles). This confirms that our CL objective does
improve the quality of the retrieved neighbors.

Figure 4: Analysis of the proportion of our contrastive
learning objective based on each model.

D Analyzing the Proportion of
Contrastive Learning

In this section, we analyze how the proportion of
contrastive learning affects the performance of our

method. As shown in Fig. 4, when trained with
the contrastive learning objective (γ > 0), the per-
formance of our method is better than that without
contrastive learning (γ = 0) in most cases. How-
ever, when training the BERT model, too high pro-
portion of contrastive learning (γ = 1) even hurts
the performance. Besides, different base models
have the different γ values for their optimal per-
formance, which indicates that the proportion of
contrastive learning to the overall training objec-
tive is crucial to the performance and varies with
different model structures.

679



Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 680 - 685

May 22-27, 2022 c©2022 Association for Computational Linguistics

NoisyTune: A Little Noise Can Help You Finetune
Pretrained Language Models Better

Chuhan Wu† Fangzhao Wu‡∗ Tao Qi† Yongfeng Huang†

†Department of Electronic Engineering, Tsinghua University, Beijing 100084, China
‡Microsoft Research Asia, Beijing 100080, China

{wuchuhan15, wufangzhao, taoqi.qt}@gmail.com
yfhuang@tsinghua.edu.cn

Abstract

Effectively finetuning pretrained language mod-
els (PLMs) is critical for their success in down-
stream tasks. However, PLMs may have risks
in overfitting the pretraining tasks and data,
which usually have gap with the target down-
stream tasks. Such gap may be difficult for
existing PLM finetuning methods to overcome
and lead to suboptimal performance. In this
paper, we propose a very simple yet effective
method named NoisyTune to help better fine-
tune PLMs on downstream tasks by adding
some noise to the parameters of PLMs before
finetuning. More specifically, we propose a
matrix-wise perturbing method which adds dif-
ferent uniform noises to different parameter
matrices based on their standard deviations. In
this way, the varied characteristics of different
types of parameters in PLMs can be consid-
ered. Extensive experiments on both GLUE
English benchmark and XTREME multilingual
benchmark show NoisyTune can consistently
empower the finetuning of different PLMs on
different downstream tasks.

1 Introduction

In recent years, pretrained language models
(PLMs) have achieved huge success in NLP (Qiu
et al., 2020). Many PLMs such as BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019)
and UniLM (Dong et al., 2019) which are pre-
trained from large-scale unlabeled corpus in a self-
supervised way, have significantly improve vari-
ous downstream tasks such as reading comprehen-
sion (Xu et al., 2019), machine translation (Brown
et al., 2020), text classification (Bao et al., 2020),
dialog (Wu et al., 2020) and recommendation (Wu
et al., 2021) by finetuning on these tasks.

How to effectively finetune PLMs to better em-
power downstream tasks is an important research
problem (Zheng et al., 2021). Many existing NLP
methods usually directly finetune PLMs with the

∗Corresponding author.

(a) Standard PLM Finetuning

(b) NoisyTune
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Figure 1: Schematic comparisons between standard
PLM finetuning and our NoisyTune.

labeled data in downstream tasks (Sun et al., 2019).
Only a few works explore more effective and ro-
bust PLM finetuning methods (Chen et al., 2020;
Lee et al., 2020; Aghajanyan et al., 2021; Zhang
et al., 2021; Xu et al., 2021). For example, Chen
et al. (2020) proposed RecAdam that adds a penalty
item to minimize the L2 distance between the fine-
tuned models and the pretrained models, where
the penalty intensity is time-variant during fine-
tuning. Lee et al. (2020) proposed Mixout which
randomly replaces part of the parameters in the
finetuned model with their original weights in the
PLMs. These PLM finetuning methods mainly
focus on preventing PLMs from overfitting the lim-
ited labeled data in downstream tasks. Besides the
overfitting of downstream task data, a rarely stud-
ied problem is that the PLMs usually overfit the
pretraining tasks and data (Qi et al., 2020), which
may have significant gap with the downstream task
and data. It is not easy for existing PLM finetun-
ing methods to overcome such gap (Roberts et al.,
2020), which may lead to suboptimal performance
especially when labeled data in downstream tasks
is insufficient.

In order to handle this problem, in this paper
we propose a very simple yet effective method
named NoisyTune, which can help better finetune
PLMs for downstream tasks. Different from the
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standard finetuning paradigm (Fig. 1 (a)) which
directly finetunes PLMs on the downstream task
data, the key idea of NoisyTune is to add a small
amount of noise to perturb PLMs parameters before
finetuning (Fig. 1 (b)). It can help prevent PLMs
from overfitting the tasks and data in the pretrain-
ing stage, and reduce the gap between pretraining
and downstream tasks. Since PLMs have different
types of parameters which usually own different
characteristics, in NoisyTune we use a matrix-wise
perturbing method that adds uniform noise with
different intensities to different parameter matri-
ces according to their standard deviations for bet-
ter adaptation. We conduct extensive experiments
on two widely used NLP benchmarks, namely,
GLUE (Wang et al., 2018) for English language
understanding and XTREME (Hu et al., 2020) for
multilingual language understanding. The results
show NoisyTune can empower the finetuning of dif-
ferent PLMs on many different downstream NLP
tasks to consistently achieve better performance. In
addition, the results show NoisyTune can be eas-
ily combined with many existing PLM finetuning
methods and further improve their performance.

2 NoisyTune

The goal of NoisyTune is for more effective finetun-
ing of PLMs on downstream tasks. The motivation
of NoisyTune is that PLMs are well pretrained on
some unlabeled corpus with some self-supervision
tasks, and they may overfit these pretraining data
and tasks (Qi et al., 2020), which usually have gap
with the downstream task and data. It may be diffi-
cult for PLMs to effectively adapt to downstream
tasks especially when labeled data in these tasks
are limited, which is usually the case. Motivated by
the dueling bandits mechanism (Yue and Joachims,
2009) that adds randomness to the model for explo-
ration, as shown in Fig. 1, we propose to add some
noise to the parameters of PLMs before finetuning
them on downstream tasks to do some “exploration”
in parameter space and reduce the risk of overfitting
the pretraining tasks and data.

PLMs usually have different kinds of parameter
matrices, such as query, key, value, and feedfor-
ward network matrices (Devlin et al., 2019). Differ-
ent parameter matrices in the PLMs usually have
different characteristics and scales. For example,
some researchers found that the self-attention pa-
rameters and the feed-forward network parame-
ters in Transformers have very different properties,

such as rank and density (Wang et al., 2020). Thus,
adding unified noise to all parameter matrices in
PLMs may not be optimal for keeping their good
model utility. To handle this challenge, we propose
a matrix-wise perturbing method that adds noise
with different intensities to different parameter ma-
trices according to their variances. Denote the pa-
rameter matrices (or scalars/vectors) in a PLM as
[W1,W2, ...,WN ], where N is the number of pa-
rameter matrix types. Denote the perturbed version
of the parameter matrix Wi as W̃i, which is com-
puted as follows:

W̃i = Wi + U(−λ

2
,
λ

2
) ∗ std(Wi), (1)

where std stands for standard deviation. The func-
tion U(a, b) represents uniform distribution noise
ranged from a to b, and λ is a hyperparameter
that controls the relative noise intensity.1 We can
see that in NoisyTune parameters in PLMs with
higher variance will be added with stronger noise.
In addition, in some PLMs there are some con-
stant matrices, such as token type embeddings in
RoBERTa (Liu et al., 2019). They will not be per-
turbed because their standard deviation is 0. It
can ensure that these constant matrices will not be
accidentally activated by additional noise.

NoisyTune is a simple and general plug-and-play
technique that can be applied to the finetuning of
any PLM on any task, simply by inserting the fol-
lowing PyTorch-style code before finetuning:

for name,para in model.named parameters():

model.state dict[name][:] +=

(torch.rand(para.size())−0.5)
*noise lambda*torch.std(para)

3 Experiments

3.1 Datasets and Experimental Settings

We conduct extensive experiments on two widely
used benchmarks for PLM evaluation. The first one
is GLUE (Wang et al., 2018), which is a benchmark
for English language understanding that contains
different tasks like natural language inference, sen-
timent analysis and sentence similarity evaluation.
The second one is XTREME (Hu et al., 2020),
which is a benchmark for multilingual language
understanding. It covers 40 languages and contains

1Note that U(a, b) is a matrix with the same shape with
Wi rather than a scalar.
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four groups of tasks, including sentence classifica-
tion, structured prediction, sentence retrieval and
question answering. More details of these bench-
marks can refer to their original papers and official
websites. Since the test labels of GLUE are not
released, following (Bao et al., 2020) we report re-
sults on the dev set of GLUE. The XTREME results
are evaluated on the test set. The hyperparameter
λ is 0.15 on GLUE and is 0.1 on XTREME. The
searching range of hyperparameters in our work
are listed in Table 1.

Hyperparameters Range
Learning rate {7e-6, 1e-5, 2e-5, 3e-5}
Epoch {3, 5, 7, 10, 15, 20}
Batch size {8, 16, 32}
Noisy intensity {0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3}

Table 1: Searching ranges of different hyperparameters
in our experiments.

Following (Zheng et al., 2021), in sentence re-
trieval tasks we first train the models on the XNLI
dataset, and then use the average of token repre-
sentations produced by the hidden layer that yields
the best performance. In order not to harm the
alignment of token embeddings across different
languages, we do not add noise to the token em-
beddings in multilingual PLMs. We repeat exper-
iments 5 times with different random seeds and
report the average scores.

3.2 Performance Evaluation

On the GLUE benchmark, we compare the perfor-
mance of directly finetuning the base version of
BERT (Devlin et al., 2019), XLNET (Yang et al.,
2019), RoBERTa (Liu et al., 2019) and ELEC-
TRA (Clark et al., 2020) with that of finetuning
them after applying NoisyTune. On the XTREME
benchmark, we compare the performance of di-
rectly finetuning both base and large versions of
XLM-R (Conneau et al., 2020) with that of their
variants obtained by applying NoisyTune. The
results on these two benchmarks are shown in
Tables 2 and 3, respectively. On the XTREME
datasets, we report two types of results. The first
one is zero-shot crosslingual transfer from English
to other languages, and the second one is learning
models on both English and translated data.

According to these results, NoisyTune can consis-
tently improve the performance of different PLMs
on different tasks in both English and multilingual
settings. In addition, the performance improvement

brought by NoisyTune is usually larger on relatively
small datasets (e.g., RTE, CoLA and WNLI). These
results indicate that when labeled data in down-
stream tasks is insufficient, it is quite difficult to
effectively finetune PLMs starting from the origi-
nal parameters which usually overfit the pretraining
tasks and data. The experimental results validate
that NoisyTune can properly perturb PLMs with a
little noise to explore different parameter spaces
and reduce the overfitting problem, making PLMs
easier to be adapted to downstream tasks.

3.3 Which Noise to Use and How?
In this section we study which kind of noise is
more suitable for NoisyTune. In addition, we ex-
plore whether our proposed matrix-wise perturb-
ing method is better than using a unified global
noise for all model parameters in PLMs. We com-
pare five methods, including (1) NoisyTune without
any noise; (2) NoisyTune with a global Gaussian
noise; (3) NoisyTune with a global uniform noise;
(4) NoisyTune with matrix-wise Gaussian noise; (5)
NoisyTune with matrix-wise uniform noise. The re-
sults on GLUE are shown in Fig. 2, and the results
on XTREME show similar patterns. We find that
adding global noise with the same distribution to
all the PLM parameters will harm the model perfor-
mance. This is because different parameter matri-
ces in PLMs have very different distributions and
characteristics (Wang et al., 2020). Simply adding
a unified global noise to all the parameter matrices
is not optimal. The results show that matrix-wise
noise is a much better choice, since the different
characteristics of different parameter matrices can
be taken into consideration. In addition, we find an
interesting phenomenon that adding uniform noise
is better than Gaussian noise. This may be because
Gaussian noise has wider ranges and some extreme
values may affect the model performance. Thus,
we use matrix-wise uniform noise in NoisyTune.

3.4 Combination with Existing PLM
Finetuning Methods

From Fig. 1, it is very clear that NoisyTune is in-
dependent of the specific PLM finetuning method,
since it is applied at the stage before finetuning
PLM on the task-specific data. Thus, it is very
easy to combine NoisyTune with any kind of ex-
isting PLM finetuning method. In this section, we
explore whether NoisyTune has the potential to em-
power the existing PLM finetuning techniques to
achieve better performance. Here we select two
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Model MNLI QNLI QQP RTE SST MRPC CoLA STS WNLI
Acc Acc Acc Acc Acc Acc MCC PCC Acc Avg.

BERT 84.4 91.5 90.9 67.7 93.0 87.1 58.1 89.4 54.4 79.6
BERT+NoisyTune 84.7 91.8 91.2 68.8 93.4 88.0 59.0 90.1 56.1 80.3
XLNET 86.6 91.6 91.2 72.9 94.4 88.1 59.6 89.6 57.5 81.3
XLNET+NoisyTune 86.9 91.9 91.4 73.8 94.7 88.6 60.1 90.0 58.6 81.8
RoBERTa 87.5 92.7 91.7 77.1 94.5 90.1 62.9 90.8 59.2 82.9
RoBERTa+NoisyTune 87.8 93.1 91.9 78.8 94.9 90.6 63.6 91.1 60.3 83.6
ELECTRA 88.4 92.9 91.7 75.2 94.9 88.2 64.2 90.1 62.0 83.1
ELECTRA+NoisyTune 88.7 93.2 92.1 76.4 95.2 88.7 64.9 90.5 63.4 83.7

Table 2: Results of different methods on the GLUE dev set.

Model Sentence Pair Structured Prediction Sentence Retrieval Question Answering
XNLI PAWS-X POS NER BUCC Tatoeba XQuAD MLQA TyDiQA

Metrics Acc Acc F1 F1 Acc Acc F1/EM F1/EM F1/EM Avg.
Fine-tune multilingual model on English training set (Cross-lingual Transfer)
XLM-Rbase 74.8 84.8 75.5 61.6 77.6 73.8 71.9/56.6 65.2/47.0 55.5/38.4 70.0
XLM-Rbase+NoisyTune 75.2 85.1 76.0 62.1 78.2 74.5 72.3/57.1 65.5/47.4 56.0/39.2 70.5
XLM-Rlarge 79.0 86.3 72.7 62.3 79.2 76.0 76.2/60.4 71.4/53.0 65.0/45.0 72.4
XLM-Rlarge+NoisyTune 79.3 86.5 73.5 63.2 79.9 76.8 76.7/61.0 71.9/53.6 65.4/45.6 73.0
Fine-tune multilingual model on all training sets (Translate-Train-All)
XLM-Rbase 78.5 88.2 76.2 62.6 79.6 79.4 75.0/61.5 67.8/50.1 63.8/47.6 73.3
XLM-Rbase+NoisyTune 78.9 88.6 76.8 63.1 80.0 79.8 75.4/61.8 68.0/50.4 64.1/48.1 73.7
XLM-Rlarge 82.3 90.3 77.3 67.3 82.5 82.7 80.0/65.6 72.9/54.4 66.3/47.6 76.4
XLM-Rlarge+NoisyTune 82.5 90.5 77.8 67.9 82.9 83.0 80.4/66.1 73.3/54.9 66.8/48.2 76.8

Table 3: Results of different methods on the XTREMRE test set.

well-known PLM finetuning for experiments, i.e.,
RecAdam (Chen et al., 2020) and Mixout (Lee
et al., 2020). The experimental results are summa-
rized in Fig. 3. We find that combining NoisyTune
with existing PLM finetuning techniques can fur-
ther improve their performance. This is because
NoisyTune aims to address the overfitting of pre-
training signals while these methods aim to prevent
overfitting in downstream tasks. Thus, NoisyTune
and these PLM finetuning methods are complemen-
tary, and they can be empowered by NoisyTune to
achieve better performance.

3.5 Empirical Analysis of NoisyTune

Next, we empirically analyze why NoisyTune can
help PLM finetuning. We compare the accuracy
of BERT with and without NoisyTune finetuned
with different percentage of samples on the MRPC
dataset.2 The results are shown in Fig. 4. We
find NoisyTune can consistently improve PLMs un-
der different amounts of data, especially when less
training data is used. This is because the perturbed
PLMs may have lower risks of overfitting the pre-
training tasks and have better generalization abil-
ities, which is especially beneficial for finetuning

2We observe similar patterns on other datasets.

BERT XLNET RoBERTa ELECTRA
75.0

77.0

79.0

81.0

83.0

85.0

G
LU

E 
Av

er
ag

e 
Sc

or
e

w/o noise
+ global Gaussian noise
+ global uniform noise
+ matrix-wise Gaussian noise
+ matrix-wise uniform noise

Figure 2: Different noise types and perturbing methods.

PLMs on downstream task with limited data.
To further study the impact of NoisyTune on

PLM finetuning, we show the relative changes of
the L1-norms of different kinds of parameters in
the BERT model during finetuning on the MRPC
dataset in Fig. 5.3 Since the noise we added to
PLMs in NoisyTune is zero-mean uniform noise,
the absolute parameter L1-norm will not change
too much. However, we can see that the relative
change of L1-norms becomes smaller when Noisy-
Tune is applied, which indicates that the PLMs can
find the (sub)optimal parameters for downstream

3The patterns on other datasets are similar.
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Figure 3: NoisyTune can empower many existing PLM
finetuning methods to achieve better performance.
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Figure 5: Relative changes of the L1-norm of different
types of parameters in PLM during finetuning.

tasks more easily. This result validates directly fine-
tuning PLMs may need more updates to adapt to
downstream tasks, which is due to the overfitting of
pretraining tasks, and NoisyTune can provide a sim-
ple way to alleviate this problem and help finetune
PLMs on downstream tasks more effectively.
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Figure 6: Influence of noise intensity λ.

3.6 Hyperparameter Analysis

We study the influence of the most important hy-
perparameter in NoisyTune, i.e., λ, which controls
the relative noise intensity. The average GLUE
scores w.r.t. different λ values are shown in Fig. 6.
We find that when λ is too small or too large, the
performance is not optimal. This is because when
λ is too small, it is difficult for PLMs to do param-
eter space exploration and overcome the overfitting
problem. While when λ is too large, the useful pre-
trained knowledge in PLMs may be overwhelmed
by random noise. Values between 0.1 and 0.15 are
more suitable for NoisyTune on the GLUE datasets.

4 Conclusion

In this paper, we propose a very simple but effective
method named NoisyTune, which can help better
finetune PLMs on downstream tasks by adding a
little noise to them before finetuning. In NoisyTune,
we propose a matrix-wise perturbing method that
adds noise with different intensities to different
kinds of parameter matrices in PLMs according
to their variances. NoisyTune is a very general
method, and is PLM model agnostic, downstream
task agnostic, and finetuning method agnostic. Ex-
tensive experiments on both monolingual GLUE
benchmark and multilingual XTREME benchmark
demonstrate NoisyTune can consistently empower
the finetuning of different PLMs on various down-
stream tasks to achieve better performance.
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Abstract
Modern writing assistance applications are
always equipped with a Grammatical Error
Correction (GEC) model to correct errors in
user-entered sentences. Different scenarios
have varying requirements for correction be-
havior, e.g., performing more precise correc-
tions (high precision) or providing more can-
didates for users (high recall). However, previ-
ous works adjust such trade-off only for se-
quence labeling approaches. In this paper,
we propose a simple yet effective counterpart
– Align-and-Predict Decoding (APD) for the
most popular sequence-to-sequence models to
offer more flexibility for the precision-recall
trade-off. During inference, APD aligns the
already generated sequence with input and
adjusts scores of the following tokens. Ex-
periments in both English and Chinese GEC
benchmarks show that our approach not only
adapts a single model to precision-oriented and
recall-oriented inference, but also maximizes
its potential to achieve state-of-the-art results.
Our code is available at https://github.
com/AutoTemp/Align-and-Predict.

1 Introduction

Modern writing assistance applications (e.g., Mi-
crosoft Office Word1, Google Docs2 and Gram-
marly3) always contain Grammatical Error Correc-
tion (GEC) modules (Ge et al., 2018; Omelianchuk
et al., 2020; Stahlberg and Kumar, 2021) to cor-
rect errors in user-entered sentences. Such appli-
cations usually require GEC models to perform
different correction tendencies and behaviors ac-
cording to practical scenarios and user preferences
(Chen et al., 2020). For instance, as shown in Ta-
ble 1, conservative GEC models provide precise
corrections with high confidence and avoid unnec-
essary edits for better user experience. In contrast,

1https://www.microsoft.com/en-us/
microsoft-365/word

2https://www.google.com/docs/about
3https://www.grammarly.com

Input I believe we have the experience
of suddenly forget how to write
a word we should know.

Conservative GEC I believe we have the experience
of suddenly [forgetting]0 how to
write a word we should know.

Aggressive GEC I believe [most of us]0 [had]1
the [experiences]2 of suddenly
[forgetting]3 how to write a
word [that]4 we should know.

Table 1: Examples of corrections generated by the con-
servative (precision-oriented) and aggressive (recall-
oriented) GEC models. The rewritten tokens are within
the blue blocks. Conservative GEC tends to adhere to
the input sentence, while aggressive GEC provides more
edited spans.

aggressive GEC models could provide more cor-
rection candidates to users or a following decision
system for further measurement.

Although recent studies witness the tremen-
dous success of sequence-to-sequence (seq2seq)
generation approaches in GEC, the trade-off of
these two tendencies still largely depends on the
pre-defined model architecture, training data and
labor-consuming post-processing (Liang et al.,
2020). Hotate et al. (2020) proposes a diverse
local beam search method to obtain diverse cor-
rections but is specifically designed for copy-
augmented GEC models and cannot perform
precision-oriented decoding. Instead of seq2seq
generation, Omelianchuk et al. (2020) proposes an
efficient sequence tagger for GEC by token-level
transformations to map input tokens to target cor-
rections. They introduce two confidence thresholds
for inference to force the model to perform more
precise corrections. Chen et al. (2020) first identi-
fies incorrect spans with a tagging model and then
sets a probability threshold to adjust the precision-
recall trade-off.

Inspired by these lightweight tweaking meth-
ods for sequence labeling approaches, we pro-
pose a simple yet effective counterpart – Align-
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I believe we have the experience of suddenly 
forget how to write a word we should know.

we
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a
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I believe we had … word

I believe most of … write
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Aggressive 
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Input: 

Already Generated Tokens
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Figure 1: The overview of align-and-predict decoding. Our approach aligns already generated sequences with input
tokens for all hypotheses and re-scores the next tokens (i.e., we and a highlighted in orange) at the aligned positions
(highlighted with the orange dashed lines). Specifically, since the suffixes of hypothesis are word, word and write,
which are unique in the input sentence, we select the corresponding following words – we, we and a. By decreasing
or increasing corresponding scores (rectangles highlighted in orange), our approach adapts the precision-recall
trade-off to aggressive or conservative inference. Dist denotes Distribution.

and-Predict Decoding (APD) for the seq2seq GEC
models. Our approach could not only adapt the
precision-recall trade-off of a single seq2seq GEC
model to various application scenarios, but also be
used as a simple trick to improve its overall F0.5

performance.
During inference, APD aligns the already gener-

ated sequence with the input tokens to specify the
position which the model has reached. By tweak-
ing the score of the next token, the model changes
its preference between copy and edit operation,
leading to a different degree of adherence to the
input sentence. The experimental results in both
English and Chinese GEC benchmarks show our
approach could effectively control the precision-
recall trade-off and achieve state-of-the-art results.
Our contributions are summarized as follows:

• We propose a novel and simple decoding ap-
proach, allowing us to adapt the precision-
recall trade-off of a seq2seq GEC model.

• Our methods achieve state-of-the-art results in
both English and Chinese GEC benchmarks.

2 Align-and-Predict Decoding

Beam search (Lowerre, 1976; Och and Ney, 2004;
Sutskever et al., 2014) is a widely used algorithm
for decoding sequences on all generation tasks,
such as translation (Vaswani et al., 2017; Ott et al.,

2018), dialogue (Kulikov et al., 2019), etc. Multi-
ple modifications to beam search that force the out-
puts to include pre-defined lexical constraints (i.e.,
words and phrases) have been proposed (Hokamp
and Liu, 2017; Hu et al., 2019).

Fortunately, the input and output sentences of
GEC overlap significantly and the input tokens are
natural constraints for correction generation. This
assumption is an objective characteristic of GEC
and has been made in many previous works (Zhao
et al., 2019; Malmi et al., 2019; Stahlberg and Ku-
mar, 2020; Sun et al., 2021). Thus, we propose a
novel decoding approach – Align-and-Predict De-
coding (APD), which leverage the characteristic of
GEC to adjust behavior and tendencies of inference.
The overview of APD is shown in Figure 1.

Given an input sentence x = (x1, . . . , xn), we
maintain K hypotheses at the time step t during
inference as beam search does:

Ht =
{
h1
≤t, ...,h

K
≤t

}
=

{
(y11, ..., y

1
t ), ..., (y

K
1 , ..., yKt )

} (1)

where hi
≤t, i ∈ [1,K] denotes the i-th hypothesis

with t already generated tokens.
Since the output of GEC is highly constrained

by the input sequence, we assume that hi
≤t should

be almost the same as part of the input sentence
x. Then, we match the suffix of each hypothesis
hi
≤t with the input x to identify the position which

the inference has reached. If there exists a unique
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substring xk−j , ..., xk(j ≥ 0) of the input x iden-
tical to the suffix yit−j , ..., y

i
t, the next token of the

hypothesis hi
≤t is very likely to be xk+1, which we

store in the set N i
t . 4 Formally,

N i
t =

{
{xk+1} ∃!k, xk−j...k = yit−j...t;

∅ otherwise.
(2)

As beam search does, we expand current hy-
potheses and construct possible candidates for the
next time step t + 1 with all tokens in the vocab-
ulary. The candidate ĥ

i
t,v of the i-th hypothesis is

obtained as follows:

ĥ
i
t,v = CAT(hi

≤t, v) = (yi1, ..., y
i
t, v) (3)

where we concatenate the already generated se-
quence hi

≤t with any token v in the vocabulary.
The corresponding score is calculated by:

SCORE(ĥ
i
t,v) = SCORE(hi

≤t)

+ wi
t,v · logP (v|yi1, ..., yit)

(4)

where P is the output distribution predicted by the
seq2seq GEC model and wi

t,v is a penalty factor
that depends on whether the token v is the next
token xk+1 at the aligned position. Specifically,

wi
t,v =

{
λ v ∈ N i

t

1.0 v ̸∈ N i
t

(5)

where λ is a hyperparameter to control the adher-
ence to the input sequence. If λ > 1.0, inference
penalizes the score of the original next token and
tends to perform modification; 5 if λ < 1.0, it is
likely to copy the token. The new hypotheses are
selected by:

Ht+1 = arg topK
i,v

(SCORE(ĥ
i
t,v)) (6)

3 Experiments

3.1 Experimental Setting
We conduct our experiments in the restricted train-
ing setting of BEA-2019 GEC shared task (Bryant
et al., 2019), with Lang-8 Corpus of Learner En-
glish (Mizumoto et al., 2011), NUCLE (Dahlmeier
et al., 2013), FCE (Yannakoudakis et al., 2011) and

4We use a lookup table (i.e., dictionary) to record the next
token of n-grams (e.g., n = 1) in the source sentence.

5It is notable that λ tweaks logP (v) which is negative
rather than P (v). When λ > 1.0, λ · logP (v) becomes
smaller which penalizes the score of v.

Model BEA-2019
P R F0.5

Omelianchuk et al. (2020) 79.2 53.9 72.4
Kaneko et al. (2020) 67.1 60.1 65.6
Wan et al. (2020) 66.9 60.6 65.5
Lichtarge et al. (2020) 67.6 62.5 66.5
Stahlberg and Kumar (2021) 72.1 64.4 70.4
gT5 xxl (Rothe et al., 2021) - - 69.8
T5 xl (Rothe et al., 2021)♣ - - 73.9
T5 xxl (Rothe et al., 2021)♣ - - 75.9
Yuan et al. (2021) 73.3 61.5 70.6
Sun et al. (2021) - - 72.9
Seq2Seq (w/o pretraining) 57.4 41.8 53.4

+ Precision-oriented(λ = 0.45) 63.6 32.9 53.6
+ Recall-oriented(λ = 1.95) 51.4 47.6 50.5
+ Balance(λ = 0.75) 59.8 39.0 54.0

Seq2Seq (w/ pretraining) 66.7 62.3 65.8
+ Precision-oriented(λ = 0.20) 78.5 43.0 67.4
+ Recall-oriented(λ = 1.85) 61.9 65.6 62.6
+ Balance(λ = 0.45) 72.6 55.4 68.3

12+2 BART (Sun et al., 2021) 76.1 65.6 73.8
+ Precision-oriented(λ = 0.25) 88.1 44.8 73.8
+ Recall-oriented(λ = 2.50) 67.7 72.0 68.5
+ Balance(λ = 0.75) 78.7 63.2 75.0

Table 2: Performance of our approach compared with
previous work in BEA-2019 test set. Note that we only
compare single models without ensemble. λ is selected
based on BEA-2019 development set. It is notable that
the models with ♣ are not comparable here because they
use a much larger model capacity (up to 11B parame-
ters), and their training data is different from ours: they
use cleaned LANG-8 Corpus.

W&I+LOCNESS (Granger; Bryant et al., 2019)
as training data. We use BEA-2019 development
set to choose the best model and select λ between
0.1 and 2.5 with 0.05 intervals based on F0.3, F0.5

and F1.0 for precision-oriented, balance and recall-
oriented models, respectively6. We evaluate the
performance on BEA-2019 test set by ERRANT
(Bryant et al., 2017).

To validate the effectiveness of our approach for
the state-of-the-art seq2seq GEC models, we follow
previous work (Grundkiewicz et al., 2019; Zhang
et al., 2019) to construct 300M error-corrected sen-
tence pairs in the same way for pretraining. We
use Transformer (big) model (Vaswani et al., 2017)
in the fairseq7 and a vocabulary with size of 32K
Byte Pair Encoding (Sennrich et al., 2016) tokens.
We also use one of the models trained by the prior
work (Sun et al., 2021) which utilizes a pretrained
model BART (Lewis et al., 2019) to initialize a
GEC model which has a 12-layer encoder and 2-

6Fβ = (1 + β2) · precision·recall
(β2·precision)+recall

, where recall is
considered β times as important as precision. Compared with
F0.5 which is the official metric for GEC, F0.3 and F1.0 pay
more attention to precision and recall, respectively.

7https://github.com/pytorch/fairseq
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Figure 2: The performance of the seq2seq model (w/
pretraining) over varying λ in BEA-2019 dev set.

Model NLPCC-2018
P R F0.5

Fu et al. (2018) 35.2 18.6 29.9
Zhou et al. (2018) 41.0 13.8 29.4
Ren et al. (2018) 47.2 12.6 30.6
Wang et al. (2020b) 41.9 22.0 35.5
Wang et al. (2020a) 39.4 22.8 34.4
Zhao and Wang (2020) 44.4 22.4 37.0
Our Implementation 41.5 25.7 36.9

+ Precision-oriented(λ = 0.25) 52.9 12.8 32.6
+ Recall-oriented(λ = 2.50) 34.2 34.6 34.3
+ Balance(λ = 0.75) 44.6 22.7 37.4

Table 3: Performance of our approach in the NLPCC-
2018 Chinese benchmark. Note that the models com-
pared here are not pretrained, except for Wang et al.
(2020a).

layer decoder, following Li et al. (2021).
In addition, we evaluate our approach on

NLPCC-18 Chinese GEC shared task (Zhao et al.,
2018) by official Max-Match scorer8 to prove our
approach is language-independent. We use a base
Transformer model and construct a character-level
vocabulary consisting of 7K tokens. We train the
model using MaskGEC (Zhao and Wang, 2020).

The models decode with a beam size of 5. We
show more details of training in the Appendix.

3.2 Experimental Result
As shown in Table 2, our approach can control
the precision-recall trade-off of inference for any
seq2seq GEC models by tweaking a single hyperpa-
rameter λ. After inference tweaks, pretrained GEC
models could achieve much better precision with
comparable or even better overall performance. For
instance, our approach increases the precision of
pretrained models by over 10 points. In contrast,
the recall improvement is smaller than precision,

8https://github.com/nusnlp/m2scorer

Input In my opinion, the car isn’t necessary when
you have crashed in the street, in that mo-
ment you realized the importance of a public
transport.

λ = 0.20 In my opinion, the car isn’t necessary when
you have crashed in the street[.]0 [At]1 that
moment you realized the importance of []2
public transport.

λ = 1.85 In my opinion, [a]0 car isn’t necessary when
you have crashed in the street[.]1 [At]2 that
moment [,]3 you [realize]4 the importance
of []5 public transport .

Input we can see that there are lots of serious
and frequently weather disaster happened
in decades, such as typhoon, hurricane, wild
fire and mud slide.

λ = 0.20 we can see that there are lots of serious
and frequently weather disaster happened
in decades, such as typhoon, hurricane, wild
fire and mud slide.

λ = 0.35 we can see that there are lots of serious
and frequently weather [disasters]0 [that]1
[have]2 happened in decades, such as ty-
phoon, hurricane, wild fire and mud slide.

λ = 1.85 [We]0 can see that [many]1 serious and [fre-
quent]2 weather [disasters]3 [have]4 hap-
pened in decades, such as [typhoons]5, [hur-
ricanes]6, [wildfires]7 and [mudslides]8.

Table 4: Examples of corrections generated by seq2seq
model (w/ pretraining) with different λ. The rewritten
tokens are within the blue blocks.

i.e., an increment of about 6 points for pretrained
models, since it depends mainly on error-corrected
patterns that the model itself has learned. The final
system has achieved competitive performance (73.8
F0.5) and align-and-predict decoding improves it
to a new state-of-the-art result – 75.0 F0.5 in the
BEA-2019 test set by a slight tendency towards
precision.

We further look into the performance of the pre-
trained seq2seq model over varying λ in BEA-2019
development set, which is shown in Figure 2. It is
obvious that the conservative inference (λ < 1.0)
with fewer edits tends to achieve higher precision
since it only provides the most confident correc-
tions, while recall of aggressive inference (λ > 1.0)
has an upper bound. This is because the motivation
of our approach is to simply display error-corrected
patterns that the model has learned with different
orientation rather than to improve its capability and
complement more patterns. Meanwhile, it is ob-
served that F0.5 does not peak around λ = 1.0,
which makes it possible to adapt the precision-
recall trade-off for better overall performance.

As shown in Table 3, our approach also performs
well in Chinese GEC, which demonstrates that it is
language-independent. We present concrete exam-
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ples with different λ in our validation set in Table 4.
It is consistent with our intuition that with larger λ,
the inference tends to heavily edit the input tokens;
on the other hand, it adheres to the input sequence
with smaller λ.

4 Conclusion

We propose a novel language-independent decod-
ing approach to offer more flexibility to adjust the
precision-recall trade-off of inference for seq2seq
GEC models, making it adaptive to various real-
world application scenarios. It can not only adapt
a single model to precision-oriented and recall-
oriented inference, but also be used as a simple
trick for better overall performance. On both En-
glish and Chinese GEC benchmarks, our approach
further improves the state-of-the-art seq2seq GEC
model by precision-recall trade-off. In the future,
we plan to apply it to other sentence rewriting tasks,
such as paraphrasing and style transfer.
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A Hyper-parameters

The hyper-parameters for Chinese GEC are listed
in Table 5. The hyper-parameters of training the
models for English GEC are listed in Table 6 and
Table 7.

Configurations Values
Train From Scratch

Model Architecture Transformer (base)
Training Strategy MaskGEC

(Zhao and Wang, 2020)
Devices 4 Nvidia V100 GPU
Max tokens per GPU 5120
Update Frequency [2, 4]
Optimizer Adam

(β1=0.9, β2=0.98, ϵ=1× 10−8)
(Kingma and Ba, 2014)

Learning rate [5× 10−4, 7× 10−4]
Learning rate scheduler inverse sqrt
Warmup 4000
weight decay 0.0
Loss Function label smoothed cross entropy

(label-smoothing=0.1)
(Szegedy et al., 2016)

Dropout 0.3

Table 5: Hyper-parameters values for Chinese GEC.

Configurations Values
Pretrain

Model Architecture Transformer (big)
Number of epochs 10
Devices 8 Nvidia V100 GPU
Max tokens per GPU 5120
Update Frequency 8
Learning rate 3× 10−4

Optimizer Adam
(β1=0.9, β2=0.98, ϵ=1× 10−8)

Learning rate scheduler inverse sqrt
Weight decay 0.0
Loss Function label smoothed cross entropy

(label-smoothing=0.1)
Warmup 8000
Dropout 0.3

Fine-tune
Number of epochs 60
Devices 4 Nvidia V100 GPU
Update Frequency 4
Learning rate 3× 10−4

Warmup 4000
Dropout 0.3

Table 6: Hyper-parameters values of pretraining and
fine-tuning for English GEC.

Configurations Values
Pretrain

Model Architecture BART 12+2 Init
Number of steps 400000 with early stopping
Devices 32 Nvidia V100 GPU
Max tokens per GPU 8000
Update Frequency 4
Learning rate 1× 10−4

Optimizer Adam
(β1=0.9, β2=0.999, ϵ=1× 10−8)

Learning rate scheduler polynomial decay
Weight decay 0.01
Loss Function label smoothed cross entropy

(label-smoothing=0.1)
Warmup 16000
Dropout 0.3

Fine-tune
Training Strategy Multi-stage fine-tuning

(Stahlberg and Kumar, 2020)
Devices 8 Nvidia V100 GPU
Learning rate 5× 10−5

Warmup 4000
Dropout 0.2

Table 7: Hyper-parameters values of the BART-
initialized model for English GEC.

Model Time (in second)
1 16 64

Seq2Seq (w/ pretraining) 218 37 20
+ λ = 0.20 225 41 23
+ λ = 1.85 229 42 23

Table 8: The total inference time of the seq2seq model
(w/ pretraining) under various batch sizes (1/16/64) us-
ing 1 NVIDIA TITAN RTX GPU with CUDA 11.1 in
the first 1000 sentences of the BEA-2019 dev set.
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B Efficiency

Table 8 shows the total latency of the seq2seq
model (w/ pretraining) under various batch sizes.
Our approach incurs about 5% extra latency in the
online inference setting (i.e., batch size=1) and is
suitable for practical GEC systems.
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Abstract

Injecting desired geometric properties into text
representations has attracted a lot of attention.
A property that has been argued for, due to
its better utilisation of representation space, is
isotropy. In parallel, VAEs have been success-
ful in areas of NLP, but are known for their sub-
optimal utilisation of the representation space.
To address an aspect of this, we investigate
the impact of injecting isotropy during train-
ing of VAEs. We achieve this by using an
isotropic Gaussian posterior (IGP) instead of
the ellipsoidal Gaussian posterior. We illus-
trate that IGP effectively encourages isotropy
in the representations, inducing a more dis-
criminative latent space. Compared to vanilla
VAE, this translates into a much better classi-
fication performance, robustness to input per-
turbation, and generative behavior. Addition-
ally, we offer insights about the representa-
tional properties encouraged by IGP.1

1 Introduction

In recent years, with the success facilitated by pre-
trained representations across various NLP tasks,
more attention has been placed on studying and
utilising the geometric properties of learned rep-
resentations. A phenomena that has been studied
more recently in this direction is anisotropy (Etha-
yarajh, 2019), indicating a sub-optimal property
where the learned embeddings only utilise a small
subset of the representation space. Various methods
have been proposed to rectify this and encourage
the representations to be more discriminative or to
exploit the representation dimensions more effec-
tively (Liu et al., 2021; Gao et al., 2021; Li et al.,
2020a; Su et al., 2021; Mu and Viswanath, 2018).

In parallel, Variational Autoen-
coders (VAEs) (Kingma and Welling, 2014)
have been widely used in various areas of NLP,

1Code and datasets are available at https://github.
com/lanzhang128/IGPVAE

from representation learning for downstream
tasks (Li et al., 2020b; Wei and Deng, 2017), to
generation (Prokhorov et al., 2019; Bowman et al.,
2016), representational sparsity and disentangle-
ment (Prokhorov et al., 2021; Zhang et al., 2021),
and semi-supervised learning (Zhu et al., 2021;
Choi et al., 2019; Yin et al., 2018; Xu et al., 2017).
In recent years, most of the developments around
VAEs have focused on avoiding the posterior
collapse (Bowman et al., 2016) which leads to
learning sub-optimal representations (Havrylov
and Titov, 2020; Fu et al., 2019; Li et al., 2019;
Dieng et al., 2019; He et al., 2019; Higgins
et al., 2017; Yang et al., 2017; Bowman et al.,
2016). Despite the success of these techniques, a
non-collapsed VAE still utilises the representation
space sub-optimally (Prokhorov et al., 2019; He
et al., 2019; Burda et al., 2016), as very commonly
the learned representations do not fully utilise the
latent space to encode information.

In this paper we bridge between the two lines of
research by injection isotropy in the latent space of
VAEs. Such property could be encouraged by us-
ing an Isotropic Gaussian Posterior (IGP) which in-
volves a simple modification of VAEs. An Isotropic
Gaussian distribution, N (µ, σ2I), is similar to
vanilla VAE’s posterior with the exception that all
dimensions share the same unified variance. Tying
the variances would encourage encoder of VAEs to-
wards the extreme where all dimensions are either
active or inactive.2

Our experimental findings indicate that, com-
pared to vanilla VAE, the use of IGP is effective in
both increasing dimension activation and injecting
isotropy in the learned representation space. We ob-
serve that isotropy results in a more discriminative
representation space which is much more suited for
classification tasks and robust to input perturbation.

2A dimension u is defined to be active if Au =
Covx(Eu∼q(u|x) [u]) is larger than 0.01, where Cov denotes
covariance (Burda et al., 2016).
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Our generative experiment for sentence completion
suggests that the VAE trained with IGP is more
capable of maintaining semantic cohesiveness.

2 Isotropic Gaussian Posterior (IGP)

Variational Autoencoder (VAE). Let x denote
datapoints in data space and z denote latent vari-
ables in the latent space, and assume the datapoints
are generated by the combination of two random
processes: The first random process is to sample
a point z(i) from the latent space in VAEs with
prior distribution of z, denoted by p(z). The sec-
ond random process is to generate a point x(i) from
the data space, denoted by p(x|z(i)). VAE uses
a combination of a probabilistic encoder qφ(z|x)
and decoder pθ(x|z), parameterised by φ and θ, to
learn this statistical relationship between x and z.
VAE is trained by maximizing the lower bound of
the logarithmic data distribution log p(x), called
evidence lower bound (ELBO), L(φ, θ; x):

Eqφ(z|x)[log(pθ(x|z))]− KL(qφ(z|x)||p(z))

The first term of objective function is the expecta-
tion of the logarithm of data likelihood under the
posterior distribution of z. The second term is KL-
divergence, measuring the distance between the
recognition distribution qφ(z|x) and the prior dis-
tribution p(z) and can be seen as a regularisation.

In the presence of auto-regressive and power-
ful decoders, a common optimisation challenge of
training VAEs in text modelling is called poste-
rior collapse, where the learned posterior distribu-
tion qφ(z|x), collapses to the prior p(z). Several
strategies have been proposed to alleviate this prob-
lem (Bowman et al., 2016; Havrylov and Titov,
2020; Fu et al., 2019; He et al., 2019). In this work,
we follow Prokhorov et al. (2019), L(φ, θ; x):

Eqφ(z|x)[log(pθ(x|z))]−β|KL(qφ(z|x)||p(z))−C|

where C is a positive real value which represents
the target KL-divergence term value and β indi-
cates the regularisation strength. We set β = 1
to make sure the weights of the two terms bal-
ance, noting that it acts as a Lagrange Multiplier
(Boyd and Vandenberghe, 2004). This also has an
information-theoretic interpretation, where the KL
term is seen as the amount of information transmit-
ted from a sender (encoder) to a receiver (decoder)
via the message (z) (Alemi et al., 2018) and the us-
age ofC can control this channel capacity. This can

help us to make a fair comparison between Diago-
nal Gaussian Posterior (DGP) and IGP when VAEs
are under the same encoder capacity constraint.

VAE with Isotropic Gaussian Posterior. A
common behaviour of VAEs is the presence of in-
active representation units across the entire dataset,
causing the number of utilised dimensions to be
even far smaller than the number of potential gen-
erative factors behind any real-world dataset. The
soft ellipsoidal representation space of VAEs is
known to lead to less representative mean vec-
tors (Bosc and Vincent, 2020). We illustrate that
encouraging isotropy (i.e., tying the variance of di-
mensions on the posterior) will avoid the aforemen-
tioned issue since the encoder of VAEs would be
forced to either use all dimensions or none and the
learned latent space is soft spherical. In the Gaus-
sian case, this corresponds to using an Isotropic
Gaussian, a subclass of diagonal Gaussian distribu-
tion

{
N (µ, σ2I)|µ ∈ Rn, σ ∈ R+

}
, as the poste-

rior. Tying the variances in IGP imposes a different
pathological pattern by encouraging Active Units
(AUs; Burda et al., 2016) to reach the maximum
(i.e., representation dimension).

Additionally, the use of IGP allows the estima-
tion of variance more accurately. Suppose we
have N samples with the same posterior. For a
K-dimension diagonal Gaussian posterior, we will
have an estimation of variance with standard devia-
tion approximately σ̂2k

√
2
N for each dimension k,

whereas for an isotropic Gaussian posterior, we will
have a unified estimation of variance with standard
deviation approximately σ̂2

√
2
NK , where σ̂2k and

σ̂2 denote the estimates of the variance. Moreover,
with K different σ̂2k estimates, a few may differ
substantially from their best values by chance.3

3 Experiments

We trained our models on Yahoo Question
and DBpedia (Zhang et al., 2015) which have
(100K/10K/10K, 12K, 10) and (140K/14K/14K,
12K, 14) for (sentences in training/dev/test, vocab-
ulary size, classes), respectively. We use one uni-
directional LSTM layer for encoder and decoder,
and fully-connected layers to produce mean and
variance of posteriors. We concatenate the latent

3It is worth noting that IGP is not a solution for posterior
collapse, and our experimental findings are not specific to the
chosen technique for avoiding the collapse (i.e., our prelimi-
nary experiments with KL-annealing exhibit similar findings
reported in this paper).
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Figure 1: Results are calculated on the test set (aver-
age of 3 runs reported) of (top) DBpedia Corpus and
(bottom) Yahoo Question (Zhang et al., 2015). AU is
bounded by the dimensionality of z (32).

code with word embedding at every timestamp as
the input of the decoder. For VAE with IGP, we
just produce one variance value and assign it to
be the variance of posterior for all dimensions. At
decoding phase, we use greedy decoding. The di-
mensions for word embedding, encoder-decoder
LSTMs, and latent code are (200, 512, 32). Three
different values of C are used on each dataset to
explore the impact of the amount of information
transmitted by the code. We also adopt Autoen-
coder (AE) as a baseline.4 All models are trained
from 3 random starts for 20 epochs and 128 batch
size using Adam (Kingma and Ba, 2015) with learn-
ing rate 0.0005.

We compare the choice of isotropic Gaussian
posterior (IGP) with vanilla diagonal Gaussian pos-
terior (DGP) on various grounds, from reconstruc-
tion loss and unit activation (§3.1) to downstream
classification task, sample efficiency, robustness,
and generation (§3.2), posterior sharpness (§3.3),
and distributional properties of the induced repre-
sentations (§3.4).

3.1 Basic Results

Figure 1 reports the reconstruction loss, AU and
BLEU-2 (Papineni et al., 2002) for C = 5, 15, 50.
KL-divergence in all cases matches the set target C.
We observe the C constraint can effectively control
the KL-divergence to the set level. The reconstruc-
tion loss generally drops with the increase of C.
We observe the same pattern for DGP and IGP. Ad-
ditionally, while DGP struggles, IGP can activate
all dimensions (e.g., AU for C = 5 on DBpedia
are 4 and 32 for DGP and IGP, respectively). This

4We also tried Importance Weighted Autoencoder
(IWAE;Burda et al. (2016)) as another baseline commonly
used in image domain. This model yields KL-collapse which
is non-trivial to address given its objective function.
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Figure 2: Classification accuracy on DBpedia (top-left)
and Yahoo (top-right) with and without the isotropic
Gaussian posterior (IGP) under different C values.
Also, classification accuracy for C = 15 trained on var-
ious portion of DBpedia (bottom). Results are reported
as mean and std across 3 VAE encoders.

translates into IGP reaching a significantly higher
BLEU. For more results, including autoencoder,
see Appendix.

3.2 Classification and Generation

Classification. We trained a classifier on top of
the frozen encoders of DGP and IGP and use the
mean vector representations as features to train the
classifier. For the classifier, we used a 2-hidden-
layer MLP with 128 neurons and ReLU activation
function at each layer. We trained 10 randomly
initialised classifiers and used the mean of classifi-
cation accuracy as the final accuracy. Figure 2 (top)
reports the results. Overall, the representations of
most VAEs with IGP lead to a significant improve-
ment of classification accuracy compared to vanilla
VAEs. In the only exception (i.e, C = 5 on DB-
pedia), two models have comparable results with
no model having any statistically significant advan-
tage. We attribute this to having a more representa-
tive mean which is encouraged by IGP. One notable
thing is that DGP does not perform as good as AEs
regardless of C choice, whereas IGP (C = 15, 50)
achieve similar and better classification accuracy
on DBpedia and Yahoo Question.

We adopted few-shot setting to compare sample
efficiency of both VAEs (with C = 15), by using
0.1%, 1% and 10% of training data of DBpedia and
did classification on the test set as before. Accuracy
scores are reported in Figure 2 (bottom) with IGP
exhibiting a better sample efficiency. For instance,
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ORIGINAL the carnegie library in unk washington is a building
from 1911 . it was listed on the national register of
historic places in 1982 .

st. marys catholic high school is a private roman
catholic high school in phoenix arizona . it is located
in the roman catholic diocese of phoenix .

IMPUTED the carnegie library in unk washington · · · st. marys catholic high school is · · ·
DGP the carnegie library in unk washington is a unk (

unk ft ) high school in the unk district of unk in the
province of unk in the unk province of armenia .

st. marys catholic high school is a unk - unk school in
unk unk county new jersey united states . the school
is part of the unk independent school district .

IGP the carnegie library in unk washington was built in
1909 . it was listed on the national register of historic
places in unk was designed by architect john unk .

st. marys catholic high school is a private roman
catholic high school in unk california . it is located
in the roman catholic diocese of unk .

Table 1: Word imputation experiment.

DBpedia Yahoo

DGP [0.11,−0.63] [0.10,−0.51]
IGP [0.12,−6.22] [0.08,−4.86]

Table 2: Reports [ ||µ||22 , log det(Cov[qφ(z)]) ].

the mean accuracy gap at 0.1% is quite significant
being above 7 points, and VAE gets the gap down
to 4 points at 100% (still significant).

We further investigated the robustness of the
learned representations to perturbation via apply-
ing word dropout on sentences by randomly delet-
ing 30% of words in a sentence, and repeating the
classification experiment. IGP with accuracies of
(83.5, 34.0) outperforms both DGP (76.4, 24.1) and
AE (83.1, 30.7) on (DBpedia, Yahoo). We specu-
late this to be an indication of information overlap
across dimensions of the representations at higher
AU, offering a better recovery of information in the
presence significant perturbation.

Generation. We imputed 75% of words of a sen-
tence from the test set of DBpedia, fed it to VAE
encoder and reconstructed the sentence from its
latent code using IGP and DGP in Table 1. IGP
successfully recovers the type of the mentioned
object and completes the imputed sentence with a
similar structure, whereas DGP fails to do so.

3.3 Posterior Shape

To understand the impact of isotropy on the ag-
gregated posterior, qφ(z) =

∑
x∼q(x) qφ(z|x), we

obtain unbiased samples of z by sampling an x
from data and then z ∼ qφ(z|x), and measure
the log determinant of covariance of the samples
(log det(Cov[qφ(z)])) as well as the mean of the
samples to measure ||µ||22. Table 2 reports these
for C = 15. We observe that log det(Cov[qφ(z)])
is significantly lower for IGP indicating a sharper
approximate posteriors.

DBpedia Yahoo

Sample Mean Sample Mean

DGP 0.72 0.62 0.72 0.63
IGP 0.76 0.77 0.78 0.76
AE 0.087 0.059

Table 3: Isotropy score of mean and samples for DBpe-
dia and Yahoo test sets (trained with C = 15).

3.4 Properties of Representations
Isotropy Score. We quantitatively approximate
the isotropy score (Mu and Viswanath, 2018),

IS(V) =
minm∈M

∑
v∈V exp(m

ᵀv)

maxm∈M
∑

v∈V exp(m
ᵀv)

,

where V is the matrix of representations (i.e., of
samples or mean vectors of posteriors), andM is
the set of eigen vectors of VᵀV . As observed in
Table 3, compared to DGP, IGP has a significantly
larger IS on both means and samples. Interestingly,
given that dimensions are independently modeled
via univariate Gaussians, both VAEs outperform
the Autoencoder counterparts.

Visualization. We visualize the learned represen-
tation space of DGP and IGP for DBpedia, using
t-SNE (van der Maaten and Hinton, 2008), in Fig-
ure 3 (bottom). As illustrated in the right plot, the
clusters of classes in IGP have less overlap among
classes compared with DGP (left). Additionally,
we use the Mapper5 algorithm (Singh et al., 2007)
to visualise the highest density region (HDR) (Hyn-
dman, 1996) of the mean vectors for DGP and IGP.
HDR cuts the overall density space to form latent
spaces that contain above a threshold probability
mass (i.e., ≥ 0.05 with minimum samples ≥ 2 per
latent space). The output of the mapper is a graph,
where each component in the graph corresponds to
a set of nearby points forming a high density space.

5https://github.com/scikit-tda/
kepler-mapper
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Figure 3: Visualisations of the mean representations of
posterior on DBpedia test set for C = 15. Left: DGP;
Right: IGP. Top: HDR; Bottom: t-SNE.

The connectivity of the graph reflects some topo-
logical properties of the sampling space (darker
colors indicate higher density). As observed in
Figure 3 (top), the HDR of DGP posterior means
forms a single component whereas IGP forms 9
disconnected components indicating more discrim-
inative characteristics of its mean vectors, echoing
earlier results in better accuracy in the classification
setting (§3.2).

4 Conclusion

We proposed Isotropic Gaussian Posteriors (IGP)
as a means of encouraging isotropy in the latent
space induced by VAEs. The injection of isotropy
addressed a sub-optimal behaviour of VAEs by
activating more dimensions of the representation
and encouraging a more discriminative latent space.
Our experiments illustrated a significant improve-
ment of classification performance and robustness
to input perturbations with IGP. We also observed,
in the sentence completion task, that VAE trained
with IGP is more capable at maintaining seman-
tic cohesiveness. Our ongoing work suggests the
representation utilisation achieved by IGP has the
potential to be exploited towards representational
properties such as disentanglement.
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A Full Results

We report detailed reconstruction loss, KL-
divergence, active units and results of BLEU and
ROUGE scores on reconstructed test set in Table 4.
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Rec. KL AU BLEU-2/4 ROUGE-2/4

D
B

pe
di

a

AE 66.32±0.11 - 32.0±0.0 40.96±0.25/27.57±0.17 35.87±0.19/23.78±0.07

C = 5, DGP 100.65±0.08 5.09±0.01 4.0±0.0 23.47±0.79/14.00±0.47 20.85±0.69/10.19±0.34
C = 5, IGP 101.73±0.31 5.04±0.01 32.0±0.0 25.09±0.55/14.83±0.22 22.29±0.17/10.47±0.10

C = 15, DGP 94.16±0.19 15.06±0.04 8.7±0.9 35.35±0.49/22.37±0.31 30.54±0.43/17.41±0.16
C = 15, IGP 95.52±0.08 15.08±0.05 32.0±0.0 37.23±0.27/24.47±0.11 34.19±0.12/19.32±0.06

C = 50, DGP 80.65±0.53 50.02±0.04 31.7±0.5 40.54±0.21/26.95±0.19 35.19±0.25/22.13±0.24
C = 50, IGP 80.58±0.04 50.15±0.04 32.0±0.0 44.79±0.30/30.72±0.17 39.91±0.12/25.40±0.08

Ya
ho

o
Q

ue
st

io
n AE 17.64±0.28 - 32.0±0.0 42.88±0.51/32.86±0.58 41.63±0.58/31.67±0.67

C = 5, DGP 50.58±0.06 5.14±0.01 5.7±0.5 17.07±0.71/6.04±0.25 10.96±0.41/1.50±0.06
C = 5, IGP 51.24±0.01 5.06±0.03 32.0±0.0 20.91±0.03/8.07±0.03 14.48±0.13/2.21±0.02

C = 15, DGP 43.00±0.12 15.06±0.04 9.3±1.2 22.62±0.37/10.81±0.21 16.04±0.32/4.76±0.08
C = 15, IGP 44.43±0.05 15.20±0.12 32.0±0.0 29.76±0.06/14.99±0.08 23.11±0.17/6.94±0.12

C = 50, DGP 28.29±0.40 50.00±0.19 31.3±0.9 31.78±0.73/20.47±0.70 27.14±0.85/15.07±0.77
C = 50, IGP 26.18±0.19 50.15±0.08 32.0±0.0 39.68±0.20/27.49±0.31 35.73±0.40/22.57±0.55

Table 4: Results are calculated on the test set. We report mean value and standard deviation across 3 runs. Rec and
AU denote reconstruction loss and number of Active Units, respectively. DGP, and IGP denote diagonal Gaussian
posteriors and isotropic Gaussian posteriors, respectively. C is the target KL value.
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Abstract
Several methods have been proposed for clas-
sifying long textual documents using Trans-
formers. However, there is a lack of consensus
on a benchmark to enable a fair comparison
among different approaches. In this paper, we
provide a comprehensive evaluation of the rela-
tive efficacy measured against various baselines
and diverse datasets — both in terms of accu-
racy as well as time and space overheads. Our
datasets cover binary, multi-class, and multi-
label classification tasks and represent various
ways information is organized in a long text
(e.g. information that is critical to making the
classification decision is at the beginning or
toward the end of the document). Our results
show that more complex models often fail to
outperform simple baselines and yield incon-
sistent performance across datasets. These find-
ings emphasize the need for future studies to
consider comprehensive baselines and datasets
that better represent the task of long document
classification to develop robust models.1

1 Introduction

Transformer-based models (Vaswani et al., 2017)
have achieved much progress across many ar-
eas of NLP including text classification (Minaee
et al., 2021). However, such progress is often
limited to short sequences because self-attention
requires quadratic computational time and space
with respect to the input sequence length. Widely-
used models like BERT (Devlin et al., 2019) or
RoBERTa (Liu et al., 2019) are typically pretrained
to process up to 512 tokens. This is problematic
because real-world data can be arbitrarily long. As
such, different models and strategies have been
proposed to process longer sequences.

In particular, we can identify a few standard ap-
proaches for the task of long document classifi-

∗Work done while at Amazon
1Our code is available at

https://github.com/amazon-research/
efficient-longdoc-classification.

cation. The simplest approach is to truncate long
documents — using BERT or RoBERTa on the first
512 tokens is often used as a baseline. More effi-
cient Transformer models like Longformer (Belt-
agy et al., 2020) and Big Bird (Zaheer et al.,
2020) use sparse self-attention instead of full self-
attention to process longer documents (e.g. up
to 4,096 tokens). Other approaches process long
documents in their entirety by dividing them into
smaller chunks (e.g. Pappagari et al., 2019). An
alternative idea proposed by recent work is to se-
lect sentences from the document that are salient
to making the classification decision (Ding et al.,
2020).

However, the relative efficacy of these models
is not very clear due to a lack of consensus on
benchmark datasets and baselines. Tay et al. (2021)
propose a benchmark for comparing Transformers
that can operate over long sequences, but this only
includes a single, simulated2 long document clas-
sification task. Novel variants of efficient Trans-
formers are often compared to a BERT/RoBERTa
baseline only, without much comparison to other
Transformer models designed for the task (e.g. Belt-
agy et al., 2020; Zaheer et al., 2020). Conversely,
models designed for long document classification
often focus exclusively on state-of-the-art mod-
els for particular datasets, and do not consider a
BERT/RoBERTa baseline or any other Transformer
models (e.g. Ding et al., 2020; Pappagari et al.,
2019).

This paper provides a much-needed comprehen-
sive comparison among existing models for long
document classification by evaluating them against
unified datasets and baselines. We compare mod-
els that represent different approaches on various
datasets and against Transformer baselines. Our
datasets cover binary, multi-class, and multi-label

2The benchmark considers the task of classifying IMDB
reviews (Maas et al., 2011) using byte-level information to
simulate longer documents.
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classification. We also consider different ways in-
formation that is relevant to the classification is or-
ganized in texts (e.g. in the beginning or toward the
end) and how this affects model performance. We
also compare the models in terms of their training
time, inference time, and GPU memory require-
ments to account for additional complexity that
some of the models have relative to a BERT base-
line. This allows us to compare the practical effi-
cacy of the models for real-world usage.

Our results show that more sophisticated models
are often outperformed by simpler models (often
including a BERT baseline) and yield inconsistent
performance across datasets. Based on these find-
ings, we highlight the importance of considering di-
verse datasets while developing models, especially
those that represent different ways key information
is presented in long texts. Additionally, we rec-
ommend that future research should also always
include simpler baseline models. To summarize,
our contributions are:

• We provide insights into the practical efficacy
of existing models for long document classi-
fication by evaluating them across different
datasets, and against several baselines. We
compare the accuracy of these models as well
as their runtime and memory requirements.

• We present a comprehensive suite of evalua-
tion datasets for long document classification
with various data settings for future studies.

• We propose simple models that often outper-
form complex models and can be challenging
baselines for future models for this task.

2 Methods

In this paper, we compare models representing dif-
ferent approaches to long document classification
(Beltagy et al., 2020; Pappagari et al., 2019; Ding
et al., 2020) on unified datasets and baselines.

2.1 Existing Models
As described in §1, four distinct approaches have
been proposed for long document classification: 1)
document truncation, 2) efficient self-attention, 3)
chunk representations, 4) key sentence selection.
We evaluate a representative model from each cate-
gory in this work.

BERT (document truncation) The simplest ap-
proach consists of finetuning BERT after truncating

long documents to the first 512 tokens.3 As in De-
vlin et al. (2019), we use a fully-connected layer
on the [CLS] token for classification. This is an
essential baseline as it establishes the limitations
of a vanilla BERT model in classifying long doc-
uments yet is still competitive (e.g. Beltagy et al.,
2020; Chalkidis et al., 2019). However, some prior
work fails to consider this baseline (e.g. Ding et al.,
2020; Pappagari et al., 2019).

Longformer (efficient self-attention) We select
Longformer (Beltagy et al., 2020) as a model de-
signed to process longer input sequences based on
efficient self-attention that scales linearly with the
length of the input sequence (see Tay et al., 2020,
for a detailed survey). Longformer also truncates
the input, but it has the capacity to process up to
4,096 tokens rather than 512 tokens as in BERT.
Following Beltagy et al. (2020), we use a fully-
connected layer on top of the first [CLS] token
with global attention. Longformer outperformed a
RoBERTa baseline significantly on a small binary
classification dataset (Beltagy et al., 2020). How-
ever, it has not been evaluated against any other
models for text classification or on larger datasets
that contain long documents.

ToBERT (chunk representations) Transformer
over BERT (ToBERT, Pappagari et al., 2019) takes
a hierarchical approach that can process documents
of any lengths in their entirety. The model divides
long documents into smaller chunks of 200 tokens
and uses a Transformer layer over BERT-based
chunk representations. It is reported to outper-
form previous state-of-the-art models on datasets
of spoken conversations. However, it has not been
compared to other Transformer models. We re-
implement this model based on the specifications
reported in Pappagari et al. (2019) as the code is
not publicly available.

CogLTX (key sentence selection) Cognize Long
TeXts (CogLTX, Ding et al., 2020) jointly trains
two BERT (or RoBERTa) models to select key sen-
tences from long documents for various tasks in-
cluding text classification. The underlying idea that
a few key sentences are sufficient for a given task
has been explored for question answering (e.g. Min
et al., 2018), but not much for text classification. It
is reported to outperform ToBERT and some other

3In practice, the first 510 tokens are used along with the
[CLS] and [SEP] tokens. We use the token count including
the two special tokens throughout the paper for simplicity.
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neural models (e.g. CNN), but it is not evaluated
against other Transformer models.

We use their multi-class classification code for
any classification task with appropriate loss func-
tions.4 Following Beltagy et al. (2020), we use
sigmoid and binary cross entropy loss on the logit
output of the models for binary classification. The
same setting is used for multi-label classification
with softmax normalization and cross entropy loss.

2.2 Novel Baselines

In addition to the representative models above, we
include two novel methods that serve as simple but
strong baseline models.

BERT+TextRank While the BERT truncation
baseline is often effective, key information required
to classify documents is not always found within
the first 512 tokens. To account for this, we aug-
ment the first 512 tokens, with a second set of 512
tokens obtained via TextRank, an efficient unsuper-
vised sentence ranking algorithm (Mihalcea and
Tarau, 2004). TextRank provides an efficient alter-
native to more complex models designed to select
key sentences such as CogLTX. Specifically, we
concatenate the BERT representation of the first
512 tokens with that of the top ranked sentences
from TextRank (up to another 512 tokens). As
before, we use a fully-connected layer on top of
the concatenated representation for classification.
We use PyTextRank (Nathan, 2016) as part of the
spaCy pipeline (Honnibal et al., 2020) for the im-
plementation with the default settings.

BERT+Random As an alternative approach to
the BERT+TextRank model, we select random sen-
tences up to 512 tokens to augment the first 512
tokens. Like BERT+TextRank, this can be a sim-
ple baseline approach in case key information is
missing in truncated documents.5

2.3 Hyperparameters

We use reported hyperparameters for the existing
models whenever available. However, given that
we include different datasets that the original pa-
pers did not use, we additionally explore different
hyperparameters for the models. Detailed informa-
tion is available in Appendix A.

4https://github.com/Sleepychord/CogLTX
5For simplicity, sentences included in the first 512 tokens

are not excluded in the random selection process. Different
settings are possible, but our preliminary results did not show
much difference.

Dataset # BERT Tokens % Long
Hyperpartisan 744.2 ± 677.9 53.5
20NewsGroups 368.8 ± 783.8 14.7
EURLEX-57K 707.99 ± 538.7 51.3
Book Summary 574.3 ± 659.6 38.8

– Paired 1,148.6 ± 933.9 75.5

Table 1: Statistics on the datasets. # BERT Tokens refers
to the average token count obtained via the tokenizer of
the BERT base (uncased) model. % Long refers to the
percentage of documents with over 512 BERT tokens.

2.4 Data

We select three classification datasets containing
long documents to cover various kinds of classifica-
tion tasks: Hyperpartisan (Kiesel et al., 2019) (bi-
nary classification), 20NewsGroups (Lang, 1995)
(multi-class classification) and EURLEX-57K
(Chalkidis et al., 2019) (multi-label classification).
We also re-purpose the CMU Book Summary
Dataset (Bamman and Smith, 2013) as an addi-
tional multi-label classification dataset.

We also modify the EURLEX and Book Sum-
mary datasets to represent different data settings
and further test all models under these challenging
variations. A document in the EURLEX dataset
contains a legal text divided into several sections,
and the first two sections (header, recitals) carry
the most relevant information for classification
(Chalkidis et al., 2019). We invert the order of
the sections so that this key information is located
toward the end of each document (Inverted EU-
RLEX). This creates a dataset particularly chal-
lenging for models that focus only on the first 512
tokens. We also combine pairs of book summaries
from the CMU Book Summary dataset to create a
new dataset (Paired Book Summary) that contains
longer documents with two distinctive information
blocks. Again, this challenges models not to solely
rely on the signals from the first 512 tokens. In
addition, it further challenges models to detect two
separate sets of signals for correct classification
results. In all, these modified datasets represent dif-
ferent ways information may be presented in long
texts and test how robust the existing models are to
these. Table 1 summarizes characteristics of all our
datasets, with more details in Appendix B.

2.5 Metrics

For the binary (Hyperpartisan) and multi-class
(20NewsGroups) classification tasks, we report ac-
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Model
Hyper- 20News

EURLEX
Inverted Book Paired

partisan Groups EURLEX Summary Summary
BERT 92.00 84.79 73.09 70.53 58.18 52.24
BERT+TextRank 91.15 84.99 72.87 71.30 58.94 55.99
BERT+Random 89.23 84.65 73.22 71.47 59.36 56.58
Longformer 95.69 83.39 54.53 56.47 56.53 57.76
ToBERT 89.54 85.52 67.57 67.31 58.16 57.08
CogLTX 94.77 84.63 70.13 70.80 58.27 55.91

Table 2: Performance metrics on the test set for all datasets. The average accuracy (%) over five runs is reported for
Hyperpartisan and 20NewsGroups while the average micro-F1 (%) is used for the other datasets. The highest value
per column is in bold and the second highest value is underlined. Results below the BERT baseline are shaded.

curacy (%) on the test set. For the rest, multi-label
classification datasets, we use micro-F1 (%), which
is based on summing up the individual true posi-
tives, false positives, and false negatives for each
class.6

3 Results

Table 2 summarizes the average performance of the
models over five runs with different random seeds.
Overall, the key takeaway is that more sophisti-
cated models (Longformer, ToBERT, CogLTX)
do not outperform the baseline models across the
board. In fact, these models are significantly more
accurate than the baselines only on two datasets.
As reported in Beltagy et al. (2020), Longformer
recorded the strongest performance on Hyperpar-
tisan, with CogLTX also performing well. Long-
former and ToBERT performed the best for Paired
Book Summary. Paired Book Summary seems to
be most challenging for all models across the board
and is the only dataset where the BERT baseline
did the worst. However, it is worth noting that
simple augmentations of the BERT baseline as in
BERT+TextRank and BERT+Random were not far
behind the best performing model even for this
challenging dataset. ToBERT’s reported perfor-
mance was the highest for 20NewsGroups, but we
were unable to reproduce the results due to its mem-
ory constraints. For the other datasets, these more
sophisticated models were outperformed by the
baselines. In particular, the simplest BERT base-
line that truncates documents up to the first 512
tokens shows competitive performance overall, out-
performing the majority of models for Hyperparti-

6The choice of these metrics are based on previous liter-
ature. An exploration of other metrics (e.g. macro-F1) may
provide further insights. However, we did not see significant
differences in preliminary results, and we believe the general
trend of results would not differ.

Model
Train Inference GPU
Time Time Memory

BERT 1.00 1.00 <16
+TextRank 1.96 1.96 16
+Random 1.98 2.00 16
Longformer 12.05 11.92 32
ToBERT 1.19 1.70 32
CogLTX 104.52 12.53 <16

Table 3: Runtime and memory requirements of each
model, relative to BERT, based on experiments on the
Hyperpartisan dataset. Training and inference time were
measured and compared in seconds per epoch. GPU
memory requirement is in GB. Longformer and To-
BERT were trained on a GPU with a larger memory
and compared to a comparable run on the machine.

san, 20NewsGroups and EURLEX. It is only the
Paired Book Summary dataset where the BERT
baseline performed particularly worse than other
models. In general, we observe little-to-no per-
formance gains from more sophisticated models
across the datasets as compared to simpler models.
A similar trend was observed even when the mod-
els were evaluated only on long documents in the
test set (Appendix C). These finding suggests that
the existing models do not necessarily work better
for long documents across the board when diverse
datasets are considered.

The relatively inconsistent performance of these
existing models is even more underwhelming con-
sidering the difference in runtime and memory re-
quirements as summarized in Table 3. Compared
to BERT on the first 512 tokens, Longformer takes
about 12x more time for training and inference
while CogLTX takes even longer. ToBERT is faster
than those two, but it requires much more GPU
memory to process long documents in their en-
tirety. Taken together with the inconsistency in
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accuracy/F1 scores, this suggests that sophisticated
models are not necessarily a good fit for real word
use cases where efficiency is critical.

4 Discussion and Recommendations

Our results show that complex models for long doc-
ument classification do not consistently outperform
simple baselines. The fact that the existing mod-
els were often outperformed by the simplest BERT
baseline suggests that the datasets tend to have key
information accessible in the first 512 tokens. This
is somewhat expected as the first two sections of
EURLEX are reported to carry the most informa-
tion (Chalkidis et al., 2019) and 20NewsGroups
contains mostly short documents. Including these
datasets to evaluate models for long document clas-
sification is still reasonable given that a good model
should work well across different settings. How-
ever, these datasets alone do not represent various
ways information is presented in long texts.

Instead, future studies should evaluate their mod-
els across various datasets to create robust models.
While it is often difficult to obtain datasets suited
for long document classification, our modifications
of existing datasets may provide ways to repurpose
existing datasets for future studies. We invert the
order of the sections of EURLEX to create the In-
verted EURLEX dataset, where key information is
likely to appear toward the end of each document.
Our results in Table 2 show that selective mod-
els (BERT+TextRank, BERT+Random, CogLTX)
performed better than those that read longer con-
secutive sequences (Longformer, ToBERT) on this
dataset. This suggests that this inverted dataset may
contain parts of texts that should be ignored for bet-
ter performance, thus providing a novel test bed for
future studies. The Paired Book Summary dataset
presents another challenging data setting with two
distinctive information blocks. While Longformer
and ToBERT performed significantly better for this
dataset than others, the overall model performance
was quite underwhelming, leaving room for im-
provement for future models.

Many of these findings were revealed only due
to the choice of relevant baselines, and future
work will benefit from including these as well. A
BERT/RoBERTa baseline is essential to motivate
the problem of long document classification using
Transformers and reveal how much information is
retrievable in the first 512 tokens. BERT+TextRank
and BERT+Random are stronger baselines that of-

ten outperform more complex models that select
key sentences. In fact, they outperformed CogLTX
on five of the six datasets.

5 Conclusion

Several approaches have been proposed to use
Transformers to classify long documents, yet their
relative efficacy remains unknown. In this paper,
we compare existing models and baselines on var-
ious datasets and in terms of their time and space
requirements. Our results show that existing mod-
els, while requiring more time and/or space, do
not perform consistently well across datasets, and
are often outperformed by baseline models. Future
studies should consider the baselines and datasets
to establish robust performance.
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A Hyperparameters

Across all datasets, we used Adam optimizer with
a learning rate of {5e-5, 3e-5, 0.005} for one run of
each model and picked the best performing learn-
ing rate for the model. The learning rate of 0.005
was used for Longformer only because it did not
perform well with a learning rate of 5e-5 or 3e-5
for most of the datasets. We set dropout rate at
0.1 as suggested by Devlin et al. (2019). The num-
ber of epochs needed for finetuning the models for
different datasets is likely to vary, so we trained
all models for 20 epochs and selected the best per-
forming model based on the performance metric
on the validation set. We report the average results
on the test set over five different seeds.

All experiments on baseline models and
CogLTX were conducted on a single Tesla V100
GPU with 16GB memory. For Longformer and
ToBERT, we used a NVIDIA A100 SXM4 with
40GB memory. More details on the selected hyper-
parameters are available with our code at https:
//github.com/amazon-research/
efficient-longdoc-classification.

B Datasets

Hyperpartisan is a binary classification dataset,
where each article is labeled as True (hyperpartisan)
or False (not hyperpartisan) (Kiesel et al., 2019).
More than half of the documents exceed 512 tokens.
It is quite different from other datasets in that it
is a very small dataset: the training set contains
516 documents while the development and test sets
contain 64 and 65 documents, respectively.

20NewsGroups is a widely-used multi-class clas-
sification dataset (Lang, 1995). The documents are
categorized into well-balanced, 20 classes. Only
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Dataset Type # Train # Dev # Test # Labels # BERT Tokens % Long
Hyperpartisan binary 516 64 65 2 744.18 ± 677.87 53.49
20NewsGroups multi-class 10,182 1,132 7,532 20 368.83 ± 783.84 14.71
EURLEX-57K

multi-label 45,000 6,000 6,000 4,271 707.99 ± 538.69 51.30
– Inverted

Book Summary multi-label 10,230 1,279 1,279 227 574.31 ± 659.56 38.76
– Paired multi-label 5,115 639 639 227 1,148.62 ± 933.97 75.54

Table 4: Statistics on the datasets. # BERT Tokens refers to the average token count obtained via the tokenizer of
the BERT base model (uncased). % Long refers to the percentage of documents with more than 512 BERT tokens.

Model
Hyper- 20News

EURLEX
Inverted Book Paired

partisan Groups EURLEX Summary Summary
BERT 88.00 86.09 66.76 62.88 60.56 52.23
BERT+TextRank 85.63 85.55 66.56 64.22 61.76 56.24
BERT+Random 83.50 86.18 67.03 64.31 62.34 56.77
Longformer 93.17 85.50 44.66 47.00 59.66 58.85
ToBERT 86.50 – 61.85 59.50 61.38 58.17
CogLTX 91.91 86.07 61.95 63.00 60.71 55.74

Table 5: Performance metrics evaluated on long documents in the test set for all datasets. The average accuracy (%)
over five runs is reported for Hyperpartisan and 20NewsGroups while the average micro-F1 (%) is used for the
other datasets. The highest value per column is in bold and the second highest value is underlined. Results below
the BERT baseline are shaded. Running ToBERT on 20NewsGroups seems to require further preprocessing, which
we were unable to replicate with the reported information.

about 15% of the documents exceed 512 tokens.
While the original dataset comes in train and test
sets only, we report results on the train/dev/test split
as used in Pappagari et al. (2019), where we take
10% of the original train set as the development
set. Note that CogLTX reported their accuracy at
87.00% on the test set and 87.40% on the long doc-
uments in the test set, using the original train and
test sets only. Our implementation of CogLTX in
the same setting with five different runs resulted
in a much lower performance at 85.15% on the
test set and 86.57% on the long documents only.
In addition, we were unable to replicate ToBERT
results on 20NewsGroups. It is unclear how the
dataset is further preporcessed for ToBERT, and our
implementation of ToBERT caused a GPU out-of-
memory error on 20NewsGroups. Thus, we show
the reported results for ToBERT on this dataset.

EURLEX-57K is a multi-label classification
dataset based on EU legal documents (Chalkidis
et al., 2019). In total, there are 4,271 labels avail-
able, and some of them do not appear in the train-
ing set often or at all, making it a very challeng-
ing dataset. About half of the datasets are long
documents. Each document contains four major

zones: header, recitals, main body, and attachments.
Chalkidis et al. (2019) observe that processing the
first two sections only (header and recitals) results
in almost the same performance as the full docu-
ments and that BERT on the first 512 tokens outper-
forms all the other models they considered. After
examining the dataset, we exclude the attachments
section as it does not seem to provide much textual
information.

CMU Book Summary contains book summaries
extracted from Wikipedia with corresponding meta-
data from Freebase such as the book author and
genre (Bamman and Smith, 2013). We use the
summaries and their corresponding genres for a
multi-label classification task. We keep 12,788 out
of 16,559 documents after removing data points
missing any genre information and/or adequate
summary information (e.g. less than 10 words).
In total, there are 227 genre labels such as ‘Fiction’
and ‘Children’s literature’.

C Results on long documents only

Table 5 shows the results as evaluated on long doc-
uments (with over 512 tokens) in the test set only.
Overall, the results show a similar trend as ob-
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served in Table 2, which reports the results on the
entire documents in the test set. In general, the
existing models were often outperformed by the
BERT truncation baseline. This suggest that these
models designed for long document classification
do not perform particularly well on the long docu-
ments in the datasets. The only difference is that
BERT+Random and ToBERT perform better than
the BERT baseline when evaluated on long docu-
ments only for 20NewsGroups and Book Summary,
respectively. However, the performance gain does
not seem significant, and the relative performance
with respect to the other models remains largely
unchanged. In general, the relative strength of a
model for a given dataset stays the same whether or
not the model is evaluated on the entire documents
or long documents in the test set.

709



Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 710 - 715

May 22-27, 2022 c©2022 Association for Computational Linguistics

Rewarding Semantic Similarity under Optimized Alignments for
AMR-to-Text Generation

Lisa Jin and Daniel Gildea
Department of Computer Science

University of Rochester
Rochester, NY 14627

Abstract
A common way to combat exposure bias is by
applying scores from evaluation metrics as re-
wards in reinforcement learning (RL). Metrics
leveraging contextualized embeddings appear
more flexible than those that match n-grams
and thus ideal as training rewards. Yet metrics
such as BERTSCORE greedily align candidate
and reference tokens, which can give system
outputs excess credit relative to a reference.
Past systems using such semantic similarity re-
wards further suffer from repetitive outputs and
overfitting. To address these issues, we propose
metrics that replace the greedy alignments in
BERTSCORE with optimized ones. Our model
optimizing discrete alignment metrics consis-
tently outperforms cross-entropy and BLEU
reward baselines on AMR-to-text generation.
Additionally, we find that this model enjoys
stable training relative to a non-RL setting.

1 Introduction

Automatic evaluation metrics often score natu-
ral language generation (NLG) system outputs
based on how well they lexically align to human-
annotated references. In tasks such as machine
translation and summarization, these metrics may
unfairly penalize outputs that express the correct
semantics despite a lower n-gram overlap with ref-
erence strings. As a result, models overfitting to
certain token-level patterns may dominate those
generating more creatively (e.g., through synonyms
or varied sentence structure).

NLG systems are typically trained to maximize
likelihood of a single set of references. Condition-
ing models on gold prefixes shields them from their
own predictions during training—an issue known
as exposure bias. Adding reinforcement learning
(RL) objectives (Ranzato et al., 2016; Edunov et al.,
2018) can aid exploration by giving a model feed-
back on sequences sampled from its own distri-
bution. However, it is common practice to use
automatic evaluation scores like BLEU (Papineni

et al., 2002) and ROUGE (Lin and Hovy, 2002) as
sequence-level rewards. This results in the same
lack of semantic signal described earlier.

Instead of hinging evaluation on hard n-gram
overlap, recent metrics (Zhang et al., 2019; Zhao
et al., 2019) rely on vector similarity between con-
textualized subword embeddings to make more se-
mantically faithful judgments. BERTSCORE, in
particular FBERT, computes a token-level F1 score
based on greedy alignment of similar embeddings.
With their strength in offline evaluation, it is natu-
ral to ask how these embeddings-based metrics can
help provide more realistic training feedback.

Past approaches to train models with semantic
similarity scores include both non-differentiable
and differentiable objectives. Wieting et al. (2019)
separately train paraphrastic sentence embeddings
that provide semantic similarity rewards to a neu-
ral machine translation (NMT) system. Rewards
were included in a mixed minimum risk and maxi-
mum likelihood training phase. Besides an embed-
ding training overhead, the model needed a length
penalty term to limit repetitive outputs. Li et al.
(2019) adopt a similar fine-tuning approach using
an RL objective with FBERT for abstractive sum-
marization. While their models were less repet-
itive, their news domain corpora may have been
a natural match for BERT embeddings. Finally,
Jauregi Unanue et al. (2021) also propose to opti-
mize FBERT but with fully differentiable training
objectives in NMT. Yet their models overfit after
only a few epochs and scored lower in BLEU at
the cost of higher FBERT. We hypothesize that
metrics employing external pretrained vectors may
suffer from domain mismatch with downstream
data. This can hurt the accuracy of semantic simi-
larity scores computed during training.

In this work, we focus on text generation from
Abstract Meaning Representations (AMRs, Ba-
narescu et al., 2013), sentence-level semantic
graphs that are rooted, directed, and acyclic. This
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task’s models may especially benefit from an em-
phasis on semantic rather than lexical similarity.
It also provides a challenging setting to evaluate
overfitting given the relatively small corpus size.

In our analysis of FBERT rewards, we note that
FBERT could worsen repetition and incomplete out-
puts in NLG systems. Due to its greedy token align-
ment, FBERT precision may assign extra credit to
a reference token ‘retrieved’ multiple times. In
response, we contribute the following.

• We introduce metrics that apply discrete and
continuous alignments to BERTSCORE, miti-
gating the pitfalls of greedy alignment.

• For text generation from AMR, we are the first
to train on RL objectives with embeddings-
based evaluation metrics.

• As RL rewards, we compute BERTSCORE-
based metrics on a model’s own token rep-
resentations rather than BERT embeddings.
This is more memory-efficient and does not
overfit relative to pure cross-entropy training.

2 Greedy Token Alignment

The main insight behind BERTSCORE and related
metrics is to align hypothesis and reference to-
kens using their pairwise vector similarity scores.
These alignments are later used to weight the con-
tribution of token-level similarity scores towards
a final sequence-level score. Concretely, given
(ŷ1, . . . , ŷm) and (y1, . . . ,yk) hypothesis and ref-
erence token embeddings, precision in FBERT is

PBERT =
1

m

∑
ŷi∈ŷ

max
yj∈y

cos(ŷi,yj),

where cos(ŷ,y) = ŷ⊤y/ ∥ŷ∥ ∥y∥ denotes cosine
similarity. Each hypothesis token ŷi is greedily
aligned to the reference token yj with the highest
corresponding embedding cosine similarity. Unlike
in BLEU, PBERT does not clip the number of times
ŷi can align to a unique yj by its count in y. As
such, a hypothesis will get excess credit by repeat-
ing a reference token beyond this count. While the
authors claim greedy alignments have little effect
on BERTSCORE evaluation performance, they per-
form poorly relative to metrics based on optimized
alignments in our experiments.

3 Optimized Token Alignment

Aligning tokens between hypothesis and reference
can be seen as an assignment problem, where a
token pair (ŷi, yj) is highly weighted if it incurs
low cost (i.e., distance).

Here, we describe discrete token matching (one-
to-one) and soft alignment (one-to-many). For the
latter, we extract alignments from the earth mover’s
distance (EMD, Villani, 2009; Peyré and Cuturi,
2019) transport matrix. We weight pairwise token
similarities as in FBERT using each of these two
alignments to provide metrics FDISC and FCONT.

3.1 Discrete word matching

To avoid the issues with greedy alignment in
PBERT, we can extract one-to-one alignments be-
tween the two sequences. Let C ∈ Rm×k de-
note the pairwise cosine distance matrix such that
Cij = 1 − cos(ŷi,yj). For notational clarity, let
C̃ = 1− C. We wish to find alignments

T d = argmin
T∈{0,1}m×k

m∑
i=1

k∑
j=1

TijCij , (1)

such that no element in h = T1k and r = T⊤1m
exceeds one. In other words, each ŷi can align to at
most one yj (exactly one when m = k), and vice
versa. This linear sum assignment problem can
be solved in low-order polynomial time (Crouse,
2016), making it suitable for use during training.

Metric The updated precision is found as

PDISC =
1

m

m∑
i=1

k∑
j=1

T d
ijC̃ij . (2)

Recall RDISC takes an analogous form and is com-
bined with PDISC to produce an F1 score, FDISC.

3.2 Continuous word alignment

We also experiment with soft alignments, where
weights in T are continuous. In the case of PBERT,
one-to-many alignments between each hypothesis
token ŷi and those in {yj}j∈[k] are permitted.

Inspired by work applying EMD to semantic text
similarity (Kusner et al., 2015; Clark et al., 2019),
we frame alignment as minimizing the transporta-
tion cost between token embeddings from the hy-
pothesis and reference distributions. The amount
of token-level mass to transport between the two
distributions is h and r, respectively. Instead of

711



assigning IDF as the mass per token (Zhao et al.,
2019), we use the norm of its embedding (i.e., ∥y∥,
Yokoi et al., 2020) for simplicity.

The EMD, or optimal transport, problem is

T c = argmin
T∈Rm×k

≥0

m∑
i=1

k∑
j=1

TijCij , (3)

s.t. h = T1k, r = T⊤1m.

Intuitively, if we view Tij as the joint probability
of aligning ŷi with yj , the row and column sums
are marginals (Cuturi, 2013).

Metric To compute FCONT, we normalize the
alignment weights such that the rows of T sum to
one for precision, and the columns for recall.

PCONT =
1

m

m∑
i=1

1

hi

k∑
j=1

T c
ijC̃ij , (4)

RCONT =
1

k

k∑
j=1

1

rj

m∑
i=1

T c
ijC̃ij (5)

4 Semantic Similarity Rewards

We propose to fine-tune on our optimized F1 met-
rics, applying a weighted average of cross-entropy
and RL objectives. Given source sequence x (e.g.,
a linearized AMR), the former is computed as

Le = −
k∑

i=1

log p(yi | y<i, x).

To encourage close evaluation scores between sam-
pled ȳ and reference y, the RL objective is

Lr = (∆(ȳg, y)−∆(ȳ, y))

k∑
i=1

log p(ȳi | ȳ<i, x),

where ∆ is the chosen evaluation metric and ȳg
is a greedily decoded baseline relative to ȳ. This
baseline helps reduce variance in REINFORCE
(Williams, 1992). The combined cross-entropy and
RL loss is

L = λLr + (1− λ)Le,

where λ is empirically set to 0.3.

5 Experiments

We examine the performance of our proposed met-
rics as RL rewards on AMR-to-text generation.

BLEU METEOR CHRF BLEURT

XENT 36.37 39.94 65.68 56.30
BL-R 37.06 40.30 66.19 56.08
FBERT 36.06 39.85 65.23 55.45
FCONT 36.91 40.34 66.07 55.96
FDISC 37.65 40.61 66.55 57.01

Table 1: Results on the AMR2017T10 test set.
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Figure 1: Development set BLEU during fine-tuning.

5.1 Setup

Dataset The LDC2017T10 dataset that we exper-
iment on contains ∼36K training and ∼1.4K each
of development and test AMR-sentence pairs. To
leverage strong pre-trained language models, the
AMRs are linearized as in Ribeiro et al. (2021).

Evaluation We report results in terms of BLEU
(Papineni et al., 2002), METEOR (Banerjee and
Lavie, 2005), CHRF (Popović, 2015), and BLEURT
(Sellam et al., 2020). Only the latter metric makes
use of pre-trained contextualized embeddings.

Baselines For all experiments, we fine-tune the
small capacity T5 model (Raffel et al., 2020) from
Ribeiro et al. (2021). The model has 60M parame-
ters and features a Transformer-based encoder and
decoder. We compare our FDISC and FCONT met-
rics for RL-based training against three baseline
approaches. XENT is a pure cross-entropy objec-
tive. For RL-based approaches, we include a BLEU
reward (BL-R) and one with FBERT—computed
on the lowest level token embeddings in T5.1 The
λ scaling factor for the RL objective is set to 0.3
across all RL-based experiments.

Implementation details Adam (Kingma and Ba,
2015) is used to optimize the model with an initial

1This also applies to FDISC and FCONT.
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(1) REF There are 12 teams totally participating in the competition.
XENT The competition was part of a total of 12 teams.
FBERT The competition is part of a total of 12 teams.
FDISC The total of 12 teams participated in competition.

(2) REF Raymond zilinskas stated that in the worst case the bacteria would be defrosted from minus 70 degrees and
it would be a real mess to clean up afterward because it would not be known for certain whether all the
bacteria was dead.

XENT Raymond Zilinskas stated that the bacterium was defrost in the worst case and that afterward cleaning up
was a real mess because there is certainly no known cause of death for all the bacteriums.

FBERT Raymond Zilinskas stated that the bacterium was defrosting in the worst case and the afterward cleaning up
was a real mess because the bacterium was certainly not known to die of all the bacteriums.

FDISC Raymond Zilinskas stated that the bacterium was defrost in the worst case and the afterward cleaning up
was a real mess because the bacterium was certainly not known to have all died.

Table 2: Model-generated examples from three of the five explored systems.

learning rate of 1 · 10−4 and a batch size of 16.
Following Ribeiro et al. (2021), we use a linearly
decreasing schedule for the learning rate and no
warm-up. Since Ribeiro et al. (2021) do not release
their training methodology, we train until valida-
tion BLEU does not increase for three epochs—an
approach found in previous work fine-tuning T5
for AMR-to-text generation (Hoyle et al., 2021).
We use SciPy2 and the Python Optimal Transport
library3 to solve Eqs. 1 and 3.

5.2 Results

Table 1 shows that FDISC achieves the highest
scores on all metrics, surpassing FCONT as well. It
scores higher than XENT by 1.28 BLEU and 0.71
BLEURT points. Although BL-R was specially
trained to optimize BLEU, FDISC still outperforms
it by over half a point on that metric.

There is a clear hierarchy among the approaches
based on F1 score, with FDISC above FCONT, fol-
lowed by FBERT at the bottom. This dynamic sug-
gests that the optimized alignments may provide
higher quality reward signals during training.

We note that although FCONT performed com-
parably to BL-R, it could exploit tensor operations
and was far faster to compute than BLEU. On the
other hand, FBERT achieved significantly lower
scores than BL-R. As noted in §2, perhaps the
clipped precision counts in BLEU gave BL-R an
advantage over the greedy nature of FBERT.

5.3 Analysis

Training stability As shown in Fig. 1, FDISC

continues to improve on validation BLEU long
after XENT overfits at epoch 18. This runs counter
to the expectation of unstable RL-based training.

2https://scipy.org
3https://pythonot.github.io

It is also interesting that while FCONT validation
performance looks fairly low relative to BL-R, it
achieves similar scores at test time. This may be
due to irrelevant differences between the validation
and test sets, however.

Manual inspection Table 2 lists a few examples
of model outputs for detailed analysis. In exam-
ple (1), both XENT and FBERT make the error of
predicting “part” instead of “participating”. Only
FDISC approaches the meaning of the reference.
This may be a side-effect of weighting lexical over
semantic similarity in the former two systems. In
(2), FBERT repeats the word “bacterium”, while
XENT takes an anthropomorphic view of the bac-
terium. The repetition may be a result of FBERT

rewarding multiple instances of the same token by
mistake during greedy alignment.

6 Conclusion

This paper proposes new F1 score metrics based
on optimized rather than greedy alignments be-
tween predicted and reference tokens. Instead of
letting hypotheses align to reference tokens with-
out regard to their frequencies (and vice versa), we
extract alignments as a constrained optimization
problem. In the discrete case, we treat alignment
as a matching problem between hypothesis and
reference tokens. In the continuous case, we find
alignments that minimize earth mover’s distance
between the two token embedding distributions.

We apply new metrics as rewards during RL-
based training for AMR-to-text generation, with
FDISC outperforming both a cross-entropy baseline
and one optimizing BLEU rewards. Despite being
computed on a downstream model’s token embed-
dings, the metrics still provide informative rewards
during training without signs of overfitting.
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Abstract

This paper analyzes negation in eight popu-
lar corpora spanning six natural language un-
derstanding tasks. We show that these cor-
pora have few negations compared to general-
purpose English, and that the few negations
in them are often unimportant. Indeed, one
can often ignore negations and still make the
right predictions. Additionally, experimental
results show that state-of-the-art transformers
trained with these corpora obtain substantially
worse results with instances that contain nega-
tion, especially if the negations are important.
We conclude that new corpora accounting for
negation are needed to solve natural language
understanding tasks when negation is present.

1 Introduction

Natural language understanding (NLU) is an um-
brella term used to refer to any task that requires
text understanding. For example, question answer-
ing (Rajpurkar et al., 2016), information extrac-
tion (Stanovsky et al., 2018), coreference resolu-
tion (Wu et al., 2020), and machine reading (Yang
et al., 2019), among many others, are tasks that fall
under natural language understanding. The thresh-
old for claiming that a system understands natural
language is ever-moving. New corpora are often
justified by pointing out that state-of-the-art models
do not obtain good results. After years of steady
improvements, more powerful models eventually
obtain so-called human performance, and at that
point new, more challenging corpora are created.

Many corpora for natural language understand-
ing tasks contain language generated by annota-
tors rather than retrieved from texts written inde-
pendently of the corpus creation process. These
corpora are certainly useful and have facilitated
tremendous progress. Annotator-generated exam-
ples, however, carry the risk of evaluating systems
with synthetic language that is not representative of
language in the wild. For example, annotators are

likely to use negation when asked to write a text
that contradicts something despite contradictions
in the wild need not have a negation (Gururangan
et al., 2018). Recently, Kwiatkowski et al. (2019)
present a large corpus for question answering that
consists of natural questions (i.e., asked by some-
body with a real information need) in order to en-
courage research in a more realistic scenario. This
contrasts with previous corpora, where the ques-
tions were written by annotators after being told
the answer (Rajpurkar et al., 2016).

In this paper, we explore the role of negation
in eight corpora for six popular natural language
understanding tasks. Our goal is to check whether
negation plays the role it deserves in these tasks. To
our surprise, we conclude that negation is virtually
ignored by answering the following questions:1

1. Do NLU corpora contain as many negations
as general-purpose texts? (they don’t);

2. Do the (few) negations in NLU corpora play
a role in solving the tasks? (they don’t); and

3. Do state-of-the-art transformers trained with
NLU corpora face challenges with instances
that contain negation? (they do, especially if
the negation is important).

2 Background and Related Work

We work with the eight corpora covering six tasks
summarized below and exemplified in Table 2.

We select two corpora for question answer-
ing: CommonsenseQA (Talmor et al., 2019) and
COPA (Roemmele et al., 2011). CommonsenseQA
consists of multi-choice questions (5 candidate an-
swers) that require some degree of commonsense.
COPA presents a premise (e.g., The man broke his
toe) and a question (e.g., What was the cause of
this?) and the system must choose between two
plausible alternatives (e.g. He got a hole in his sock
or He dropped a hammer on his foot).

1Code and data available at https://github.com/
mosharafhossain/negation-and-nlu.
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For textual similarity and paraphrasing, we select
QQP2 and STS-B (Cer et al., 2017). QQP consists
of pairs of questions and the task is to determine
whether they are paraphrases. STS-B consists of
pairs of texts and the task is to determine how se-
mantically similar they are with a score from 0 to 5.

We select one corpus for the remaining tasks.
For inference, we work with QNLI (Rajpurkar
et al., 2016), which consists in determining whether
a text is a valid answer to a question. We use
WiC (Pilehvar and Camacho-Collados, 2019) for
word sense disambiguation. WiC consists in deter-
mining whether two instances of the same word (in
two sentences; italicized in Table 2) are used with
the same meaning. For coreference resolution, we
choose WSC (Levesque et al., 2012), which con-
sists in determining whether a pronoun and a noun
phrase are co-referential (italicized in Table 2). Fi-
nally, we work with SST-2 (Socher et al., 2013) for
sentiment analysis. The task consists in determin-
ing whether a sentence from a collection of movie
reviews has positive or negative sentiment.

For convenience, we work with the formatted
versions of these corpora in the GLUE (Wang et al.,
2018) and SuperGLUE (Wang et al., 2019) bench-
marks. The only exception is CommonsenseQA,
which is not part of these benchmarks.
Related Work Previous work has shown that
SNLI (Bowman et al., 2015) and MNLI (Williams
et al., 2018) have annotation artifacts (e.g., negation
is a strong indicator of contradictions) (Gururan-
gan et al., 2018). The literature has also shown that
simple adversarial attacks including negation cues
are very effective (Naik et al., 2018; Wallace et al.,
2019). Kovatchev et al. (2019) analyze 11 para-
phrasing systems and show that they obtain sub-
stantially worse results when negation is present.

More recently, Ribeiro et al. (2020) show that
negation is one of the linguistic phenomena com-
mercial sentiment analysis struggle with. Several
previous works have investigated the (lack of) abil-
ity of transformers to make inferences when nega-
tion is present. For example, Ettinger (2020) con-
clude that BERT is unable to complete sentences
when negation is present. BERT also faces chal-
lenges solving the task of natural language infer-
ence (i.e., identifying entailments and contradic-
tions) with monotonicity and negation (Geiger
et al., 2020; Yanaka et al., 2019). Warstadt et al.

2https://www.quora.com/q/quoradata/First-Quora-
Dataset-Release-Question-Pairs

#sents. % w/ neg.

Question Answering
CommonsenseQA 12,102 14.5
COPA 1,000 0.8

Similarity and Paraphrasing
QQP 1,590,482 8.1
STS-B 17,256 7.1

Inference
QNLI 231,338 8.7

Word Sense Disambiguation
WiC 14,932 8.2

Coreference Resolution
WSC 804 26.2

Sentiment Analysis
SST-2 70,042 16.0

General-purpose English
all sentences 8,300,000 22.6–29.9
only questions 456,214 15.8–20.2

Table 1: Number of sentences and percentage of sen-
tences containing negation in natural language under-
standing corpora. All but WSC contain substantially
fewer negations than general-purpose English texts.

(2019) show the limitations of BERT making ac-
ceptability judgments with sentences that contain
negative polarity items. Most related to out work,
Hossain et al. (2020) analyze the role of negation in
three natural language inference corpora: RTE (Da-
gan et al., 2006; Bar-Haim et al., 2006; Giampic-
colo et al., 2007; Bentivogli et al., 2009), SNLI and
MNLI. In this paper, we present a similar analysis,
but we move beyond natural language inference
and work with eight corpora spanning six natural
language understanding tasks.

3 Research Questions and Analysis

Q1: Do natural language understanding cor-
pora contain as many negations as general-
purpose English texts? In order to automat-
ically identify negation cues, we train a nega-
tion cue detector with the largest corpus available,
ConanDoyle-neg (Morante and Daelemans, 2012).
The cue detector is based on the RoBERTa pre-
trained language model (Liu et al., 2019); we pro-
vide details about the architecture and training pro-
cess in Appendix A. Our cue detector obtains the
best results to date: F1: 93.79 vs. 92.94 (Khan-
delwal and Sawant, 2020). ConanDoyle-neg (and
thus our cue detector) identifies common negation
cues such as no, not, n’t and never, affixal negation
cues such as impossible and careless, and lexical
negations such as deny and avoid.
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Example Important?
C

m
m

sn
sQ

A [. . . ] he (John) never saw the lady before. They were what? C ✓A) pay debts, B) slender, C) unacquainted, D) free flowing, E) sparse

When you travel you should what in case of unexpected costs? E ✗A) go somewhere, B) energy, C) spend frivilously, D) fly in airplane, E) have money

Q
Q

P

What are some not-so-boring baby shower games ? yes ✓What are some baby shower games that are actually fun?

Who was philosophical guru of Shivaji Maharaj? no ✗What are the unknown facts of shivaji maharaj?

ST
S-

B Colin Powell, the Secretary of State, said contacts with Iran would not stop. 4.3 ✓Secretary of State Colin Powell said yesterday that contacts with Iran would continue.

Well for one a being could have a non-physical existance and yet not even be in your mind. 3.4 ✗The difference is huge, as not all non-physical things exist in minds.

Q
N

L
I

Who did BSkyB team up with as it was not part of consortium? yes ✓While BSkyB had been excluded from being a part of the [. . . ], BSkyB was able to join ITV
Digital’s free-to-air replacement, Freeview, in which it holds an equal stake [. . . ]

In what year did Lavoisier publish his work on combustion? no ✗In one experiment, Lavoisier observed that there was no overall increase in weight when tin
and air were heated in a closed container.

SS
T-

2 It’s not the ultimate depression-era gangster movie. neg. ✓

Whaley’s determination to immerse you in sheer, unrelenting wretchedness is exhausting. neg. ✗

W
iC The intention of this legislation is to boost the economy. same ✗Good intentions are not enough.

W
SC Sam and Amy are passionately in love, but Amy’s parents are unhappy about it, because

they are only fifteen. yes ✗

Table 2: Examples containing negation (underlined) from the validation datasets of the natural language understand-
ing corpora we work with. The third column presents the expected answer for the example (a choice, judgment, or
score depending on the task). The last column indicates whether the negation is important.

Table 1 presents the percentage of sentences that
contain negation in (a) the eight corpora we work
with and (b) general-purpose English. We take the
latter percentage (all sentences) from Hossain et al.
(2020), who run a negation cue detector in online
reviews, conversations, and books. Additionally,
we also present the percentages in questions. Nega-
tion is much less common in all natural language
understanding corpora but WSC (0.8%–16%) than
in general-purpose English (22.6%–29.9%). Note
that negation is also underrepresented in corpora
that primarily contain questions (general-purpose:
15.8%–20.2%; COPA: 0.8%, QQP: 8.1%).

Q2: Do the (few) negations in natural language
understanding corpora play a role in solving the
tasks? After showing that negation in underrepre-
sented in natural language understanding corpora,
we explore whether the few negations they con-
tain are important. Given an instance from any
of the corpora, we consider a negation important
if removing it changes the ground truth. In other
words, a negation is unimportant if one can ignore

it and still solve the task at hand. Table 2 presents
examples of important and unimportant negations.

We manually examine the negations in all in-
stances containing negation from the validation
split of each corpus except QQP, for which we ex-
amine 1,000 (out of 5,196). Note that COPA does
not have any negations in the validation split, and
many corpora have few instances containing nega-
tion (CommonsenseQA: 184, STS-B: 225, QNLI:
852, WiC: 99, WSC: 52, and SST-2: 263). We
choose to work with the validation set because we
want to compare results when negation is and is not
important (Q3), and the ground truth for the test
splits of some corpora are not publicly available.

We observe that (a) all negations in WiC and
WSC are unimportant, and (b) the percentages
of unimportant negations in CommonsenseQA,
SST-2, QQP, STS-B, and QNLI are substantial:
45.1%, 63%, 97.4%, 95.6%, and 97.7%, respec-
tively. These percentages indicate that one can
safely ignore (almost) all negations and still solve
the benchmarks. Despite the fact that negations are
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Example Important?
C

om
m

on
se

ns
eQ

A

Sy
nt

ac
tic

Where would a person live if they wanted no neighbors? D ✓
A) housing estate, B) neighborhood, C) mars, D) woods, E) suburbs

The teacher doesn’t tolerate noise during a test in their what? E ✗
A) movie theatre, B) bowling alley, C) factory, D) store, E) classroom

M
or

ph
o.

What might result in an unsuccessful suicide attempt? B ✓
A) die, B) interruption, C) bleed, D) hatred, E) dying

How are the conditions for someone who is living in a homeless shelter? A ✗
A) sometimes bad, B) happy, C) respiration, D) growing older, E) death

ST
S-

2 Sy
nt

ac
tic

Despite the evocative aesthetics evincing the hollow state of modern love life, the film never
percolates beyond a monotonous whine.

neg. ✓

Even if you don’t think (kissinger’s) any more guilty of criminal activity than most contem-
porary statesmen, he’d sure make a courtroom trial great fun to watch.

pos. ✗

M
or

ph
o. Makes for a pretty unpleasant viewing experience. neg. ✓

For anyone unfamiliar with pentacostal practices in general and theatrical phenomenon of
hell houses in particular, it’s an eye-opener .

pos. ✗

Table 3: Examples containing syntactic and morphological negation (underlined) from the validation datasets of
CommonsenseQA and SST-2.

CmmnsnsQA COPA QQP STS-B QNLI WiC WSC SST-2

validation w/o neg 0.60 0.73 0.90 0.92 / 0.91 0.93 0.67 0.63 0.94
validation w/ neg 0.53 n/a 0.91 0.85 / 0.84 0.91 0.64 0.59 0.93

important (sample from Q2) 0.47 n/a 0.73 0.57 / 0.62 0.67 n/a n/a 0.86
unimportant (sample from Q2) 0.62 n/a 0.92 0.85 / 0.84 0.92 0.64 0.59 0.95

Table 4: Results obtained with RoBERTa evaluating against (a) all instances with and without negation, and
(b) the sample of instances with negation we analyze in detail (important and unimportant). Since the datasets
are unbalanced, we report macro F1-score for all tasks except STS-B, for which we report Pearson and Spearman
correlations. Results are slightly lower with negation, and substantially lower with important negations.

not important in WSC and WiC, they do affect the
experimental results (details in Q3).

We also analyze the role of two major types
of negation: syntactic (not, no, never, etc.) and
morphological (i.e., affixes such as un-, im-, and
-less). To this end, we work with CommonsenseQA
and SST-2, which have lower percentages of unim-
portant negations (45.1% and 63%) than the other
corpora we use (97.4%–100%). Table 3 provides
examples of these two negation types. Perhaps un-
surprisingly, syntactic negations are much more
common than morphological negations (Common-
senseQA: 88.6% vs 11.4%, SST-2: 71.9% vs
28.1%). More importantly, syntactic negations are
more often important in SST-2 (42.3% vs 23%),
but both syntactic and morphological negation
are roughly equaly important in CommonsenseQA
(55.2% vs 52.4%).
Q3: Do state-of-the-art transformers trained
with NLU corpora face challenges with instances
that contain negation? We conduct experiments
with RoBERTa (Liu et al., 2019). More specifically,

we use the implementation by Phang et al. (2020)
and train a model with the training split of each
corpus. We refer the readers to the Appendix B for
the details about these models and hyperparame-
ters. We chose RoBERTa over other transformers
because 4 out of the 10 best submissions to the
SuperGLUE benchmark use it.3

Table 4 presents the results evaluating the models
with the corresponding validation splits. RoBERTa
obtains slightly worse results with the validation
instances that have negation in all corpora; the only
exception is QQP (F1: 0.90 vs. 0.91). These results
lead to the conclusion that negation may only pose
a small challenge to state-of-the-art transformers.

The results obtained evaluating with the impor-
tant and unimportant negations from the samples
analyzed in Question 2, however, provide a differ-
ent picture. Indeed, we observe substantial drops in
results in all tasks that have both kinds of negations.
More specifically, we obtain 27% lower results

3https://super.gluebenchmark.com/leaderboard
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with instances containing important negations in
QNLI (F1: 0.92 vs. 0.67), 33%/26% lower in STS-
B, 24% lower in CommonsenseQA, 21% lower in
QQP, and 9% lower in SST. Further, even though all
negations are unimportant in WiC and WSC, we ob-
serve a drop in performance for the instances with
negation compared to the instances without nega-
tion (WiC: 0.64 vs 0.67 and WSC: 0.59 vs 0.63).
We conclude that transformers trained with existing
NLU corpora face challenges with instances that
contain negation. These results raise two impor-
tant questions for future research: Is negation an
inherently challenging phenomenon for RoBERTa?
How many instances with negation are required to
solve a natural language understanding task?

4 Conclusions

We have analyzed the role of negation in eight nat-
ural language understanding corpora covering six
tasks. Our analyses show that (a) all but WSC con-
tain almost no negations or around 31%–54% of the
negations found in general-purpose texts, (b) the
few negations in these corpora are usually unimpor-
tant, and (c) RoBERTa obtains substantially worse
results when negation is important.

Our analyses also provide some evidence that
creating models to properly deal with negation may
require both new corpora and more powerful mod-
els. The need for new corpora stems from the an-
swers to Questions 1 and 2. The justification for
powerful models is more subtle. We point out that
the percentage of unimportant negations (Section 3)
is only a weak indicator of the drop in results with
important negations (Table 4). For example, we
observe a 24% and 21% drop in results with impor-
tant negations from CommonsenseQA and QQP
despite 45% and 97% of negations are unimportant.

Negation reverses truth values thus solutions to
any natural language understanding task should be
robust when negation is present and important. To
this end, our future work includes two lines of re-
search. First, we plan to create benchmarks for the
six tasks consisting of instances containing nega-
tion (50/50 split important/unimportant). Second,
we plan to conduct probing experiments to investi-
gate whether (and where) pretrained transformers
capture the meaning of negation. Doing so may
help us discover potential solutions to understand
negation and make inferences.
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A Negation Cue Detection

We develop a negation cue detector (Section 3 in
the paper) by utilizing the RoBERTa (base archi-
tecture; 12 layers) pre-trained model (Liu et al.,
2019). We fine-tune the system on ConanDoyle-
neg (Morante and Daelemans, 2012) corpus. While
fine-training, the negation cues are marked with
BIO (B: Beginning of cue, I: Inside of cue, O: Out-
side of cue) tagging scheme. The contextualized
representations from the last layer of RoBERTa are
passed to a fully connected (FC) layer. Finally, a
conditional random field (CRF) layer produces the
output sequence for the labels.

Our model yields the following results on the test
set: 93.26 Precision, 94.32 Recall, and 93.79 F1.
The neural model takes about two hours on average
to train on a single GPU of NVIDIA Tesla K80. A
list of the tuned hyperparameters that the model
requires to achieve the above results is provided in
Table 5. The code is available at https://github.
com/mosharafhossain/negation-and-nlu.
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Hyperparameter

Max Epochs 50
Batch Size 10
Learning Rate (RoBERTa) 1e-5
Learning Rate (FC, CRF) 1e-3
Weight Decay (RoBERTa) 0.00001
Weight Decay (FC) 0.001
Grad Clipping 5.0
Warmup Epochs 5
Patience 15
Dropout 0.5

Table 5: Hyperparameters used to fine-tune the cue de-
tector with ConanDoyle-neg (Morante and Daelemans,
2012) corpus. FC and CRF refers to fully connected
and conditional random field layers, respectively.

Hp-1 Hp-2 Hp-3

CmmnsnsQA 10 16 1e-5
COPA 50 16 1e-5
QQP 3 16 1e-5
STS-B 10 16 1e-5
QNLI 3 8 1e-5
WiC 10 16 1e-5
WSC 200 16 1e-6
SST-2 3 16 1e-5

Table 6: Hyperparameters used to fine-tune RoBERTa
individually for each corpus. Hp-1, Hp-2, and Hp-3
refer to the number of epochs, batch size, and learning
rate used in the training procedure. We use default
settings for the other hyperparameters when we use the
implementation by Phang et al. (2020).

B Hyperparameters to Fine-tune the
System for Each of the NLU Tasks

We use an implementation by Phang et al. (2020)
and fine-tune RoBERTa (base architecture; 12 lay-
ers) (Liu et al., 2019) model separately for each
of the eight corpora. We use the default settings
of the hyperparameters, except for a few, when
fine-tuning the model on each benchmark. Table 6
shows tuned hyperparameters for each benchmark.
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Abstract
In this paper, we challenge the ACL com-
munity to reckon with historical and ongo-
ing colonialism by adopting a set of ethi-
cal obligations and best practices drawn from
the Indigenous studies literature. While the
vast majority of NLP research focuses on a
very small number of very high resource lan-
guages (English, Chinese, etc), some work has
begun to engage with Indigenous languages.
No research involving Indigenous language
data can be considered ethical without first
acknowledging that Indigenous languages are
not merely very low resource languages. The
toxic legacy of colonialism permeates every as-
pect of interaction between Indigenous com-
munities and outside researchers. Ethical re-
search must actively challenge this colonial
legacy by actively acknowledging and oppos-
ing its continuing presence, and by explicitly
acknowledging and centering Indigenous com-
munity goals and Indigenous ways of knowing.
To this end, we propose that the ACL draft
and adopt an ethical framework for NLP re-
searchers and computational linguists wishing
to engage in research involving Indigenous lan-
guages.

1 Introduction

Beginning with our community’s first academic
conference in 1952 (see Reifler, 1954) and contin-
uing with the establishment of the Association for
Computational Linguistics (ACL)1 in 1962 (MT
Journal, 1962), the members of our research com-
munity have examined a huge range of topics, rang-
ing from linguistic and computational linguistic
models and theories to engineering-focused prob-
lems in natural language processing.2

1Originally founded as the Association for Machine Trans-
lation and Computational Linguistics, the current name stems
from 1968 after the publication of the 1966 ALPAC report.

2See Linguistic Issues in Language Technology (2011)
and Eisner (2016) for excellent discussions on the distinction
between computational linguistics (CL) and natural language
processing (NLP).

While great progress has been made in recent
years across many NLP tasks, the overwhelming
majority of NLP and CL research focuses on a
very small number of languages. Over the 70 years
from 1952 to 2022, the vast majority of CL and
NLP research has focused on a small number of
widely-spoken languages, nearly all of which repre-
sent politically- and economically-dominant nation-
states and the languages of those nation-states’ his-
torical and current adversaries: English, the Ger-
manic and Romance languages of western Europe,
Russian and the Slavic languages of eastern Europe,
Hebrew, Arabic, Chinese, Japanese, and Korean.
Bender (2009) surveyed papers from ACL 2008
and found that English dominated (63% of papers),
with 20 other languages distributed along a Zipfian
tail (Chinese and German shared the number 2 slot
at just under 4% of papers each); across all ACL
2008 long papers, only three languages (Hindi,
Turkish, and Wambaya) were represented outside
of the language families listed previously. This lack
of diversity directly impacts both the quality and
ethical status of our research, as nearly every suc-
cessful NLP technique in widespread current use
was designed around the linguistic characteristics
of English.3

A special theme designed to address this short-
coming has been selected for the 60th Annual
Meeting of the ACL in 2022: “Language Diver-
sity: from Low Resource to Endangered Languages.”
This theme is to be commended as a step towards
a more linguistically diverse research agenda. Yet
as we expand our research to a broader and more
inclusive set of languages, we must take great care
to do so ethically. The endangered Indigenous
languages of the world are not merely very low
resource languages. The toxic legacy of colonial-

3A small minority of successful NLP techniques were
designed taking into account the characteristics of a few
other languages, nearly all from the Indo-European and Sino-
Tibetan language families.
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ism permeates every aspect of interaction between
Indigenous communities and outside researchers
(Smith, 2012). Ethical research must actively chal-
lenge this colonial legacy by actively acknowledg-
ing and opposing its continuing presence, and by
explicitly acknowledging and centering Indigenous
community goals and Indigenous ways of knowing.

To this end, we propose an ethical framework for
NLP researchers and computational linguists wish-
ing to engage in research involving Indigenous lan-
guages. We begin in §2 by examining the abstracts
of papers published in the proceedings of the top-
tier conferences (ACL, NAACL, EMNLP, EACL,
AACL) and journals (Computational Linguistics,
TACL) of the Association for Computational Lin-
guistics from the past several years (hereafter re-
ferred to as *ACL papers/abstracts), replicating
the results of Bender (2009), confirming that re-
cent *ACL papers still lack significant language
diversity. In §3 we address research practices and
ongoing colonialism in Indigenous communities.
Finally, we examine decolonial practices appropri-
ate for a draft framework of ethical obligations (§4)
for the ACL research community.

2 Recent *ACL papers lack significant
language diversity

We begin by examining the abstracts of *ACL pa-
pers from the past several years to confirm the re-
sults of Bender (2009), namely that recent *ACL
papers still lack significant language diversity. We
collect a corpus of 9602 recent *ACL abstracts
from the ACL Anthology;4 more than 80% fail to
mention any language (see Table 1). Essentially all
such papers that fail the #BenderRule assume En-
glish as the language of study (Bender, 2019). Van-
ishingly few abstracts mention any Indigenous lan-
guage. While 66 abstracts mention Arabic, fewer
than 20 abstracts mention any other African lan-
guage. Only 11 abstracts mention any Indigenous
language of North America. Only 2 abstracts men-
tion an Indigenous language of Australia. Only 1
abstract mentioned an Indigenous language of Te
Riu-a-Māui. No abstracts mentioned any Indige-
nous language of South America.

Table 1 shows a Zipfian distribution predomi-
nated by four language families: Indo-European

4Since 2013, the ACL Anthology has included abstracts
for TACL papers. Since 2017, the ACL Anthology has in-
cluded abstracts for papers published at ACL, EACL, AACL,
NAACL, EMNLP, and the Comptuational Linguistics journal.
See Appendix A for details.

83.26% 7995 Implictly assume English
13.70% 1315 Indo-European (incl. English)

4.50% 432 Sino-Tibetan
1.12% 108 Japonic
0.85% 82 Afro-Asiatic
0.41% 39 Turkic
0.26% 25 Koreanic
0.25% 24 Austroasiatic
0.24% 23 Dravidian
0.22% 21 Uralic
0.21% 20 Austronesian
0.09% 9 Basque
0.09% 9 Atlantic-Congo
0.07% 7 Na-Dene
0.05% 5 Kra-Dai
0.02% 2 Arnhem
0.02% 2 Iroquoian
0.02% 2 Inuit-Yupik-Unangan
0.01% 1 Sumerian

Table 1: Of 9602 *ACL abstracts (2013–Nov. 2021),4

percentage and number of abstracts that explicitly men-
tion at least one language from the language family.

(dominated by English), Sino-Tibetan (dominated
by Mandarin Chinese), Japonic (essentially all
Japanese), and Afro-Asiatic (dominated by Ara-
bic and Hebrew). Indo-European languages are as-
sumed (English) or explicitly mentioned in 97% of
abstracts. The next three most mentioned language
families account for another 1% of abstracts.5 Com-
bined, only 165 out of 9602 abstracts (1.7%) men-
tion any language from any other language family.

These findings are also consistent with those of
Joshi et al. (2020), who scrape and examine a cor-
pus of approximately 44,000 papers, including both
*ACL papers and papers from LREC, COLING,
and ACL-affiliated workshops. Joshi et al. present
a 6-point taxonomy for classifying languages ac-
cording to the quantity of labelled and unlabelled
corpora and models available for each language,
and find that *ACL papers are low in terms of lan-
guage diversity and are dominated by the highest-
resource languages. Unfortunately, we were unable
to apply our language family-level analysis on their
dataset, as it was not publicly available for down-

5Note that this is less than the percentages for these three
language families listed in Table 1. This is because some
abstracts mention multiple languages. This additional 1%
represents abstracts that mentioned a language from the Sino-
Tibetan, Japonic, or Afro-Asiatic language families and did
not also mention an Indo-European language such as English.
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load. While Joshi et al. (2020) find that language
diversity is somewhat higher at LREC and ACL-
affiliated workshops, the larger issue of language
homogeneity in top-tier *ACL venues is extremely
problematic. In a research community that calls
itself the Association for Computational Linguis-
tics, it is completely unacceptable that fewer than
20% of top-tier *ACL abstracts mention the name
of any language (see Table 1), and those that do
are dominated by one language (English) and its
language family (Indo-European).

3 Research and Ongoing Colonialism in
Indigenous Communities

The linguistic homogeneity in *ACL papers can
be viewed as a symptom of a much larger prob-
lem, namely that our research paradigms are deeply
rooted in a Western scientific tradition that is inex-
tricably intertwined with colonialism. Smith (2012,
p.50) notes that in this tradition, there are implicit
and explicit rules of framing and practice that ex-
press power. In *ACL research, the act of not ex-
plicitly stating any language, of assuming English
as the default, is one such practice.

Research scientists rarely consider the philos-
ophy of science (Popper, 1959) on which our re-
search is predicated; as Wilson (2001) notes, this is
defined by an ontology, epistimology, methodolo-
gies, and axiology that are seldom acknowledged.
In our field, these often surface as unacknowledged
positivist (Comte, 1853) assumptions that science
is value-neutral and empirical observations and
logical reasoning fully and completely define the
nature of science and reality (Egan, 1997). The
first step in enacting decolonial ethical practices
is acknowledging that we hold these assumptions
and recognizing that there are other Indigenous
philosophies of science that are equally valid and
are rooted in fundamentally distinct worldviews
that center relationality (see Wilson, 2008). By
failing to acknowledge and critically examine the
philosophical foundations of our science, we im-
plicitly and unconsciously elevate our ideas of re-
search and language work above those of Indige-
nous communities (Leonard, 2017).

Given the distinct value systems and distinct
views of reality of outside research scientists and
Indigenous communities, it is not surprising that
even good-faith efforts of well-meaning outside
researchers are often viewed by Indigenous com-
munities as irrelevant at best and exploitative at

worst.6 Outside perceptions of Indigenous peo-
ples are inextricably linked to corresponding histo-
ries of colonization, and are typically accompanied
by (usually outdated and incorrect) assumptions
about the “proper” roles of Indigeneous peoples
today that correspond with neither reality nor In-
digenous people’s views of themselves (Deloria,
2004; Leonard, 2011). When a linguist (or a com-
puter scientist) begins the process of interacting
with an Indigenous community and working with
that community’s Indigenous language, the start-
ing “lens through which others view [the linguist’s]
professional activities will at least partly reflect
what ‘linguist’ has come to mean, and that this in
some cases will occur regardless of whether [the
linguist] personally exhibit a trait that has come to
be associated with this named position” (Leonard,
2021).

Endangered Indigenous languages are not
merely very low-resource languages. Each Indige-
nous community represents a sovereign political
entity. Each Indigenous language represents a cru-
cial component of the shared cultural heritage of
its people. The rate of intergenerational transmis-
sion of Indigenous language from parent to child in
many Indigeneous communities has declined and
is continuing to decline (Norris, 2006), resulting
in a deep sense of loss felt by older generations
who grew up speaking the Indigenous language as
well as by younger generations who do not speak
the language who experience a diminished sense
of cultural inclusion (Tulloch, 2008). Language is
an integral part of culture, and declines in robust
Indigenous language usage have been correlated
with serious negative health and wellness outcomes
(Chandler and Lalonde, 2008; Reid et al., 2019).

At the same time, Indigenous individuals and In-
digenous communities have suffered greatly from
colonial practices that separated children from com-
munities, actively suppressed Indigenous language
and culture, misappropriated land and natural re-
sources, and treated Indigenous people, cultures,
and languages as dehumanized data to study (Whitt,
2009; NTRC, 2015; Leonard, 2018; Bull, 2019;
Dei, 2019; Guematcha, 2019; Bahnke et al., 2020;
Kawerak, 2020). As Smith (2012) notes, “research

6We note that not all researcher scientists are outsiders
from an Indigenous perspective. Indigenous scholars have
played and continue to play important roles within numerous
fields of scholarship, including linguistics, computational lin-
guistics, natural language processing, and machine learning.
(see, for example Lewis, 2020)
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is probably one of the dirtiest words in the in-
digenous world’s vocabulary;” it is “implicated
in the worst excesses of colonialism” and “told [In-
digenous people] things already known, suggested
things that would not work, and made careers for
people who already had jobs.” It is then, hardly
surprising that “After generations of exploitation,
Indigenous people often respond negatively to the
idea that their languages are data ready for the tak-
ing” (Bird, 2020).

Indigenous communities are rightly taking up
the slogan “Nothing about us without us” (see,
for example, Pearson, 2015). Even when we con-
sider the “lived experiences and issues that under-
lie [the] needs” of Indigenous communities, these
community priorities are far too often treated as
subordinate to research questions deemed valuable
by members of academe (Leonard, 2018; Wilson,
2008; Simonds and Christopher, 2013). Credu-
lous evangelical claims of technology as savior7,8

only exacerbate these tensions (Irani et al., 2010;
Toyama, 2015).

4 Prerequisite Obligations for Ethical
Research involving Indigenous
Languages and Indigenous Peoples

When CL and NLP researchers begin to work with
Indigenous language data without first critically
examining the toxic legacy of colonialism and the
self-identified priority needs and epistemology of
the Indigenous community, the risk of unwittingly
perpetuating dehumanizing colonial practices is
extremely high. It is therefore critically urgent
that the ACL, perhaps through the recently-formed
Special Interest Group on Endangered Languages
(SIGEL), should go beyond the ACL’s 2020 adop-
tion of the ACM Code of Ethics9 and begin a pro-
cess of drafting and adopting a formal ethics policy
specifically with respect to research involving In-
digenous communities, Indigenous languages, and
Indigenous data. In so doing, the ACL can provide
specific and foundational ethical guidance for our
members that goes far beyond the general ethical

7“The number of endangered languages is so large that
their comprehensive documentation by the community of doc-
umentary linguists will only be possible if supported by NLP
technology.” (Vetter et al., 2016)

8“Languages that miss the opportunity to adopt Language
Technologies will be less and less used, while languages that
benefit from cross-lingual technologies such as Machine Trans-
lation will be more and more used.” (ELRA, 2019)

9https://www.aclweb.org/portal/
content/acl-code-ethics

guidance provided by institutional review boards
(only some of which are intimately familiar with
the ethical pitfalls particular to work with Indige-
nous communities).

We should draw upon the recent Linguistics Soci-
ety of America (2019) ethics statement, the founda-
tional principles of medical ethics (autonomy, non-
maleficence, beneficence, and justice; Beauchamp
and Childress, 2001), the recommendations of Bird
(2020), and the wisdom of Indigenous scholars
such as Deloria, Wilson, Smith, and Leonard.

As a beginning, we have identified four key eth-
ical obligations that should at a minimum be in-
cluded in such an ethics policy: cognizance, benef-
icence, accountability, and non-maleficence.

4.1 Obligation of cognizance

The colonial political and racial ideas and behaviors
that support and enable colonization and oppres-
sion are intentionally invented historical creations
(Allen, 2012; Kendi, 2017). Before we engage with
Indigenous peoples, let alone work with Indige-
nous data, we must intentionally make ourselves
cognizant of this history. As outside researchers,
we stand in a privileged position, and as such have
an urgent obligation to educate ourselves about this
history and about current practices that perpetu-
ate these systems of oppression in the present day
(Kendi, 2019; Smith, 2012).10

Before we are capable of ethically engaging with
Indigenous data, we must learn the ways in which
Indigenous communities approach reality and sci-
ence, and accept that these are fully formed and
fully valid worldviews with which we have an obli-
gation to fully engage. Our research is premised on
a particular philosophy of science which is nearly
always left unstated. We must make ourselves cog-
nizant of our own ontology, epistemology, method-
ology, and axiology, and the fact that there are
alternative philosophies of science that are equally
valid. We must educate ourselves about Indige-
nous ontologies, epistemologies, methodologies,
and axiologies that are centered around relational-
ity (Wilson, 2008).

The obligation of cognizance therefore mandates
that we as researchers intentionally and thoroughly
educate ourselves about colonization of Indige-
nous communities; about the role that academic
researchers have had and continue to play in the

10See, for example, https://www.wired.co.uk/
article/maori-language-tech

727



exploitation of Indigenous communities, Indige-
nous languages, Indigenous culture, and Indige-
nous data; and about Indigenous expectations and
ways of being centered on relationality that differ
from those we typically encounter in our research.

In practical terms, this cognizance and the edu-
cation requisite in this obligation should typically
be provided by a senior researcher (one already
very familiar with the relevant issues) whenever
a new student or junior researcher first expresses
an interest to begin research involving Indigenous
data. At an institutional level, the leadership of
multilingual NLP shared tasks such as the SIG-
MORPHON shared tasks should take the lead in
educating their respective sub-communities in this
regard as such shared tasks consider expansion to
include Indigenous language data.

4.2 Obligation of beneficence
Indigenous communities are sovereign political
entities with inherent political and human rights.
Many of these rights are enumerated in the Decla-
ration on the Rights of Indigenous Peoples (United
Nations, 2007). This includes the right of each
Indigenous community to protect and develop its
culture (Article 11), the right to dignity (Article
15), the right to develop and elect its own decision-
making institutions (Article 18), and the right to
“maintain, control, protect, and develop [the com-
munity’s] intellectual property over [its] cultural
heritage, traditional knowledge, and traditional cul-
tural expressions” (Article 31).

The obligation of beneficence therefore man-
dates that we as researchers ensure that our work
benefits the Indigenous communities with which
we work in ways that those communities recognize
as beneficial. In practical terms, this means that
any outside researcher who wants to work with In-
digenous data must seek to engage with the relevant
Indigenous communities in order to learn about and
to meaningfully support priority areas identified by
Indigenous governing bodies and decision-making
institutions that fall within our respective scopes
of expertise. Put another way, ethical research in-
volving Indigenous data must include concrete de-
liverables requested by the respective Indigenous
community or communities.

4.3 Obligation of accountability
As outside researchers seeking to work with In-
digenous data, we have a responsibility to seek out
respectful and meaningful relationships with the In-

digenous communities whose data we seek to use.
We have a responsibility to develop these relation-
ships in ways that are appropriate and meaningful
to the Indigenous communities with which we seek
to work. We must intentionally acknowledge and
accept the rightful authority of Indigenous com-
munities’ governing and decision-making bodies
over those communities’ own respective languages,
cultures, and data.

The obligation of accountability therefore man-
dates that we as researchers develop meaningful
relations with the sovereign governing bodies of
the Indigenous communities with which we seek
to engage, and that we be meaningfully account-
able to such bodies in our work involving their data.
This relationship-building should take place before
the research project begins. This relationship be-
tween researcher and sovereign Indigenous insti-
tutions can be thought of as highly analogous to
the relationship between the researcher and govern-
mental granting agencies such as the U.S. National
Science Foundation. In practical terms, once this
relationship has been built and research has begun,
the researcher should regularly report to and agree
to be held accountable by Indigenous community’s
governing and decision-making institutions with
respect to the agreed-upon community goals.

4.4 Obligation of non-maleficence
Colonization and colonial practices have inflicted
substantial and often genocide-scale harm on In-
digenous communities over the past five centuries
(Smith, 2017), harm that is ongoing and is often
perpetuated by modern research practices.

We must intentionally adopt the ethical prime
directive of the medical community, often stated in
the Latin aphorism Primum Non Nocere “Above all,
do no harm” (Smith, 2005). There are many good
and laudable reasons why we should choose to
engage in research with Indigenous communities,
but none of these reasons is powerful enough to
justify harm caused by our research.

The obligation of non-maleficence therefore
mandates that above all else, we do no harm to In-
digenous people and Indigenous communities. In
practical terms, this means that researchers seeking
to engage with Indigenous data critically examine
the harmful ramifications of proposed work well
before it is conducted. If we can do good through
our research without doing harm, that is well, but
it is better to not engage than to cause harm.
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A *ACL abstract corpus 2013–Nov. 2021

The *ACL XML files (2013–2021) from the ACL
Anthology GitHub repository were downloaded on
6 November 2021.

2013.tacl.xml
2014.tacl.xml
2015.tacl.xml
2016.tacl.xml
2017.acl.xml
2017.cl.xml
2017.eacl.xml
2017.emnlp.xml
2017.tacl.xml
2018.acl.xml
2018.cl.xml
2018.emnlp.xml
2018.naacl.xml
2018.tacl.xml
2019.acl.xml
2019.cl.xml
2019.emnlp.xml
2019.naacl.xml
2019.tacl.xml
2020.aacl.xml
2020.acl.xml
2020.cl.xml
2020.emnlp.xml
2020.tacl.xml
2021.acl.xml
2021.eacl.xml
2021.emnlp.xml
2021.naacl.xml
2021.tacl.xml

The abstracts were extracted from the XML files.
From the resulting abstracts all words that begin
with an uppercase letter were examined manually
to identify all explicitly mentioned language names.
All processing steps are described, with specific
shell commands used, in the data annex that ac-
companies this paper.
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Abstract

Pre-trained models have shown very good per-
formances on a number of question answering
benchmarks especially when fine-tuned on mul-
tiple question answering datasets at once. In
this work, we propose an approach for generat-
ing a fine-tuning dataset thanks to a rule-based
algorithm that generates questions and answers
from unannotated sentences. We show that the
state-of-the-art model UnifiedQA can greatly
benefit from such a system on a multiple-choice
benchmark about physics, biology and chem-
istry it has never been trained on. We further
show that improved performances may be ob-
tained by selecting the most challenging distrac-
tors (wrong answers), with a dedicated ranker
based on a pretrained RoBERTa model.

1 Introduction

In the past years, deep learning models have greatly
improved their performances on a large range of
question answering tasks, especially using pre-
trained models such as BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019) and T5 (Raffel et al.,
2020). More recently, these models have shown
even better performances when fine-tuned on mul-
tiple question answering datasets at once. Such a
model is UnifiedQA (Khashabi et al., 2020), which,
starting from a T5 model, is trained on a large
number of question answering datasets including
multiple choices, yes/no, extractive and abstractive
question answering. UnifiedQA is, at the time of
writing, state-of-the-art on a large number of ques-
tion answering datasets including multiple-choice
datasets like OpenBookQA (Mihaylov et al., 2018)
or ARC (Clark et al., 2018). However, even if Uni-
fiedQA achieves good results on previously unseen
datasets, it often fails to achieve optimal perfor-
mances on these datasets until it is further fine-
tuned on dedicated human annotated data. This
tendency is increased when the target dataset deals
with questions about a very specific domain.

One solution to this problem would be to fine-
tune or retrain these models with additionnal hu-
man annotated data. However, this is expensive
both in time and resources. Instead, a lot of work
has been done lately on automatically generating
training data for fine-tuning or even training com-
pletely unsupervised models for question answer-
ing. One commonly used dataset for unsuper-
vised question answering is the extractive dataset
SQUAD (Rajpurkar et al., 2016). Lewis et al.
(2019) proposed a question generation method for
SQUAD using an unsupervised neural based trans-
lation method. Fabbri et al. (2020) and Li et al.
(2020) further gave improved unsupervised perfor-
mances on SQUAD and showed that simple rule-
based question generation could be as effective as
the previously mentioned neural method. These
approches are rarely applied to multiple-choice
questions answering in part due to the difficulty
of selecting distractors. A few research papers
however proposed distractor selection methods for
multiple-choice questions using either supervised
approaches (Sakaguchi et al., 2013; Liang et al.,
2018) or general purpose knowledge bases (Ren
and Q. Zhu, 2021).

In this paper, we propose an unsupervised pro-
cess to generate questions, answers and associated
distractors in order to fine-tune and improve the per-
formance of the state-of-the-art model UnifiedQA
on unseen domains. This method, being unsuper-
vised, needs no additional annotated domain spe-
cific data requiring only a set of unannotated sen-
tences of the domain of interest from which the
questions are created. Contrarily to most of the
aforementioned works, our aim is not to train a
new completely unsupervised model but rather to
incorporate new information into an existing state-
of-the-art model and thus to take advantage of the
question-answering knowledge already learned.

We conduct our experiments on the SciQ
dataset (Welbl et al., 2017). SciQ contains multiple-
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Question:
What type of organism is commonly used in
preparation of foods such as cheese and yogurt?
(A) mesophilic organisms (B) protozoa
(C) gymnosperms (D) viruses

Support text:
Mesophiles grow best in moderate temperature,
typically between 25◦C and 40◦C (77◦F and
104◦F). Mesophiles are often found living in or
on the bodies of humans or other animals. The
optimal growth temperature of many pathogenic
mesophiles is 37◦C (98◦F), the normal human
body temperature. Mesophilic organisms have
important uses in food preparation, including
cheese, yogurt, beer and wine.

Figure 1: Example of a question in SciQ. The answer in
bold is the correct one.

choice questions (4 choices) featuring subjects cen-
tered around physics, biology and chemistry. An
example of question can be found in Figure 1.
We focus on the SciQ dataset because it has not
yet been used for training UnifiedQA and it re-
quires precise scientific knowledge. Furthermore,
our experiments reveal that the direct application
of UnifiedQA on the SciQ benchmark leads to a
much lower performance than when fine-tuning it
on the SciQ training set (see Section 4). Our ob-
jective in this work is to solve this gap between
UnifiedQA and UnifiedQA fine-tuned on super-
vised data with the unsupervised question genera-
tion approach described in Section 2. We addition-
ally test our method on two commonly used multi-
ple choice question answering datasets: Common-
senseQA (Talmor et al., 2019) and QASC (Khot
et al., 2020). These datasets contain questions with
similar domains to SciQ even though the questions
are slightly less specific. Furthermore, neither of
them has been used during the initial training of
UnifiedQA.

2 Question Generation Method

We propose a method for generating multiple-
choice questions in order to fine-tune and improve
UnifiedQA. This process is based on 3 steps. First,
a set of sentences is being selected (Section 2.1)
from which a generic question generation system is
applied (Section 2.2). Then a number of distractors
are added to each question (Section 2.3).

Dataset Sentences Questions
SciQ data 53 270 77 873
SciQ data (train only) 45 526 66 552
Wikipedia data 45 327 62 848

Table 1: Number of sentences selected for each of the
datasets considered as well as the number of questions
automatically generated from these sentences.

2.1 Sentence Selection

Our question generation method uses a set of unan-
notated sentences from which the questions will be
generated. We compare three selection methods.

First, we consider a scenario where the applica-
tion developer does not manually collect any sen-
tence, but simply gives the name (or topic) of the
target domain. In our case, the topics are “Physics”,
“Biology” and “Chemistry” since these are the main
domains in SciQ. A simple information retrieval
strategy is then applied to automatically mine sen-
tences from Wikipedia. We first compute a list
of Wikipedia categories by recursively visiting all
subcategories starting from the target topic names.
The maximum recursion number is limited to 4. We
then extract the summary (head paragraph of each
Wikipedia article) for each of the articles matching
the previously extracted categories and subcate-
gories. We only keep articles with more than 800
average visitors per day for the last ten days (on
April 27, 2021), resulting in 12 656 pages.

The two other selection methods extract sen-
tences from SciQ itself and therefore are not en-
tirely unsupervised but rather simulate a situation
where we have access to unannotated texts that
precisely describe the domains of interest such as
a school book for example. The SciQ dataset in-
cludes a support paragraph for each question (see
Figure 1). Pooled together, these support para-
graphs provide us with a large dataset of texts about
the domains of interest. We gather the paragraphs
corresponding to all questions and split them into
sentences to produce a large set of sentences that
are no longer associated with any particular ques-
tion but cover all the topics found in the questions.
We compare two different setups. In the first one,
we include all the sentences extracted from the
train, validation and test sets thus simulating a per-
fect selection of sentences that cover all the knowl-
edge expressed in the questions. Still, we only
use the support paragraphs and not the annotated
questions themselves. As compared to the classical
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(a) Dependency structure

(b) Constituency structure

(c) Generated question

Figure 2: Question generation process for a sentence
similar to the one used to produce the question in Fig-
ure 3. A dependency parse (a) produced by Stanza is
transformed into a constituency structure (b) in which
two subtrees can be identified as the answers to two
questions: What and Where. (c) shows the transformed
constituency tree for the Where question.

supervised paradigm, this setting removes all anno-
tation costs for the application developer, but it still
requires to gather sentences that are deemed useful
for the test set of interest. We then compare this
setup with another one, where only the sentences
from the train set are included. This scenario ar-
guably meets more practical needs since it would
suffice to gather sentences close to the domain of
interest. The number of sentences for each dataset
is presented in Table 1.

2.2 Questions Generation

The generation of questions from a sentence re-
lies on the jsRealB text realizer (Lapalme, 2021)
which generates an affirmative sentence from a con-
stituent structure. It can also be parameterized to
generate variations of the original sentence such
as its negation, its passive form and different types
of questions such as who, what, when, etc. The
constituency structure of a sentence is most often
created by a user or by a program from data. In this
work, it is instead built from a Universal Depen-
dency (UD) structure using a technique developed
for SR’19 (Lapalme, 2019). The UD structure of a

Question:
What often is found living in or on the bodies
of humans or other animals?
Right answer: mesophile

Random distractors:
(A) the most magnetic material in nature
(B) this energy
(C) climate

Refined distractors:
(A) carbohydrates
(B) small cell fragments called platelet
(C) echinoderm

Figure 3: Example of a synthetic question generated
from the second sentence of the support paragraph in
Figure 1 with a set of random distractors and with the
set of refined ones.

sentence is the result of a dependency parse with
Stanza (Qi et al., 2020). We thus have a pipeline
composed of a neural dependency parser, followed
by a program to create a constituency structure used
as input for a text realizer, both in JavaScript. Used
without modification, this would create a complex
echo program for the original affirmative sentence,
but by changing parameters, its output can vary.

In order to create questions from a single con-
stituency structure, jsRealB uses the classical gram-
mar transformations: for a who question, it re-
moves the subject (i.e. the first noun phrase before
the verb phrase), for a what question, it removes
the subject or the direct object (i.e. the first noun
phrase within the verb phrase); for other types of
questions (when,where) it removes the first prepo-
sitional phrase within the verb phrase. Depending
on the preposition, the question will be a when or
a where. Note that the removed part becomes the
answer to the question.

In order to determine which questions are appro-
priate for a given sentence, we examine the depen-
dency structure of the original sentence and check
if it contains the required part to be removed before
parameterizing the realization. The generated ques-
tions are then filtered to remove any question for
which the answer is composed of a single stopword.
Table 1 shows the number of questions generated
for each dataset. An example of a synthetic ques-
tion is shown in Figure 3.
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2.3 Distractors Selection

Since SciQ is a multiple-choice dataset, we must
add distractors to each question we generate, to
match the format of SciQ. A simple solution to this
problem is to select random distractors among an-
swers to other similar questions generated from the
dataset of sentences we gathered. Obviously, select-
ing random distractors may lead to a fine-tuning
dataset that is too easy to solve. Therefore, we
propose another strategy that selects hard distrac-
tors for each question. To do so, starting from our
synthetic dataset with random distractors, we fine-
tune RoBERTa (Liu et al., 2019) using the standard
method of training for multiple choices question
answering. Each pair question/choice is fed to
RoBERTa and the embedding corresponding to the
first token (“[CLS]”) is given to a linear layer to
produce a single scalar score for each choice. The
scores corresponding to every choice for a given
question are then compared to each other by a soft-
max and a cross-entropy loss. With this method,
RoBERTa is trained to score a possible answer for a
given question, based on whether or not it is a cred-
ible answer to that question. For each question, we
then randomly select a number of candidate distrac-
tors from the answers to other questions and we use
our trained RoBERTa to score each of these can-
didates. The 3 candidates with the highest scores
(and thus the most credible answers) are selected.
The idea is that during this first training, RoBERTa
will learn a large amount of simplistic logic. For
example, because of the initial random selection of
distractors, it is highly unlikely that even one of the
distractors will be close enough to the question’s se-
mantic field. Furthermore, a lot distractors have an
incorrect grammar (eg: a distractor might be plural
when the question expects a singular). Therefore,
in this initial training, RoBERTa might learn to iso-
late the answer with a corresponding semantic field
or the one with correct grammar. The re-selection
then minimizes the amount of trivial distractors and
models trained on this new refined dataset will have
to focus on deeper and more meaningful relations
between the questions and the answers. The pro-
cess is better shown in Figure 4, and an example of
refined distractors can be found in Figure 3.

The number of scored candidate distractors is
an hyper-parameter. A small number of candidates
may result in a situation where none of the candi-
dates are credible enough, while a large number
requires more computation time, since the score of
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Question

Candidate 1
Candidate 2
Candidate 3
Candidate 4
Candidate 5

Candidate N

0.81
0.46
0.95
0.21
0.32

0.70

Refined Distractors
(A) Distractor 1
(B) Distractor 2
(C) Distractor 3

Figure 4: Description of the distractor refining method.
RoBERTa scores each candidate distractor with regard
to the question and the best 3 are selected to become the
new refined distractors.

each candidate for every question needs to be com-
puted, and has a higher risk of proposing multiple
valid answers. In our experiments, we use a num-
ber of 64 candidates in order to limit computation
time.

3 Training and Implementation Details

To refine distractors, we use the “Large” version of
RoBERTa and all models are trained for 4 epochs
and a learning rate of 1 × 10−5. These hyper-
parameters are chosen based on previous exper-
iments with RoBERTa on other multiple-choice
datasets. The final UnifiedQA fine-tuning is done
using the same multiple choices question answer-
ing setup as the one used in the original UnifiedQA
paper (Khashabi et al., 2020). We use the “Large”
version of UnifiedQA and all the models are trained
for 4 epochs using Adafactor and a learning rate
of 1 × 10−5. The learning rate is loosely tuned
to get the best performance on the validation set
during the supervised training of UnifiedQA. We
use the Hugging Face pytorch-transformers (Wolf
et al., 2020) library for model implementation. Ex-
periments presented in this paper were carried out
using the Grid’5000 testbed (Balouek et al., 2013),
supported by a scientific interest group hosted by
Inria and including CNRS, RENATER and sev-
eral Universities as well as other organizations (see
https://www.grid5000.fr).

4 Results

Accuracy results in Table 2 have a 95% Wald con-
fidence interval of ±2.8%. The first row of Table 2
presents the accuracy results of a vanilla UnifiedQA
large model on SciQ. The second line shows the ac-
curacy when UnifiedQA is fine-tuned over the full
training corpus. Our objective is thus to get as close
as possible to this accuracy score using only un-
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supervised methods. The results using Wikipedia
are the only ones that are unsupervised and there-
fore are the ones directly comparable to UnifiedQA
with no fine-tuning or other unsupervised methods.
The other results serve to illustrate what could be
obtain with a tighter selection of sentences.

Model Dev Test
UnifiedQA (no fine-tuning) 64.6 63.4
UnifiedQA (supervised) 78.7 78.7

Unsupervised - Random distractors
SciQ data 71.3 70.8
SciQ data (train only) 70.9 70.1
Wikipedia data 68.3 67.5

Unsupervised - Refined distractors
SciQ data 75.4 74.2
SciQ data (train only) 73.1 72.4
Wikipedia data 70.6 69.4

Table 2: Accuracy on SciQ by UnifiedQA fine-tuned on
our synthetic datasets. “SciQ data” refers to the ques-
tions generated using the support paragraphs in SciQ
while “Wikipedia data” refers to questions generated
using sentences harvested from Wikipedia. All scores
are averaged over 3 independent runs (including the
complete question generation process and the final Uni-
fiedQA fine-tuning).

Fine-tuning UnifiedQA on synthetic questions
with random distractors improves the results as
compared to the baseline and, as expected, the
closer the unlabeled sentences are to the topics
of the questions, the better is the accuracy. Hence,
generating questions from only the train set of SciQ
gives performances that are comparable but slightly
lower to the ones obtained from the combined train,
dev and test set of SciQ. Finally, questions selected
from Wikipedia also improve the results, despite
being loosely related to the target test corpus. Our
distractor selection method further boosts the ac-
curacy results in all setups. This suggests that a
careful selection of distractors is important, and
that the hard selection criterion used here seems
adequate in our context.

The results for CommonsenseQA and QASC us-
ing the same selection of sentences from Wikipedia
are reported in table 3. Overall, we obtain similar
results to SciQ with a large improvement of perfor-
mances when generating questions and a further
boost with refined distractors. However compared
to SciQ, the improvement brought by the distractor
refining process is less significant. This could be
partly explained by the fact that the distractors in

Model CQA QASC
UnifiedQA (no fine-tuning) 60.9 44.5
UnifiedQA (supervised) 74.3 61.0
Wikipedia data (Random) 64.9 57.2
Wikipedia data (Refined) 65.1 59.4

Table 3: Accuracy results obtained on the dev set of
CommonsenseQA and QASC when fine-tuning Uni-
fiedQA using data from Wikipedia.

the original QASC and CommonsenseQA datasets
are overall easier and therefore it is less advanta-
geous for a model to be trained on harder questions.

5 Conclusion

In this work, we proposed a multiple-choice ques-
tion generation method that can be used to fine-tune
the state-of-the-art UnifiedQA model and improve
its performance on an unseen and out of domain
dataset. Our contributions are:

• We have shown that simple unsupervised
methods could be used to finetune existing
multipurpose question answering models (in
our case UnifiedQA) to new datasets or do-
mains.

• We propose a novel distractor refining method
able to select harder distractors for a given
generated question and show its superiority
compared to a random selection.

Future work includes comparing our method to
other question generation methods (including su-
pervised methods: Liu et al. (2020), Puri et al.
(2020)) in order to assess the effect of both the
generation method and the questions quality on the
final performances of our models. Also, we will
further compare different variations of our ques-
tion generation and distractor refining methods in
order to more thoroughly understand the effect of
hyper-parameters such as the number of candidate
distractors.
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Abstract

Deep learning sequence models have been suc-
cessful with morphological inflection genera-
tion. The SIGMORPHON shared task results
in the past several years indicate that such mod-
els can perform well, but only if the training
data covers a good amount of different lem-
mata, or if the lemmata to be inflected at test
time have also been seen in training, as has in-
deed been largely the case in these tasks. Sur-
prisingly, we find that standard models such as
the Transformer almost completely fail at gen-
eralizing inflection patterns when trained on a
limited number of lemmata and asked to inflect
previously unseen lemmata—i.e. under “wug
test”-like circumstances. This is true even
though the actual number of training examples
is very large. While established data augmen-
tation techniques can be employed to allevi-
ate this shortcoming by introducing a copying
bias through hallucinating synthetic new word
forms using the alphabet in the language at
hand, our experiment results show that, to be
more effective, the hallucination process needs
to pay attention to substrings of syllable-like
length rather than individual characters.1

1 Introduction

The Transformer model has delivered convincing
results in many different tasks related to word-
formation and analysis (Vylomova et al., 2020;
Moeller et al., 2020, 2021; Liu, 2021). Especially
on inflection tasks, where an input lemma such
as dog, and input inflectional features such as
{N,PL}, are expected to produce an output such as
dogs, the model has shown to be particularly adept
at generalizing patterns (Vylomova et al., 2020; Liu
and Hulden, 2020a,b; Wu et al., 2021). However,
we have discovered that this is only true if the train-
ing data covers a diversity of lemmata or some
variant of the input lemma to be inflected has been

1The code and data are available at https://github.
com/LINGuistLIU/transformer-wug-test.

czech finnish german russian spanish turkish

79.5 75.6 70.78
77.96

89.94 88.14

16.22
5.72 9.0

19.0
32.44 32.23

54.2
68.5 62.62

69.26

91.94

70.31

akan ga lingala nyanja southern
sotho

swahili

80.68
93.61 98.26 98.57 95.15 99.47

41.18
49.24

60.83

84.99

6.74

45.26

94.79 100.0
93.33 99.57

88.0
97.35

Figure 1: Transformer performance in the common-
practice setting (left), “wug test”-like setting (middle),
and ‘‘wug test”-like setting with our best data hallu-
cination method (right)

witnessed during training. In a “wug test” (Berko,
1958) setting where the witnessed lemmata are usu-
ally limited and a previously unseen lemma—like
wug—is to be inflected in some way, we find that
the Transformer almost completely fails to general-
ize inflection patterns, despite abundant inflected
forms for training. It has been noted earlier that
neural sequence-to-sequence models are apt to per-
form poorly for morphological inflection if they
have been exposed to little training data and data
augmentation can be leveraged to alleviate the prob-
lem (Cotterell et al., 2017, 2018; Kann and Schütze,
2017; Liu and Hulden, 2021). Our starting point
is our observation that the poor “wug test” perfor-
mance is maintained even with abundant training
inflected forms.

In our study, we show three main results. (1)
We demonstrate that, even if trained with relatively
large amounts of inflected forms, a Transformer
model of the kind that has been very successful at
recent shared tasks largely fails to generalize in-
flection patterns if it has not been exposed during
training to a variety of lemmata or any lemmata in
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the test set. This is true even for datasets where all
words inflect in the same way—i.e. there are no in-
flectional classes or allomorphs of morphemes, as
is found in the low-resource Niger-Congo language
datasets used in SIGMORPHON 2020 shared task
(Vylomova et al., 2020). (2) We show that simply
exposing the model to uninflected lemmata in the
test set—without providing a single inflected form—
allows the model to dramatically improve its perfor-
mance when inflecting such lemmata. (3) Further,
we investigate several strategies that avoid leverag-
ing test set lemmata. We show that when inducing
a copy bias in the model by hallucinating new lem-
mata, or by hallucinating new inflected forms, the
method of hallucination is much more effective if
it is sensitive to substrings of syllable-like length
rather than individual characters or stems. Our
best models achieve substantial improvement upon
earlier state-of-the-art data hallucination methods
(Silfverberg et al., 2017; Anastasopoulos and Neu-
big, 2019).

2 Data

2018-languages We use six languages from
the CoNLL-SIGMORPHON 2018 shared task 1
medium setting, where each language has 1,000
(LEMMA, TARGET TAGS, TARGET FORM) triples
for training (Cotterell et al., 2018). The six
languages, Czech, Finnish, German, Russian,
Spanish and Turkish, are selected to represent the
diversity of language typology and morphological
inflection challenges. Though there are only
1,000 training triples, they cover a fair number
of lemmata as each lemma appears only once or
twice, an amount very hard to obtain for really
low-resource languages. In the original shared
task, between 2% and 27% of the lemmata in the
dev and test sets are also found in the training set.

To prepare training data for the “wug test”-like
circumstance, we select the UniMorph (Kirov et al.,
2018) paradigms for the first 100 most frequent
lexemes found in Wikipedia text,2 which are not
included in the 2018 shared task 1 dev and test
sets. The shared task dev and test sets are used for
validation and evaluation without any change. The
100 full inflection tables give us over 1,000 (for
Czech, German and Russian) or over 7,000 (for
Finnish, Spanish and Turkish) training triples.

2We also experimented with using 100 random UniMorph
lexemes, and did not find substantial difference between using
random ones and the most frequent ones.

Niger-Congo languages In addition, we use
six Niger-Congo languages from SIGMORPHON
2020 shared task 0 (Vylomova et al., 2020): Akan,
Ga, Lingala, Nyanja, Southern Sotho and Swahili.
These languages are low-resource, but the dataset
only contains very regular inflections. In the orig-
inal shared task data split, The overlap between
the lemmata in the dev and test sets and those in
the training set is 100%. The number of paradigms
which we can obtain by combining the training, dev
and test sets of this dataset is around 100 for Akan,
Ga and Swahili, 227 for Nyanja, 57 for Lingala and
only 26 for Southern Sotho.

For the “wug test”, we divide the inflection tables
reconstructed from this dataset into a 7:1:2 train-
dev-test split, i.e. we use the same ratio as the
shared task, but the division is by inflection tables
rather than lemma-tag-form triples, to ensure that
the lemmata used for validation and test are disjoint
from those for training. We provide details on the
data statistics in Appendix A for reference.

3 Experiments

Inflection model The Transformer (Vaswani
et al., 2017) is the seq2seq architecture which pro-
duces the current state-of-the-art result on the mor-
phological inflection task (Vylomova et al., 2020;
Liu and Hulden, 2020a,b; Wu et al., 2021). It takes
the lemma and target tag(s) as input and predicts
the target form character by character. Our experi-
ments use the Transformer implemented in fairseq
(Ott et al., 2019) and adopt the same hyperparame-
ters as Liu and Hulden (2020a). 3

Evaluation metric The evaluation metric is ac-
curacy. For the original shared task data and exper-
iments on 2018 languages, we train five inflection
models each with a different random initialization
and report the average accuracy with standard de-
viation. Due to data scarcity, for Niger-Congo lan-
guages at the “wug test”-like setting, we perform
a 5-fold cross-validation and report the average
accuracy and the standard deviation.

Common-practice test and “wug test” We first
compare the performance of the Transformer in the
common-practice setting and the “wug test”-like
setting. The “common practice” is represented by

3We also conducted experiments with the encoder-decoder
with hard monotonic attention model (Wu and Cotterell, 2019),
but found the same conclusion as for the Transformer model.
Experiments on the hard monotonic model is provided in
Appendix C for reference.
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Figure 2: (a) Dummy lemma generation with a German example. +copy-2k-char generates random strings by
uniformly sampling from the alphabet, while +copy-2k-substr samples from the set of 2-, 3- and 4-grams; (b) Data
hallucination with a German example. +hall-2k-substr is different from +hall-2k-char in how the dummy-stem is
generated.

previous years’ shared tasks and related work (Cot-
terell et al., 2016, 2017, 2018; McCarthy et al.,
2019; Vylomova et al., 2020); here the training
data usually covers a fair number of lemmata and
there is overlap between lemmata in the training
and test sets. We use the shared task data to rep-
resent the common-practice setting. In the “wug
test” setting, we control the number of lemmata
for training but not inflected forms (as explained
in Section 2) and the lemmata to be inflected are
always previously unseen. To our surprise, the per-
formance of the Transformer at the “wug test”-like
setting is very poor despite the large amount of
training triples for 2018-languages or the very reg-
ular and straightforward inflection for Niger-Congo
languages. The performance is dramatically infe-
rior to the common-practice setting, even when the
number of training triples is seven times larger for
Finnish, Spanish and Turkish (see Figure 1).

We hypothesize four reasons for the poor per-
formance of the model under the “wug test”-like
circumstance: (1) missing copy bias regarding the
entire stem, i.e. the model can’t copy a stem abcde
if that exact stem has never been seen during train-
ing, (2) missing copy bias on individual letters, i.e.
the model can’t copy letter a if the letter is under-
represented in training, (3) missing copy bias on
subsequences of letters, i.e. the model can’t copy
sequence ab if the sequence is underrepresented in
training, (4) some combination of all the factors

above. To test these hypotheses, we conduct five
experiments designed to help the model learn to
copy with different biases by adding to the training
set for each language 2,0004 dummy data points
generated in five different ways, explained below.

+copy-dev-test-lemmas In order to test the first
hypothesis that the model does not learn to copy
parts of a stem it has not seen at the training stage,
we augment the training data for each language by
adding to it the lemmata in its development and
test sets with a special tag COPY. In other words,
2,000 (LEMMA, COPY, LEMMA) triples are added to
the initial “wug test” training set for each language.

+copy-2k-char and +copy-2k-substr Previous
work found that adding random strings can help
seq2seq models learn a copy bias and thus improve
the performance when the training data is limited
(Kann and Schütze, 2017). We adopt a similar
method to augment the training data with dummy
lemmata generated by the process shown in Figure
2 (a). The +copy-2k-char method takes as input
the alphabet created by collecting characters in the
language’s training set.

Considering that a natural linguistic sub-unit
of a word is a syllable, we propose to use sub-

4The choice of 2,000 is in order to match the augmentation
size of +copy-dev-test-lemmas method for 2018-languages.
We did not try to tune for the best data augmentation size. Ap-
pendix B provides plots of data augmentation size comparison,
where we found no consistent difference in all the languages.
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Figure 3: “Wug test” results. +copy-2k-char adds random strings generated with the alphabet. +copy-2k-substr
adds random strings generated with the n-gram set. +hall-2k-char adds data hallucinated with the method by
Anastasopoulos and Neubig (2019). +hall-2k-substr adds data hallucinated with our method.

strings of syllable-like length for the +copy-2k-
substr method. The input of this method is the
set of bigrams, trigrams and four-grams from the
language’s training data. For both methods, we
generate the dummy lemma by uniformly sampling
from the input and concatenating the sampled items
to a random length between the minimum and max-
imum word length we see in the training data. The
output of the dummy lemma generation process is
a triple of a dummy lemma, a special symbol COPY
and the dummy lemma, which is added to the initial
“wug test” training set for data augmentation.

+hall-2k-char and +hall-2k-substr The dummy
lemma generation methods do not leverage knowl-
edge about word structure which can be inferred
from the training data. Silfverberg et al. (2017)
found that it is very effective to augment training
data in low-resource situations with a data halluci-
nation approach by replacing a hypothesized stem
of the training triples with a random string. Anas-
tasopoulos and Neubig (2019) improves this data
hallucination method by taking into discontinuous
stems into consideration as well; this is the best
data hallucination method so far. We conduct the

+hall-2k-char experiment by augmenting the initial
“wug test” training set with dummy data generated
with Anastasopoulos and Neubig (2019)’s method.
The implementation from SIGMORPHON 2020
shared task 0 baseline is used.

In addition, we propose to generate the dummy
stem by uniformly sampling from substrings of
syllable-like length, i.e. the bigram, trigram and
four-gram set. This experiment is referred to as
+hall-2k-substr. Specifically, both data hallucina-
tion methods (illustrated in Figure 2 (b)) take as
input a triple from the training set, aligns the lemma
and the target form with the alignment method from
SIGMORPHON 2016 shared task baseline (Cot-
terell et al., 2016), finds the common substrings
between the lemma and the target form as the stem,
replaces the stem with a dummy stem, and out-
puts a dummy triple which is adopted for data
augmentation. Our proposed method is different
from Anastasopoulos and Neubig (2019)’s method
at the dummy stem generation step in two main
aspects: (1) Instead of sampling from the alpha-
bet, we sample from the set of bigrams, trigrams
and four-grams. (2) Instead of forcing the dummy
stem to be of the same length as the stem to be
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replaced, we only constrain the minimum and max-
imum length of the stem based on the training data.
In addition, for discontinuous stems, we only re-
place the first part of the stem.5

4 Results and discussion

“Wug test” with data augmentation Figure 3
shows results for the “wug test”-like setting and
results after augmenting the initial training set with
different methods. Every language sees a substan-
tial improvement with data augmentation, indicat-
ing that the Transformer model in the vanilla “wug
test” circumstance will not learn a copy bias well.

The substring-based data hallucination we pro-
pose, +hall-2k-substr, achieves accuracies which
are substantially higher than other methods for
most languages. For Turkish and Nyanja, +hall-2k-
substr is lower than the best performance, but the
difference is not obvious. For Lingala, +hall-2k-
substr has the same best performance as +hall-2k-
char. The consistent advantage of +hall-2k-substr
implies that substrings of syllable-like length is
more helpful than individual characters for data
hallucination. It also provides support to the fourth
hypothesis we made in section 3 that the poor per-
formance of the Transformer in the vanilla “wug
test”-like setting is due to a combination of factors
including missing copying bias for letters, subse-
quences of letters and even entire stems.

Common practice vs “wug test” Figure 1 plots
the Transformer accuracies with standard devia-
tions in the common-practice setting, vanilla “wug
test”-like setting, and “wug test”-like setting with
data augmentation by the substring-based data hal-
lucination methods (+hall-2k-substr). Though
data augmentation can improve the model’s per-
formance for a “wug test”, results are still infe-
rior to the common practice setting without any
data augmentation for most languages, especially
the morphologically challenging 2018 CoNLL-
SIGMORPHON languages.

5 Conclusion

In this work, we examine limiting the number of
training lemmata and keeping training lemmata
disjoint from the evaluation sets in morphologi-
cal inflection. By comparing the performance of

5Using the first part only is for implementation simplicity
in the current work. It should be adjusted for languages with a
large number of discontinuous stems.

the Transformer under the “wug test”-like circum-
stance with the common practice, we find that the
common-practice setting where the training data
covers a fair amount of lemmata and there is over-
lap of lemmata in training and evaluation, has ob-
scured the difficulty of the task. We propose to aug-
ment the training data with substring-based data
hallucination, and achieve substantial improvement
over previous data hallucination methods.

Considering the findings in this paper, we sug-
gest that future experiments include evaluations on
model performance using lemmata not found in the
training set and use unique lemma counts rather
than triple counts to document data set sizes.

References
Roee Aharoni and Yoav Goldberg. 2017. Morphologi-

cal inflection generation with hard monotonic atten-
tion. In Proceedings of the 55th Annual Meeting of
the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 2004–2015, Vancouver,
Canada. Association for Computational Linguistics.

Roee Aharoni, Yoav Goldberg, and Yonatan Belinkov.
2016. Improving sequence to sequence learning
for morphological inflection generation: The BIU-
MIT systems for the SIGMORPHON 2016 shared
task for morphological reinflection. In Proceed-
ings of the 14th SIGMORPHON Workshop on Com-
putational Research in Phonetics, Phonology, and
Morphology, pages 41–48. Association for Compu-
tational Linguistics.

Antonios Anastasopoulos and Graham Neubig. 2019.
Pushing the limits of low-resource morphological in-
flection. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
984–996, Hong Kong, China. Association for Com-
putational Linguistics.

Jean Berko. 1958. The child’s learning of English mor-
phology. Word, 14(2-3):150–177.

Ryan Cotterell, Christo Kirov, John Sylak-Glassman,
Géraldine Walther, Ekaterina Vylomova, Arya D.
McCarthy, Katharina Kann, Sabrina J. Mielke, Gar-
rett Nicolai, Miikka Silfverberg, David Yarowsky,
Jason Eisner, and Mans Hulden. 2018. The CoNLL–
SIGMORPHON 2018 shared task: Universal mor-
phological reinflection. In Proceedings of the
CoNLL–SIGMORPHON 2018 Shared Task: Univer-
sal Morphological Reinflection, pages 1–27, Brus-
sels. Association for Computational Linguistics.

Ryan Cotterell, Christo Kirov, John Sylak-Glassman,
Géraldine Walther, Ekaterina Vylomova, Patrick
Xia, Manaal Faruqui, Sandra Kübler, David
Yarowsky, Jason Eisner, and Mans Hulden. 2017.

743



CoNLL-SIGMORPHON 2017 shared task: Univer-
sal morphological reinflection in 52 languages. In
Proceedings of the CoNLL SIGMORPHON 2017
Shared Task: Universal Morphological Reinflection,
pages 1–30, Vancouver. Association for Computa-
tional Linguistics.

Ryan Cotterell, Christo Kirov, John Sylak-Glassman,
David Yarowsky, Jason Eisner, and Mans Hulden.
2016. The SIGMORPHON 2016 shared Task—
Morphological reinflection. In Proceedings of the
14th SIGMORPHON Workshop on Computational
Research in Phonetics, Phonology, and Morphol-
ogy, pages 10–22, Berlin, Germany. Association for
Computational Linguistics.

Katharina Kann and Hinrich Schütze. 2017. Unlabeled
data for morphological generation with character-
based sequence-to-sequence models. In Proceed-
ings of the First Workshop on Subword and Charac-
ter Level Models in NLP, pages 76–81, Copenhagen,
Denmark. Association for Computational Linguis-
tics.

Christo Kirov, Ryan Cotterell, John Sylak-Glassman,
Géraldine Walther, Ekaterina Vylomova, Patrick
Xia, Manaal Faruqui, Sabrina J. Mielke, Arya Mc-
Carthy, Sandra Kübler, David Yarowsky, Jason Eis-
ner, and Mans Hulden. 2018. UniMorph 2.0: Uni-
versal Morphology. In Proceedings of the Eleventh
International Conference on Language Resources
and Evaluation (LREC 2018), Miyazaki, Japan. Eu-
ropean Language Resources Association (ELRA).

Ling Liu. 2021. Computational morphology with
neural network approaches. arXiv preprint
arXiv:2105.09404.

Ling Liu and Mans Hulden. 2020a. Analogy mod-
els for neural word inflection. In Proceedings
of the 28th International Conference on Compu-
tational Linguistics, pages 2861–2878, Barcelona,
Spain (Online). International Committee on Compu-
tational Linguistics.

Ling Liu and Mans Hulden. 2020b. Leveraging princi-
pal parts for morphological inflection. In Proceed-
ings of the 17th SIGMORPHON Workshop on Com-
putational Research in Phonetics, Phonology, and
Morphology, pages 153–161, Online. Association
for Computational Linguistics.

Ling Liu and Mans Hulden. 2021. Backtranslation
in neural morphological inflection. In Proceedings
of the Second Workshop on Insights from Negative
Results in NLP, pages 81–88, Online and Punta
Cana, Dominican Republic. Association for Compu-
tational Linguistics.

Peter Makarov and Simon Clematide. 2018a. Imita-
tion learning for neural morphological string trans-
duction. In Proceedings of the 2018 Conference on
Empirical Methods in Natural Language Processing,
pages 2877–2882. Association for Computational
Linguistics.

Peter Makarov and Simon Clematide. 2018b. Neu-
ral transition-based string transduction for limited-
resource setting in morphology. In Proceedings of
the 27th International Conference on Computational
Linguistics, pages 83–93. Association for Computa-
tional Linguistics.

Peter Makarov and Simon Clematide. 2018c. UZH at
CoNLL–SIGMORPHON 2018 shared task on uni-
versal morphological reinflection. In Proceedings
of the CoNLL–SIGMORPHON 2018 Shared Task:
Universal Morphological Reinflection, pages 69–75,
Brussels. Association for Computational Linguis-
tics.

Peter Makarov, Tatiana Ruzsics, and Simon Clematide.
2017. Align and copy: UZH at SIGMORPHON
2017 shared task for morphological reinflection. In
Proceedings of the CoNLL SIGMORPHON 2017
Shared Task: Universal Morphological Reinflection,
pages 49–57, Vancouver. Association for Computa-
tional Linguistics.

Arya D. McCarthy, Ekaterina Vylomova, Shijie Wu,
Chaitanya Malaviya, Lawrence Wolf-Sonkin, Gar-
rett Nicolai, Christo Kirov, Miikka Silfverberg, Sab-
rina J. Mielke, Jeffrey Heinz, Ryan Cotterell, and
Mans Hulden. 2019. The SIGMORPHON 2019
shared task: Morphological analysis in context and
cross-lingual transfer for inflection. In Proceedings
of the 16th Workshop on Computational Research in
Phonetics, Phonology, and Morphology, pages 229–
244, Florence, Italy. Association for Computational
Linguistics.

Sarah Moeller, Ling Liu, and Mans Hulden. 2021. To
POS tag or not to POS tag: The impact of POS
tags on morphological learning in low-resource set-
tings. In Proceedings of the 59th Annual Meeting of
the Association for Computational Linguistics and
the 11th International Joint Conference on Natu-
ral Language Processing (Volume 1: Long Papers),
pages 966–978, Online. Association for Computa-
tional Linguistics.

Sarah Moeller, Ling Liu, Changbing Yang, Katharina
Kann, and Mans Hulden. 2020. IGT2P: From inter-
linear glossed texts to paradigms. In Proceedings of
the 2020 Conference on Empirical Methods in Nat-
ural Language Processing (EMNLP), pages 5251–
5262, Online. Association for Computational Lin-
guistics.

Myle Ott, Sergey Edunov, Alexei Baevski, Angela
Fan, Sam Gross, Nathan Ng, David Grangier, and
Michael Auli. 2019. fairseq: A fast, extensible
toolkit for sequence modeling. In Proceedings of
the 2019 Conference of the North American Chap-
ter of the Association for Computational Linguistics
(Demonstrations), pages 48–53, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Miikka Silfverberg, Adam Wiemerslage, Ling Liu, and
Lingshuang Jack Mao. 2017. Data augmentation for
morphological reinflection. In Proceedings of the

744



CoNLL SIGMORPHON 2017 Shared Task: Univer-
sal Morphological Reinflection, pages 90–99, Van-
couver. Association for Computational Linguistics.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. arXiv preprint arXiv:1706.03762.

Ekaterina Vylomova, Jennifer White, Eliza-
beth Salesky, Sabrina J. Mielke, Shijie Wu,
Edoardo Maria Ponti, Rowan Hall Maudslay, Ran
Zmigrod, Josef Valvoda, Svetlana Toldova, Francis
Tyers, Elena Klyachko, Ilya Yegorov, Natalia
Krizhanovsky, Paula Czarnowska, Irene Nikkarinen,
Andrew Krizhanovsky, Tiago Pimentel, Lucas
Torroba Hennigen, Christo Kirov, Garrett Nicolai,
Adina Williams, Antonios Anastasopoulos, Hilaria
Cruz, Eleanor Chodroff, Ryan Cotterell, Miikka
Silfverberg, and Mans Hulden. 2020. SIGMOR-
PHON 2020 shared task 0: Typologically diverse
morphological inflection. In Proceedings of the
17th SIGMORPHON Workshop on Computational
Research in Phonetics, Phonology, and Morphology,
pages 1–39, Online. Association for Computational
Linguistics.

Shijie Wu and Ryan Cotterell. 2019. Exact hard mono-
tonic attention for character-level transduction. In
Proceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 1530–
1537, Florence, Italy. Association for Computational
Linguistics.

Shijie Wu, Ryan Cotterell, and Mans Hulden. 2021.
Applying the transformer to character-level transduc-
tion. In Proceedings of the 16th Conference of the
European Chapter of the Association for Computa-
tional Linguistics: Main Volume, pages 1901–1907,
Online. Association for Computational Linguistics.

Shijie Wu, Pamela Shapiro, and Ryan Cotterell. 2018.
Hard non-monotonic attention for character-level
transduction. In Proceedings of the 2018 Confer-
ence on Empirical Methods in Natural Language
Processing, pages 4425–4438, Brussels, Belgium.
Association for Computational Linguistics.

745



A Data information

triple-counts lemma-counts lemma-overlap (%)
Language train dev test train dev test dev-train test-train

czech 1000 1000 1000 848 848 849 24.53 20.38
finnish 1000 1000 1000 985 983 987 2.34 3.04
german 1000 1000 1000 961 945 962 9.42 9.46
russian 1000 1000 1000 973 985 977 3.65 3.79
spanish 1000 1000 1000 906 902 922 15.74 16.49
turkish 906 928 912 764 802 779 26.06 26.57

Table 1: CoNLL-SIGMORPHON 2018 shared task 1 medium-size data information.

triple-counts lemma-counts lemma-overlap (%)
Language train train dev-train test-train

czech 1582 100 0 0
finnish 7136 100 0 0
german 1290 100 0 0
russian 1311 100 0 0
spanish 7132 100 0 0
turkish 7632 100 0 0

Table 2: Data information of the training set we create for 2018-languages. We use the same dev and test sets as
CoNLL-SIGMORPHON 2018 shared task 1.

triple-counts lemma-counts lemma-overlap (%)
Language train dev test train dev test dev-train test-train
akan 2793 380 763 96 94 95 100.0 100.0
ga 607 79 169 95 59 80 100.0 100.0
lingala 159 23 46 57 23 34 100.0 100.0
nyanja 3031 429 853 227 199 226 100.0 100.0
southern sotho 345 50 99 26 24 25 100.0 100.0
swahili 3374 469 910 97 97 96 100.0 100.0

Table 3: Data information of Niger-Congo languages from SIGMORPHON 2020 shared task 0.
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B Data augmentation size comparison
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Figure 4: Performance on the dev set in “wug test” after adding different amounts of dummy data generated
with our substring-based hallucination method.

747



C Performance of the encoder-decoder with hard monotonic attention model

Considering that the encoder-decoder with hard monotonic attention model (Aharoni et al., 2016; Aharoni
and Goldberg, 2017; Makarov et al., 2017; Makarov and Clematide, 2018c,a,b; Wu et al., 2018; Wu and
Cotterell, 2019) is designed for the morphological generation task and bias towards copying symbols in
the input by leveraging edit actions, we evaluate the performance of the encoder-decoder with exact hard
monotonic attention in the “wug test”-like circumstance as well in order to evaluate whether this deep
learning model architecture catered to morphological generation is able to learn the generalization ability.
We use the encoder-decoder with exact hard monotonic attention model proposed and implemented by
Wu and Cotterell (2019).6

The performance of the encoder-decoder with exact hard monotonic attention model for the original
shared task setup, the “wug test”-like setup with or without our best data hallucination augmentation
is presented in Figure 5. Figure 6 provides detailed comparison between different data augmentation
methods in the “wug test”-like experimental setup by the encoder-decoder with exact hard monotonic
attention model. We observe that the encoder-decoder with exact hard monotonic attention model has the
same limitation as the Transformer model pointed out in the previous section.

czech finnish german russian spanish turkish

66.84
54.96

71.06 68.42 76.12 73.0

17.62 17.76 12.88 17.38

53.22 47.2848.44
63.86 62.5 62.68

90.5
73.77

akan ga lingala nyanja southern
sotho

swahili

99.97 95.62 97.83 100.0 91.92 100.0

60.9
44.8

28.75

89.29

0.63

30.31

95.74 99.06 93.33 100.0
88.0

98.0

Figure 5: Performance of the encoder-decoder with exact hard monotonic attention model (Wu and Cotterell, 2019)
in the common-practice setting (left), “wug test”-like setting (middle), and ‘‘wug test”-like setting with our best
data hallucination method (right)

6https://github.com/shijie-wu/neural-transducer
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Figure 6: “Wug test” results by the encoder-decoder with exact hard monotonic attention model (Wu and Cotterell,
2019), with or without different data augmentation methods.
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Abstract

This paper introduces an adversarial method to
stress-test trained metrics to evaluate conver-
sational dialogue systems. The method lever-
ages Reinforcement Learning to find response
strategies that elicit optimal scores from the
trained metrics. We apply our method to test
recently proposed trained metrics. We find that
they all are susceptible to giving high scores to
responses generated by relatively simple and
obviously flawed strategies that our method
converges on. For instance, simply copying
parts of the conversation context to form a re-
sponse yields competitive scores or even out-
performs responses written by humans.

1 Introduction

One major issue in developing conversational dia-
logue systems is the significant efforts required for
evaluation. This hinders rapid developments in this
field because frequent evaluations are not possible
or very expensive. The goal is to create automated
methods for evaluating to increase efficiency. Un-
fortunately, methods such as BLEU (Papineni et al.,
2002) have been shown to not be applicable to con-
versational dialogue systems (Liu et al., 2016). Fol-
lowing this observation, in recent years, the trend
towards training methods for evaluating dialogue
systems emerged (Lowe et al., 2017; Deriu and
Cieliebak, 2019; Mehri and Eskenazi, 2020; Deriu
et al., 2020). The models are trained to take as
input a pair of context and candidate response, and
output a numerical score that rates the candidate
for the given context. These systems achieve high
correlations to human judgments, which is very
promising. Unfortunately, these systems have been
shown to suffer from instabilities. (Sai et al., 2019)
showed that small perturbations to the candidate
response already confuse the trained metric. This
work goes one step further: we propose a method
that automatically finds strategies that elicit very
high scores from the trained metric while being of

obvious low quality. Our method can be applied to
automatically test the robustness of trained metrics
against adversarial strategies that exploit certain
weaknesses of the trained metric.

Dialogue Policy

Trained Metric

Context Response

RL Reward

Context: Are you married to anyone ? 
No , i have trouble speaking my mind , so i am shy 

RL-Response: I love to play video games!  What kind of things do you love 
to do with your time? I love music.

Trained Metric 
Score:

0.99

Figure 1: Overview of the process. It takes a context
and an response generated by a dialogue policy and
computes a score based on the trained metric. The
score is then used as a reward to update the policy. In
this example, the policy converges to a fixed response,
which achieves an almost perfect score, although it is
clearly a low-quality response. The policy always re-
turns this response, regardless of the context, and the
trained metric always scores it perfectly.

Our method uses a trained metric as a reward
in a Reinforcement Learning setting, where we
fine-tune a dialogue system to maximize the re-
ward. Using this approach, the dialogue system
converges towards a degenerate strategy that gets
high rewards from the trained metric. It converges
to three different degenerate types of strategies to
which the policy converges in our experiments: the
Parrot, the Fixed Response, and the Pattern. For
each dataset and metric, an adversarial response is
found, which belongs to one of the three strategy
types. The responses generated from these strate-
gies then achieve high scores on the metric. Even
more, in most cases, the scores are higher than
the scores achieved by human written responses.
Figure 1 shows the pipeline. The dialogue policy
receives a reward signal from the trained metric.
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Over time, the policy converges to a fixed response,
which objectively does not match the context but
gets a near-perfect score on the trained metric. We
release the code 1.

2 Related Work

Trained Metrics. In recent years the field of
trained metrics gained traction after word-overlap
methods have been shown to be unreliable (Liu
et al., 2016). The first of these metrics is
ADEM (Lowe et al., 2017), which takes as input
a context, a reference, and the candidate response
and returns a score. The main issue with ADEM
is the reliance on references and annotated data
(i.e., human ratings of responses), which are costly
to obtain, and need to be redone for each domain.
RUBER (Tao et al., 2018) extended ADEM by re-
moving the reliance on annotated data for training.
However, it still relies on a reference during in-
ference. AutoJudge (Deriu and Cieliebak, 2019)
removed the reliance on references, which allows
the evaluation of multi-turn behavior of the dia-
logue system. However, AutoJudge still leverages
annotated data for training. USR (Mehri and Eske-
nazi, 2020) is a trained metric that does not rely on
either annotated data or any reference. It is trained
in a completely unsupervised manner while still
highly correlated to human judgment (0.4 Spear-
man Correlation). Similarly, MAUDE (Sinha et al.,
2020) is trained as an unreferenced metric built to
handle the online evaluation of dialogue systems.
Robustness of Trained Metrics. There is not yet
much research on the robustness of trained met-
rics. Sai et al. (2019) evaluated the robustness
of ADEM by corrupting the context in different
ways. They show that by just removing punctua-
tion, the scores of ADEM change, and in 64% of
cases are superior to the scores given for the same
response without removed punctuation. Other cor-
ruption mechanisms yielded similar results. Yeh
et al. (2021) compared a large variety of automated
metrics for dialogue system evaluation by compar-
ing, e.g., turn- and dialogue-level correlation with
human judgemnts and studying the impact of the
dialogue length. They find that no single metric
is robust against all alternations but see potential
in ensembling different metrics. Novikova et al.
(2017) investigate automated metrics in the task-
oriented NLG domain and find that the metrics do

1https://github.com/jderiu/
metric-robustness

Algorithm 1: Advantage Actor-Critic Al-
gorithm, where πθ denotes the policy, c de-
notes the context, r the response generated
by the policy, and s denotes the score by
the automated metric, i.e., the reward.

1 while training do
2 sample c from pool of contexts;
3 r = πθ(c) generate response;
4 s = R(c, r) compute reward;
5 fit action-value function Qσ i.e., L(σ) =

1
2

∑
i

∥∥R(c, r) +Q(c
′, r′)−Qσ(c, r)

∥∥;
compute the advantage
A(r, c) = R(r, c)−Q(c, r) +Q(c′, r′);

6 θ = θ + α5 JRL(θ) fit policy;
7 end

not sufficiently reflect human ratings.

3 Method

Our method applies a trained metric as a reward
signalR(c, r) to update a dialogue system π(c) in a
reinforcement learning setting, where c denotes the
context and r the response. The dialogue system
is trained by generating a response for a context,
which is then scored by the automated metric. The
dialogue system is then updated using the score
as the reward. This process is repeated for differ-
ent contexts. We use the Actor-Critic framework
to optimize the policy (Sutton et al., 1999). See
Algorithm 1 for an overview. The policy gradient
is defined as5JRL(θ) = 5θlog πθ(r|c) ∗A(r, c),
where πθ(r|c) defines the probability of the gener-
ated response for the given context, and A(c, r) the
advantage function.

The learned policy depends on the reward func-
tion, i.e., the automated metric. If the reward func-
tion is susceptible to adversarial attacks, the policy
will likely generate an objectively suboptimal solu-
tion, which is rated highly by the automated metric.
Conversely, we expect the policy to improve the di-
alogue systems’ responses if the automated metric
is robust against adversarial examples.

4 Experimental Setup

4.1 Datasets

We perform the evaluation on three widely-used
datasets in the dialogue modelling domain. Namely,
Dailydialog (Li et al., 2017), Empathetic Dialogues
(Rashkin et al., 2019), and PersonaChat (Zhang
et al., 2018).
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Metric Strategy Response
PersonaChat

ATT Fixed yea!!! 1!! 2!! 3!! * * * fucking fucking fucking * * [ [ [ fucking * fucking *
BLM Fixed that sounds like a lot of fun. what do you like to do in your spare time?
MAUDE Fixed What kind of work do you have? What do you like to do in your free time?
USR FULL Parrot -
USR MLM Fixed i am a stay at home mom and i am trying to figure out what i want to do with my life
USR RET Fixed I love to be a musician. I love music. What kind of music do you listen to as a music lover

Dailydialog
ATT Fixed ! freaking out! one of these days! * * one * * freaking * * out! * even * * damn * * even damn
BLM Fixed that would be great! what do you do for a living, if you don’t mind me asking?
MAUDE Fixed I hope it works out for you. What kind of car did you get?
USR FULL Pattern i’m not sure if i’d like to [copy context tokens]. i’ll let you know if i do.
USR MLM Fixed i am not sure if i am going to be able to go out of my way to get to know each other or not.
USR RET Parrot -

Empathetic Dialogues
ATT Fixed I know right? I felt SO SO ASHAmed of myself. I felt so embar assed.
BLM Fixed I’m so sorry to hear that. What happened, if you don’t mind me asking?
MAUDE Fixed I wish I could go back in time and be a kid again. I miss those days.
USR FULL Pattern i don’t think it’s [ random context noun]. i’m sorry to hear that. what do you mean by that?
USR MLM Fixed I don’t know what I’m going to do if it doesn’t work out. I’m not sure what to do.
USR RET Parrot -

Table 1: The strategies achieved for each metric and domain.

4.2 Metrics

We use various state-of-the-art automated metrics
developed for evaluating conversational dialogue
systems without reference, i.e., so-called unrefer-
enced metrics.. These are metrics where no refer-
ence is needed, i.e. they only use the context and
response to determine the score. They can be rep-
resented as a function s = R(c, r), which rate the
response r for a given context c.

We selected state-of-the-art trained metrics
which achieve good correlations to human
judgments to evaluate our approach—namely,
USR (Mehri and Eskenazi, 2020), ATT (Gao et al.,
2021), and MAUDE (Sinha et al., 2020). Addi-
tionally, we added the Blender language model
score (BlenderLM) (Roller et al., 2020). For the
ATT 2, MAUDE 3, and BlenderLM metrics 4, we
use the out-of-the-box models provided by the re-
spective authors. For the USR metric, we per-
form custom training on each dataset. Further-
more, we report the USR-retrieval (USR Ret), USR-
masked-language-model USR MLM, and the USR-
regression USR Full scores. Note that the USR Full
is a combination of the USR Ret and USR MLM
metric. More details can be found in Appendix A.

2https://github.com/golsun/
AdversarialTuringTest

3https://github.com/facebookresearch/
online_dialog_eval

4https://huggingface.co/facebook/
blenderbot-400M-distill

4.3 Strategies

For our approach, we use Blenderbot as our policy
(Roller et al., 2020) since it is currently a state-
of-the-art conversational dialogue system 5. We
use the validation set for each domain to perform
reinforcement learning. This is to avoid the di-
alogue systems being fine-tuned on already seen
data. We use the test set to evaluate the reward
over the number of episodes. We perform the re-
inforcement learning for 15 epochs, where each
epoch is composed of 500 updates. We noted from
pre-experiments that this is enough for a dialogue
system to converge to a degenerate strategy. We
track the average reward achieved on the test set
after each epoch. Each experiment is repeated 10
times since we expect the policy to converge to
slightly different strategies in different runs. We
select the repetition which achieved the highest
score (i.e., reward) and use it to determine the strat-
egy. We also experimented with automated strategy
detection, see Appendix B.

5 Results

The policies typically converge towards one of the
following three degenerate strategies.
Parrot. Here, the policy simply copies parts of
the context into the response. Sometimes, it ap-
plies slight changes. For instance, it changes the
pronouns from "you" to "I".
Fixed Response. Here, the policy converges on a
fixed response which it returns regardless of the

5Note that here we are referring to Blenderbot as a dialogue
system. BLM is using the Blenderbot LM as a metric.
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Dailydialog

USR RET USR MLM USR FULL ATT MAUDE BLM
BL 0.440 0.426 4.951 0.0002 0.664 0.096
HU 0.928 0.409 7.904 0.0006 0.898 0.183
COPY 0.998 0.811 9.429 0.0002 0.921 0.233
FIXED - 0.505 - 0.435 0.985 0.239
PARROT 0.998 - - - - -
PATTERN - - 7.091 - - -

Empathetic Dialogues

USR RET USR MLM USR FULL ATT MAUDE BLM
BL 0.935 0.298 7.645 0.001 0.820 0.087
HU 0.891 0.384 7.611 0.120 0.942 0.264
COPY 0.996 0.885 9.617 0.054 0.935 0.358
FIXED - 0.912 - 0.731 0.976 0.333
PARROT 0.994 - - - - -
PATTERN - - 7.240 - - -

PersonaChat

USR RET USR MLM USR FULL ATT MAUDE BLM
BL 0.847 0.185 6.797 0.0006 0.844 0.070
HU 0.927 0.267 7.512 0.0024 0.951 0.153
COPY 0.925 0.794 8.933 0.0001 0.898 0.223
FIXED 0.977 0.852 - 0.813 0.933 0.250
PARROT - - 7.542 - - -
PATTERN - - - - - -

Table 2: Scores achieved by humans (HU), Blenderbot (BL) and the degenerate strategies with regard to the
different metrics for each domain.

context.
Pattern. This is a mix between the Parrot and the
Fixed Response. It creates a fixed template filled
with parts of the context.

Table 1 shows the selected responses for each
pair of domain and metric. For all metrics except
ATT, the fixed response is composed of a grammat-
ically correct sentence. Note that these responses
are always returned by the fine-tuned dialogue sys-
tem, regardless of the context.

5.1 Scores

Table 2 shows the main results. In almost all cases,
the degenerated strategy outperforms the vanilla
Blenderbot and humans with respect to the auto-
mated metric. The most striking example is the ATT
metric, where the fixed response achieves scores by
orders of magnitude better than the ones achieved
by humans. For both USR Ret and MAUDE, the
scores achieved by the fixed response are almost
perfect, i.e., they are close to 1.0, which is the upper
bound. Also, for USR MLM, the scores are signifi-
cantly higher than the ones achieved by Blenderbot.
Interestingly, the USR FULL seems to be more
immune to the pattern that were found. However,
even for USR FULL, the parrot strategy beats the
humans by a significant margin in the PersonaChat
domain.

Copy. We also display the scores achieved by sim-
ply copying the context on each metric, which is
inspired by the Parrot strategy. The only metric
which is immune to the Copy strategy is ATT. Un-
der all the other metrics, the Copy achieves very
high scores. In some cases, it achieves even better
scores than the converged policy. For instance, for
the Dailydialog domain, it achieves 0.811 points
under the USR MLM metric, which is 0.3 point
higher than the converged policy and twice as good
as the human score.

6 Conclusion

Trained metrics for automatic evaluation of conver-
sational dialogue systems are an attractive remedy
for the costly and time-consuming manual evalua-
tion. While high correlation with human judgments
seems to validate the metrics regarding their abil-
ity to mimic human judging behavior, our analysis
shows that they are susceptible to rather simple
adversarial strategies that humans easily identify.
In fact, all metrics that we used failed to recognize
degenerate responses. Our approach is easily adapt-
able to any newly developed trained metric that
takes as input a pair of context and response. There
are no known remedies for this problem. Thus, the
next open challenge is to find methods that improve
the robustness.
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A Correlation between Human
Judgements and Trained Metrics

In this section, we evaluate the metrics with regards
to their correlation to human judgments to show
that these metrics have reasonable performance.
For this, we sample 100 contexts for each domain.
For each domain, we use a set of bots to create a
response for each context. Furthermore, we add the
human response to the pool of responses for each
context. Then, we let crowdworkers annotate the
responses. We correlate the scores of each metric
on the same set of contexts and responses to the
human annotations.

A.1 Domains and Bots

We perform the evaluation on the three datasets
from the main paper.
Dailydialog. We prepared 5 bots using Par-
lAI (Miller et al., 2017). We fine-tune a GPT-2
(GPT) model (Radford et al., 2018), a BERT-Rank
(BR) model, a sequence-to-sequence model (S2)
with attention, and a weakly trained sequence-to-
sequence model (DR). We also use the Blender
model (Roller et al., 2020), although it was not
specifically tuned on Dailydialog.
Empathetic Dialogues. We prepared the same
pool of models as in Dailydialog.
PersonaChat. We mostly reuse the openly avail-
able systems of the ConvAI2 challenge (Dinan
et al., 2020), namely, Lost in Conversation6 (LC)
and Huggingface (HF) 7 , and KVMemNN (KV).
We also add the Blender model, which is also
trained in this domain, a custom-trained BERT-
Rank model (BR), and a sequence-to-sequence
model (S2). Together with the DR model, the pool
consists of 7 different dialogue systems.

A.2 Annotation Process

Since we perform the evaluation on a static-context
setting, we also add the human response (i.e., the
gold response) to the pool of systems. For eval-
uation, we use 600 samples for Dailydialog and
Empathetic Dialogues each, and 800 samples for
the PersonaChat domain. Each sample is composed
of a context (sampled from the test set), and a gen-
erated response. We annotated the overall quality
of each sample on a Likert scale from 0 (bad) to

6https://github.com/atselousov/
transformer_chatbot

7https://github.com/huggingface/
transfer-learning-conv-ai
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DD ED PC

USR RET 0.561 0.524 0.605
USR MLM 0.138 0.452 0.303
USR REG 0.559 0.573 0.585
ATT 0.154 0.385 -0.099
MAUDE 0.211 0.086 0.357
BLENDERLM 0.201 0.287 0.266

Table 3: Correlations of the automated metrics to hu-
man judgments. For all runs p < 0.05.

2 (good) using Mechanical Turk8. Each sample is
annotated by three different humans. As the final
score, we use the average score of the three anno-
tations. For each metric, we apply the metric to
all samples, and then compute the Spearman cor-
relation between the human scores and the scores
predicted by the metric.

A.3 Correlation to Human Judgements

Table 3 shows the correlations of the human judg-
ments to each of the metrics for each domain.
For all domains, the USR metric performs best,
achieving strikingly high correlations to humans.
MAUDE also achieves good correlation scores on
the PersonaChat domain, and ATT performs well
on the Empathetic Dialogues domain. BlenderLM
has mediocre performance on all domains equally.

A.4 Original USR

Note that the USR Ret scores are significantly
higher than in the original paper (Mehri and Es-
kenazi, 2020), which is due to the fact that we
use more turns to represent the context, whereas
the original implementation uses only the previous
turn for the context. In the original implementation,
USR Ret achieves a Spearman correlation of 48.67
on our annotated data. If we train our implementa-
tion of USR Ret using only one turn to represent the
context, we also achieve a Spearman correlation
of 40.34, which is comparable to the original. We
did not experience a discrepancy on the USR MLM
model, where the original model achieves the same
correlation as ours.

B Strategy Selection

We observed in our experiments that the dialogue
system almost always converges to one of three de-
generate strategies. In order to atomize their detec-
tion in the experiments, we used a set of heuristics
for their identification.

8https://www.mturk.com/

B.1 Heuristics
Since the strategies are very simple, we propose
heuristics to detect the policy automatically. This
avoids the need for manual inspection of a poten-
tially large amount of log files. For this, we intro-
duce the following measures.

• Response Frequency. The percentage of times
that the same response is generated for all
samples in the test set.

• Lexical Variety. The ratio between number
of different tokens and the total number of
tokens over all responses in the test set.

• BLEU score. The BLEU score between the
context and the response. This is computed
for each pair of context and responses and
then averaged over all samples in the test set.

• Jaccard score. The Jaccard overlap between
the context and response tokens. Analogous
to the BLEU score, the Jaccard overlap is com-
puted between each context-and response-pair,
and then averaged over all samples in the test
set.

These measures can be used to detect the various
strategies the policy converges to. For instance,
a high Response Frequency indicates that the pol-
icy converges to a fixed response. A high BLEU
score and Jaccard score indicate that the policy
converges to the parrot strategy. A low Response
Frequency, a low Lexical Variety and a moderate
Jaccard score indicate that the policy converges to
a pattern. A pattern is composed of a fixed template
where parts are filled with tokens from the context.

B.2 Application of the Heuristics
For each run, we use these metrics to determine
which strategy the policy has converged on. The fi-
nal strategy is extracted by selecting the best epoch
across all 10 runs for each domain. If the Re-
sponse Frequency is larger than 0.7, we extract the
most common sentence and use this as our fixed
response. If the BLEU score is larger than 0.2,
we assign the parrot strategy. If the Response Fre-
quency is smaller than 0.1, the Lexical Variety is
smaller than 0.15, and the Jaccard score is larger
than 0.05, it indicates a pattern emerged. In this
case, we manually extract the pattern.

B.3 Overview
Table 4 shows the measures used to perform the au-
tomated strategy selection. The automated strategy
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domain metric Avg Reward Resp Freq Lex Var BELU Jacccard Strategy Inferred Strategy Manual Strategy Final
Persona Chat ATT 0.77 0.14 0 0 0 Not Conclusive Fixed Response Fixed Response
Persona Chat BLM 0.41 0.01 0.11 0.03 0.06 Not Conclusive Fixed Response Fixed Response
Persona Chat MAUDE 0.98 0.7 0.01 0 0.07 Fixed Response Fixed Response
Persona Chat USR Full 7.7 0 0.09 0.42 0.48 Parrot Parrot
Persona Chat USR MLM 0.84 0.94 0.01 0.01 0.1 Fixed Response Fixed Response
Persona Chat USR Ret 1 0.8 0 0 0.07 Fixed Response Fixed Response
Dailydialog ATT 0.42 0.55 0.01 0 0.01 Not Conclusive Fixed Response Fixed Response
Dailydialog BLM 0.26 0.32 0.01 0 0.05 Not Conclusive Fixed Response Fixed Response
Dailydialog MAUDE 0.99 0.99 0 0 0.06 Fixed Response Fixed Response
Dailydialog USR Full 7.65 0 0.11 0.08 0.15 Pattern Pattern
Dailydialog USR MLM 0.52 1 0 0 0.04 Fixed Response Fixed Response
Dailydialog USR Ret 0.99 0 0.19 0.21 0.31 Parrot Parrot
Empathetic Dialogues ATT 0.78 0.98 0 0 0.04 Fixed Response Fixed Response
Empathetic Dialogues BLM 0.33 0.47 0.03 0 0.05 Not Conclusive Fixed Response Fixed Response
Empathetic Dialogues MAUDE 0.98 0.96 0 0 0.06 Fixed Response Fixed Response
Empathetic Dialogues USR Full 8.67 0.01 0.07 0.04 0.1 Pattern Pattern
Empathetic Dialogues USR MLM 0.77 0.98 0 0 0.06 Fixed Response Fixed Response
Empathetic Dialogues USR Ret 1 0 0.17 0.33 0.44 Parrot Parrot

Table 4: Scores achieved on the test set during the evaluation.

selection worked in 72% of cases. There are two
main cases in which it was not conclusive. First,
for the ATT metric, where for both the Dailydialog
and PersonaChat domains no clear fixed response
arose. However, after manual inspection, we noted
that for the PersonaChat the policy generated the
same tokens in various frequencies and orders. For
the Dailydialog the most frequent response arose
in 55% of cases. Thus, we used this fixed response.
The second case is the BLM metric. For all the
domains we selected the most frequent response,
although it appeared in less than 70% of cases.

C Full Results

Table 5 shows all scores achieved by the dialogue
systems on the respective metrics. Furthermore,
we also added the average score of the Amazon
Mechanical Turk judges, which ranges from (0-2).

D Technical Explanation

One potential reason why our approach is able to
find a degenerate strategy lies in the exploration
problem in reinforcement learning. Blender’s lan-
guage model can be interpreted as a policy which
performs a sequence of actions, i.e., sampling a
sequence of tokens. Thus, the language model loss
during standard Blender training can be interpreted
as an indicator for how sure the policy is of its ac-
tions. A high language model loss indicates that the
policy assigns low probability scores to its actions.
Conversely, a low language model loss indicates
that the policy is sure of it’s actions. This could
be further investigated by measuring the entropy of
the language model. Indeed, in all our experiments,
we notice that the language model loss collapses to-
ward a very small value. This indicates that the lan-
guage model collapsed to a single simple strategy.
Figure 2 shows the language model loss over the

number of steps. The loss quickly collapses from
an average of 4 points to around 0.5 points. At the
same time the average reward (orange) rises from
0.78 to 0.92. Similarly, the response frequency
rises from 0 to 0.94. In the middle, the loss rises
again, which indicates the search for a new strategy.
This coincides with a lower response frequency.

Figure 2: The language model loss (blue), the Average
Reward (orange), and the Response Frequency (red)
over time.

E Examples

In Tables 6, 7, and 8, we show examples of the
outputs from the fine-tuned Blenderbot model. For
each of the five metrics, we show the output to
which Blenderbot converged to when using the
metric as a reward. Furthermore, we show the
score which the respective metric assigns to the
generated response. Note that the Parrot strategies
simply copy the text form the context. For the Em-
pathetic Dialogues dataset, the degenerate strategy
prepends a "I’m not sure" to the context. For the
PersonaChat, the degenerate strategy prepends a
"i’ve always wanted to". The Copy strategy (see
Table 2 in main Paper), ignores these prefaces, and
simply copies the context.
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Dailydialog

AMT USR RET USR MLM USR FULL ATT MAUDE BLM
BR 1.836 0.928 0.409 7.904 0.0006 0.898 0.177
BL 1.386 0.440 0.426 4.951 0.0002 0.664 0.096
HF 1.656 0.925 0.080 6.989 0.0026 0.866 0.371
HU 1.782 0.928 0.409 7.904 0.0006 0.898 0.183
S2 1.024 0.512 0.300 5.050 0.0003 0.895 0.183
DR 0.729 0.308 0.338 3.900 0.0001 0.891 0.204
PARROT - 0.998 0.811 9.429 0.0002 0.921 0.233
FIXED - - 0.505 - 0.435 0.985 0.239
PATTERN - - - 7.091 - - -

Empathetic Dialogues

AMT USR RET USR MLM USR FULL ATT MAUDE BLM
BR 1.808 0.891 0.384 7.611 0.120 0.942 0.260
BL 1.640 0.935 0.298 7.645 0.001 0.820 0.087
HF 1.610 0.887 0.644 8.292 0.044 0.948 0.462
HU 1.816 0.891 0.384 7.611 0.120 0.942 0.264
S2 0.702 0.493 0.145 4.510 0.010 0.932 0.159
DR 0.822 0.354 0.182 3.759 0.001 0.936 0.199
PARROT - 0.996 0.8848 9.617 0.054 0.935 0.358
FIXED - - 0.912 - 0.731 0.976 0.333
PATTERN - - - 7.240 - - -

PersonaChat

AMT USR RET USR MLM USR FULL ATT MAUDE BLM
BR 1.350 0.725 0.211 6.120 0.0020 0.946 0.138
BL 1.507 0.847 0.185 6.797 0.0006 0.844 0.070
HF 1.480 0.794 0.272 6.707 0.0023 0.925 0.152
HU 1.623 0.927 0.267 7.512 0.0024 0.951 0.153
KV 1.147 0.538 0.217 4.982 0.0023 0.852 0.122
LC 1.572 0.879 0.103 6.769 0.0011 0.918 0.195
S2 0.681 0.390 0.121 3.814 0.0013 0.845 0.111
DR 0.906 0.482 0.268 4.779 0.0002 0.537 0.220
PARROT - 0.925 0.794 8.933 0.0001 0.898 0.223
FIXED - 0.977 0.852 - 0.813 0.933 0.250
PATTERN - - - - - - -

Table 5: Scores achieved by the various dialogue policies with regard to the different metrics. For each metric,
we show the average scores achieved by each dialogue system and humans (HU) for each domain. We then show
the average score achieved by applying the strategy to which the policy converged to. The AMT metric denotes
Amazon Mechanical Turk ratings.
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Turn Utterance Score Strategy
usr_ret
1 Did this just come on suddenly ?
2 I felt OK until an hour or so ago , and then I just doubled over .
3 Have you exercised strenuously or played sports recently ?

i feel ok until an hour or so ago, and then
i just doubled over. have you exercised strenuously or played sports recentlyRL-Response 0.9986 Parrot

usr_mlm
1 Yes . Who is speaking ?
2 This is Kelly speaking . I am calling from London . How are you , Mr . Chang ?
3 Oh , Kelly , I couldn’t recognize your voice . Well , I’m fine .

i am not sure if i am going to be able to
go out of my way to get to know each other or not.RL-Response 0.4820 Fixed

usr_full
1 You really shouldn ’ t write it down . You should memorise it . You can change it to a more convenient number if you like .
2 Ok , I ’ Ve entered my PIN . There are several options on the screen . I guess I just choose which service I want , don ’ t I ?
3 Yes . Choose the service you need to use . If you choose to withdraw money , the machine will ask you how much you want .

i’m not sure if i’d like to change my pin
to a more convenient number if i like. i’ll let youRL-Response 7.466 Pattern

att
1 Hello , hot water overflowed from the bathtub . Would you help me ?
2 Would you turn off the tap ?

hahaha!!! thats so funny!! im laughing so
hard!! its so true!! ive been laughing soRL-Response 0.1176 Fixed

maude
1 Good morning , Mr Zhang , I wonder whether you have got an answer from your superior .
2 Yes , we had a meting about it yesterday afternoon .
RL-Response I hope it works out for you. What kind of car did you get? 0.9901 Fixed
blender
1 There is a Matisse exhibition at the Museum of Modern Art . Larry and I will go .
2 Did you buy tickets already ?
3 No . Do we need tickets ?
RL-Response what do you like to do in your spare time? do you have any hobbies? 0.2078 Fixed

Table 6: Randomly sampled responses for the Dailydialog dataset. We randomly chose a context, and let the fine-
tuned Blenderbot create a response, which at this point is degenerate. We then let the metric which was used as a
reward score rate the generated response.
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Turn Utterance Score Strategy
usr_ret
1 My boyfriend’s brothers got into a fist fight one night and he jumped in the middle.
2 That sucks. Did anyone get hurt?
3 Some things got broke and there were some bruises, but it was really scary to watch that.

i’m sure your boyfriend’s brothers got into a fist fight one
night and he jumped in the middle. did anyone get hurt?RL-Response 0.9982 Parrot

usr_mlm
1 Financially, things will turn around for my family soon!
2 I hope and wish so. In this tough economic climate many are finding it difficult to cope with financial responsibilities
3 Yes, and we had a layoff of five months. I believe in a brighter day, though, so I know it will improve.

I don’t know what I’m going to do if
it doesn’t work out. I’m not sure what to do.RL-Response 0.7689 Fixed

usr_full
1 I had a major project and felt very ready to present it to everyone at the office
2 How’d it go
3 It went well, I think I gained confidence by being so prepared

i don’t think i gained confidence by being so prepared.
i’m sorry to hear that. what do you mean by that?RL-Response 9.068 Pattern

att
1 I once got in a really bad accident on my way home from work and it really upset me
2 Wow! Were you hurt? Was anyone else hurt?
3 luckily the only problem I had was my neck was sore for a few weeks but nobody else was hurt
RL-Response I know right? I felt SO SO ASHAmed of myself. I felt so embar assed. 0.8138 Fixed
maude
1 like who on earth writes var int value = 1, this is so ridiculous i am so annoyed at my brother, after everything i tought him, he doesn’t even know the basics

I wish I could go back in time
and be a kid again. I miss those days.RL-Response 0.9946 Fixed

blender
1 My friend left my front door open when she was house-sitting for me. My cat snuck out and was killed.

i feel like i know what i’m going to
do, but i don’t know what to do with myself.RL-Response 0.1299 Fixed

Table 7: Randomly sampled responses for the Empathetic Dialogues dataset. We randomly chose a context, and
let the fine-tuned Blenderbot create a response, which at this point is degenerate. We then let the metric which was
used as a reward score rate the generated response.
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Turn Utterance Score Strategy
usr_ret
1 nemo , i love him already . its a tea mix , green and black .
2 the tea sounds cool . is there honey in it ?
3 i add honey to it , yes . i drink it while running museum tours .

I love to be a musician. I love music. What
kind of music do you listen to as a music loverRL-Response 0.9997 Fixed

usr_mlm
1 hi i am a musician with big dream

i am a stay at home mom and i am trying
to figure out what i want to do with my lifeRL-Response 0.8854 Fixed

usr_full
1 it is tough and smelly . 25 people and 3 toilets .
2 that would be awful . you really should move .
3 i cant yet . need to save money , spend it too quickly .

i’ve always wanted to move 25 people and 3 toilets that would
be awful you really should move i cant yet need to save moneyRL-Response 8.498 Parrot

att
1 me too ! i aspire to become a physical therapist and run a 5k !
2 awesome . i just started a new job as a life coach
3 that is great ! i get straight as so maybe you could coach me in social skills .

yea!!! 1!! 2!! 3!! * * * [ *
* fucking * fucking fucking * [ fucking * *RL-Response 0.7417 Fixed

maude
1 how are you doing today
2 hello , how are you today ?
3 i am doing really well
RL-Response What are you up to today? What do you like to do in your free time? 0.9923 Fixed
blender
1 haha agreed ! or a lot . either way . i try to eat well though
2 me too . should i trade my mini van in for a sports car .
3 yes . who does not love a sports car .
RL-Response what kind of mini van do you have? i have a corvette and a camaro 0.1970 Fixed

Table 8: Randomly sampled responses for the PersonaChat dataset. We randomly chose a context, and let the
fine-tuned Blenderbot create a response, which at this point is degenerate. We then let the metric which was used
as a reward score rate the generated response.
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Abstract

Distinct-n score(Li et al., 2016) is a widely
used automatic metric for evaluating diversity
in language generation tasks. However, we
observed that the original approach for calcu-
lating distinct scores has evident biases that
tend to assign higher penalties to longer se-
quences. We refine the calculation of distinct
scores by scaling the number of distinct to-
kens based on their expectations. We pro-
vide both empirical and theoretical evidence
to show that our method effectively removes
the biases existing in the original distinct score.
Our experiments show that our proposed met-
ric, Expectation-Adjusted Distinct (EAD), cor-
relates better with human judgment in evalu-
ating response diversity. To foster future re-
search, we provide an example implementa-
tion at https://github.com/lsy641/
Expectation-Adjusted-Distinct.

1 Introduction

The diversity of generated texts is an important
evaluation aspect for dialogue generation models
since most dialogue models tend to produce gen-
eral and trivial responses (e.g. "I don’t know" or
"Me too") (Li et al., 2016; Zhao et al., 2017). Sev-
eral metrics have been proposed to evaluate the text
diversity, and the Distinct score (Li et al., 2016) is
the most widely applied metric due to its intuitive
nature and convenient calculation. It has become
a de facto standard to report the Distinct score to
compare the performance of different models in
terms of response diversity (Liu et al., 2016; Fan
et al., 2018; Sabour et al., 2022; Wu et al., 2021c;
Zhou et al., 2021; Wu et al., 2021b; Zhang et al.,
2020; Zheng et al., 2020; Wang et al., 2020; Liu
et al., 2021). Most previous works follow the initial
approach of Li et al. (2016) to calculate the Distinct
score, i.e., dividing the number of unique tokens

∗Equal contribution
†Corresponding author

Figure 1: Distinct (original) and Expectation-Adjusted
Distinct (new) scores against different sample lengths.
In the figure, “natural” means that text sets are sampled
from a real corpus while “designated” means that the
sets are sampled from a designated distribution. See
details in Section 2.

(n-grams) by that of all tokens (n-grams). However,
although reported to be effective, we surprisingly
find that this naive approach tends to introduce a
higher penalty for longer texts and lead to inaccu-
rate evaluation of text diversity.

We argue that the scaling factor of Distinct re-
quires a comprehensive discussion for two rea-
sons. First, prior research in non-computational
linguistics has demonstrated the shortcomings of
Distinct’s scaling approach (Malvern et al., 2004).
We found that early applications of Distinct ex-
ist in psycholinguistics, where researchers lever-
aged this metric to assess the language diversity of
children with communication disorders (Chotlos,
1944). Their research showed that as a child speaks
more words, Distinct experiences an adverse de-
cline since each extra word that the child utters adds
to the total number of words, yet it would only in-
crease the number of distinct words if the word had
not been used before (Malvern et al., 2004; Chotlos,
1944). Second, we also discovered an uncommon
decline of this metric on both a natural corpus and a
designated distribution sampler when the total num-
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ber of words increases. As illustrated in Figure 1,
the original Distinct cannot produce a stable value
and experiences a sharp decrease with increasing
utterance length in both natural and designated dis-
tributions. However, as a qualified metric needs to
support quantitative comparison among different
methods, its value should stay invariant when the
distribution of the words appearing is determined.
This result is consistent with the findings of psy-
chologists, indicating an unfair penalty does exist
in such a scaling method.

Our contributions are summarized as follows:
1. We investigate the performance of the origi-

nal Distinct and demonstrate that this metric is not
sufficiently fair due to its scaling method. We also
highlight the risks of using this metric for evaluat-
ing response diversity.

2. We propose Expectation-Adjusted Distinct
(EAD), an improved version of Distinct based on
that the scaling factor should be the expectation of
the number of distinct tokens instead.

3. Human evaluation shows that our metric cor-
relates better with human judgments. We further
discuss the drawbacks of this metric and suggest
its feasible applications in practice.

2 Preliminary Discussion about Original
Distinct

To demonstrate the shortcoming of the original Dis-
tinct, we illustrated the normalised Distinct scores
on two types of texts at different lengths (Figure
1). The first type of text is sampled from an arti-
ficially designated distribution while the other is
sampled from a natural language corpus. In de-
tail, we adopted P (X = k) =

∫ v
0

λke−λ

vk! dλ as our
designated distribution, where v is vocabulary size.
In our experiments, we use BERT’s vocabulary’s
size (v = 30522) (Devlin et al., 2019). In addition,
we leveraged OpenSubtitles1 as our natural lan-
guage corpus. For each length, we sampled 2000
sentences as a set and calculated scores of each set.

As shown in Figure 1, We observe that the origi-
nal Distinct scores decrease sharply with increas-
ing utterance length in both distributions. We can
observe that given the same distribution of words
(original-designated), lengthier texts will get lower
scores than shorter texts. We highlighted this prob-
lem because it is extremely simple for models to
control the length of texts by using decoding tricks,
e.g. adjusting the penalty coefficient (Vijayakumar

1http://opus.nlpl.eu/OpenSubtitles2018.php

et al., 2016). In such cases, it might seem that a
model has outperformed other models on this met-
ric. However, as shown by our experiments, it is
not reasonable to assume that this model gener-
ates more diverse responses. The same observa-
tion can be made for the natural language corpus
(original-designated). As language distribution is
more complex than what we are able to formulate,
we depicted the performance of the original Dis-
tinct on 6 famous datasets in Appendix. These
cases indicate that the original Distinct is not a
suitable metric for evaluating diversity.

3 Improving Original Distinct

3.1 Formula Derivation
The original Distinct score (Li et al., 2016) is mea-
sured as Distinct = N/C, where N is the number
of distinct tokens and C is the total number of to-
kens. To improve the original scaling method, we
propose that the scaling factor should be the expec-
tation of the distinct words in the set of generated
responses. Hence, the calculation becomes

EAD =
N

E
[
N̂
] . (1)

Supposing a set of generated responses R with
size S to be evaluated, we let lk,i be the ith token
of kth response in R and tk be the length of kth

response. The expectation E[N̂ ] for N̂ distinct
words to appear in R would be

E
[
N̂
]
= E

 V∑
j

i=tk,k=S∨
i,k

1lk,i=uj

 (2)

=

V∑
j

P

{
i=tk,k=S∨

i,k

1lk,i=uj
} = 1


=

V∑
j

(1−
S∏
k

P (ltk ̸= uj , ..., l1 ̸= uj)),

where V is the vocabulary size, and {u1, ..., uV } is
the set of all tokens in the vocabulary.

As shown in Equation 2, the calculation requires
us to know P (ltk ̸= uj , ltk−1 ̸= uj , ..., l1 ̸= uj).
Though current models can easily estimate the
probability of a word appearing in a sequence,
it is hard to calculate the probability of each
word that never appears in any position of the se-
quence. Thus, there is no efficient way to calculate
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P (lk,t ̸= uj , ..., lk,1 ̸= uj)). In addition, different
language distributions have different P, which leads
to different expectations and make the metric less
general. Thus, we measure the upper bound of re-
sponse diversity (i.e. a set of generated responses
where each token appears with equal probability)
to calculate this expectation. We hypothesize that
the scaling effect of the upper bound is approxi-
mately proportional to that of other sets of gener-
ated responses; therefore, it can replace the original
scaling factor.

As mentioned above, we hypothesize

E
[
N̂
]
∝∼ E

[
ˆNupper

]
,

where E
[

ˆNupper

]
can be calculated as

E
[

ˆNupper

]
=

V∑
j

(1−
S∏
k

tk∏
i

P (lk,i ̸= uj))

= V [1− (
V − 1

V
)C ]. (3)

Thus, the EAD score is calculated as:

EAD =
N

V [1− (V−1
V )C ]

. (4)

We discuss more details on the formula’s properties
and the vocabulary size in the Appendix.

3.2 Experimental Verification

3.2.1 Evaluation Approach
We collect responses from ten dialogue generation
methods as reported by Wang et al. (2021), and
compare EAD with the original uni-gram Distinct
(Li et al., 2016). More details of these ten methods
can be find in Appendix.

We follow previous works (Tao et al., 2018; Sel-
lam et al., 2020) to evaluate the correlation of each
automatic metric with human judgments. Specif-
ically, the Pearson, Spearman, and Kendall’s Tau
correlation coefficients are reported. Pearson’s cor-
relation estimates linear correlation while Spear-
man’s and Kendall’s correlations estimate mono-
tonic correlation, with Kendall’s correlation being
usually more insensitive to abnormal values. We
used SciPy2 for correlation calculation and signifi-
cance test

2https://docs.scipy.org/doc/scipy/reference/stats.html

3.2.2 Datasets
Our experiments use two open-domain dialog gen-
eration benchmark datasets: DailyDialog(Li et al.,
2017), a high-quality dialog dataset collected from
daily conversations, and OpenSubtitles3, which
contains dialogs collected from movie subtitles (see
Table 1 for more details). We follow the data pro-
cessing procedures reported by Wang et al. (2021).

Train Val Test

DailyDialog 65.8K 6.13K 5.80K
OpenSubtitles 1.14M 20.0K 10.0K

Table 1: Dataset Statistics

3.2.3 Preliminary Observations
Based on the obtained results (check Table 2), it
can be observed that Expectation-Adjusted Distinct
has a clear edge over the original Distinct: first, the
contrast between diversity of generated responses
for different methods is highlighted more effec-
tively by EAD (e.g. though AdaLab gets the highest
diversity score using Distinct (3.96), its difference
from other methods is not as evident as its EAD
score (9.63)); second, contrary to Distinct, EAD
provides a more accurate evaluation of response
diversity. For instance, the Distinct scores for CP
and UL are both 2.35 while responses generated
by UL are found to be more diverse than CP using
EAD (5.35 > 5.08). Given that the average length
of responses generated by FL is larger than CP, Dis-
tinct’s bias towards models that generate shorter
sentences becomes evident. These observations are
consistent for both datasets.

3.2.4 Correlation Results
We recruited crowdsourcing workers to evaluate
the diversity of the selected methods4. For each
method, we randomly sampled 100 subsets of 15
responses from their set of generated responses.
Response sets of all methods, given the same query
set, were packaged together as an evaluation set.
We asked each crowdsourcing worker to assign a
diversity score to every response group in the eval-
uation set. Each group was evaluated by at least
3 workers. For ensuring the quality of our anno-
tations, we calculated the score of each set as the
average of workers’ scores and filtered out workers
whose scores had an insufficient correlation with

3http://opus.nlpl.eu/OpenSubtitles2018.php
4See Appendix for more details on the human evaluation

interface
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Method DailyDialog OpenSubtitles

Avg Length Distinct EAD Human Avg Length Distinct EAD Human

FL(2017) 9.33 2.38 5.09 5.18 8.56 3.19 9.51 4.91
NL(2020) 9.99 1.66 3.70 4.54 8.40 3.24 9.52 5.02
CP(2017) 8.67 2.35 4.80 5.08 8.74 3.11 9.44 5.20
LS(2016) 8.50 1.48 2.98 5.28 9.04 2.77 8.64 5.04
D2GPo(2019) 9.15 1.26 2.65 4.92 8.77 2.07 6.32 4.89
CE(2020) 8.29 1.67 3.31 4.14 9.21 2.55 8.08 4.95
F2(2020) 8.71 1.40 2.87 4.88 8.60 2.89 8.67 4.52
UL(2019) 9.93 2.35 5.23 5.35 8.09 2.84 8.10 5.00
Face(2019) 10.62 1.63 3.79 5.26 9.11 3.31 10.41 5.31
AdaLab(2021) 11.30 3.96 9.63 5.92 8.12 4.78 13.68 5.32

Pearson - 0.67‡ 0.70‡ 1.00 - 0.56† 0.60† 1.00
Spearman - 0.42† 0.62† 1.00 - 0.62† 0.65‡ 1.00
Kendall’s Tau - 0.27 0.47† 1.00 - 0.51‡ 0.56‡ 1.00

Table 2: Results of automatic and human evaluation on corpus-level diversity methods. Pearson/Spearman/Kendall’s
Tau indicates the Pearson/Spearman/Kendall’s Tau correlation respectively. The correlation scores marked with
†(i.e., p-value< 0.1) and ‡(i.e., p-value< 0.05) indicate the result significantly correlates with human judgments.

the average (Pearson Correlation < 0.65). We ac-
knowledge that building a scoring standard for an-
notating language diversity is challenging. Hence,
we did not require our workers to give an absolute
score for each set. Instead, we asked them to high-
light the contrast between different sets by scoring
values that linearly reflect the response diversity
difference between the sets. For instance, the two
sets of scores {1, 2, 2} and {2, 5, 5} show the same
evaluation since the same contrast is shown. We
then normalized the scores to the [0-10] range.

Then, we calculated the correlation between the
Distinct scores with the crowdsourced values for
all the methods. The results are provided in Table
2. The evaluation results indicate that our proposed
EAD is more consistent with human judgments for
measuring response diversity, as it shows the high-
est correlation with human evaluations among all
correlation metrics (Pearson/ Spearson/ Kendall’s
Tau) on both datasets.

4 EAD in Practice

As EAD is based on the idealized assumption that
does not take language distribution into account,
we further discuss this problem and propose a po-
tential practical way of Expectation-Adjusted Dis-
tinct in real situations. Before applying EAD, it
is necessary to explore the relationship between
score and text length (Figure 1) and check the per-
formance of EAD on the training data. To our
knowledge, if the training data is from large-scale
open-domain sources such as OpenSubtitles and
Reddit, EAD can maintain its value on different

lengths. Hence, it can be directly used for evaluat-
ing models trained on these datasets. However, we
found our experiments on datasets such as Twitter
showed a decline in EAD on lengthier texts. This is
probably because input length limitations on these
platforms (e.g. 280 words on Twitter), which in-
duces users to say as much information as possible
within a shorter length. In these situations, it is
unfair to use EAD to evaluate methods that tend to
generate lengthier texts.

5 Related Work

Li et al. (2016) proposed Distinct, calculated as
the number of distinct tokens divided by the total
number of tokens. This automatic metric is de-
signed to evaluate the diversity of texts, and it has
been widely used in developing various text gener-
ation tasks, such as dialogue generation (Wu et al.,
2021a; Zheng et al., 2021a,b, 2019) or story gener-
ation (Guan et al., 2021). However, as we showed
in Figure 1, it is an unfair indicator as it is affected
by the sample length. This causes a bias against
models which tend to generate longer sentences.

There exist other metrics for evaluating diversity
but none are as widely-used as Distinct (Zhu et al.,
2018; Xu et al., 2018). Specifically, Self-BLEU
proposed by Zhu et al. (2018) is extremely time-
consuming as its computation complexity is O(n2),
where n denoted the size of the test set.

6 Conclusion

In this paper, we present an improved variation of
the Distinct metric, which is a widely-used measure
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for evaluating response diversity in dialog systems.
We provide the theoretical formulation and empiri-
cal evaluation of our proposed metric (Expectation-
Adjusted Distinct). The results demonstrated that
Expectation-Adjusted Distinct has a higher corre-
lation with human evaluation in comparison with
other metrics. The proposed metric is not limited
to dialogue generation models but also suitable to
evaluate text generation tasks where diversity mat-
ters.
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A Comparison on More Datasets

To demonstrate the shortcomings of the original
Distint metric, we illustrate original Distinct on 6
datasets: Persona-chat (Zhang et al., 2018), Ubuntu
Dialog Corpus (Lowe et al., 2015), DailyDialog,
Topic-Chat (Gopalakrishnan et al., 2019), Empa-
thetic Dialogs (Rashkin et al., 2018), Wizard of
Wikipedia (Dinan et al., 2018), Reddit (Serban
et al., 2015), and Twitter (Ritter et al., 2010) (Fig-
ure 1). It can be observed that with an increasing
sample length, the original Distinct score tends to
follow a linear decline while the proposed metric
maintains its consistency.

B Property Discussion

Formula Property 1. Expectation-Adjusted Dis-
tinct increases faster as C is increasing, but its
incremental rate converges to 1

V , as shown by its
derivative below:

dEAD

dN
=

1

V [1− (V−1
V )C ]

(5)

lim
C→+∞

dEAD

dN
=

1

V
(6)

whereas in the original Distinct, we have

dDistinct

dN
=

1

C
(7)

We can see from the original metric that the bigger
C is, the slower the original Distinct increases. It
is the reason why this metric is not fair to those
models that tend to generate longer sentences.
Formula Property 2. Expectation-Adjusted Dis-
tinct converges to N

V (≤ 1) as C increases.

lim
C→+∞

EAD = lim
C→+∞

N

V [1− (V−1
V )C ]

(8)

=
N

V
<= 1, (9)
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Figure 2: Original scores against different sample lengths. The dotted lines are the actual curves for each score
while the lines are slope-intercept graphs of the curves. Each score is calculated based on 10 sets of 2000 randomly
sampled responses with the same certain length.

where N
V [1−(V −1

V
)C ]

∈ [0,+∞]. Theoretically,

Expectation-Adjusted Distinct can have values
larger than 1 (e.g. when N = V ), which is an
extremely rare case in practice: as we utilized the
upper bound for measuring the expectation, it is
exceptionally hard for N to obtain an equal value
to or an even greater value than E( ˆNupper).

C Details of Human Evaluation

Our created human evaluation interface is provided
in Figure 3.

D How to Determine Vocabulary Size

As we discussed the properties of Expectation-
Adjusted Distinct, vocabulary size makes little im-
pact on changing its value when it has reached a
large number (usually more than 30000), so it is not
necessary to measure an exact value. To compare
different methods, it is recommended to use a com-
mon vocabulary size, (such as BERT’s 30522) (De-
vlin et al., 2019). It is also reasonable to calculate
the vocabulary size of a dataset by NLTK tokenizer,
when research focuses on a specific dataset. For
non-english corpora, we recommend researchers
to determine a vocabulary size following Xu et al.
(2021).

E Details of Evaluated Methods

Wang et al. (2021) proposed a novel adaptive label
smoothing method for diversified response gener-

ation. Their experiments were conducted on the
DailyDialog and OpenSubtitles datasets, using 9
recent methods for diverse response generation as
their baselines (similar to what we demonstrated in
our paper). Wang et al. (2021) used a transformer-
based sequence-to-sequence model (Vaswani et al.,
2017) as the backbone of their model, and most of
their hyper-parameters follow (Cai et al., 2020). In
addition, both the encoder and the decoder contain
6 transformer layers with 8 attention heads, and
the hidden size is set to 512. BERT’s WordPiece
tokenizer (Devlin et al., 2019) and Adam optimizer
(Kingma and Ba, 2015) are used for training their
models with random initialization and a learning
rate of 1e-4.
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Figure 3: Interface of Human Evaluation
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Abstract

As privacy gains traction in the NLP com-
munity, researchers have started adopting var-
ious approaches to privacy-preserving meth-
ods. One of the favorite privacy frameworks,
differential privacy (DP), is perhaps the most
compelling thanks to its fundamental theoreti-
cal guarantees. Despite the apparent simplicity
of the general concept of differential privacy, it
seems non-trivial to get it right when applying
it to NLP. In this short paper, we formally ana-
lyze several recent NLP papers proposing text
representation learning using DPText (Beigi
et al., 2019a,b; Alnasser et al., 2021; Beigi
et al., 2021) and reveal their false claims of
being differentially private. Furthermore, we
also show a simple yet general empirical san-
ity check to determine whether a given imple-
mentation of a DP mechanism almost certainly
violates the privacy loss guarantees. Our main
goal is to raise awareness and help the com-
munity understand potential pitfalls of apply-
ing differential privacy to text representation
learning.

1 Introduction

Differential privacy (DP), a formal mathematical
treatment of privacy protection, is making its way
to NLP (Igamberdiev and Habernal, 2021; Senge
et al., 2021). Unlike other approaches to protect
privacy of individuals’ text documents, such as
redacting named entities (Lison et al., 2021) or
learning text representation with a GAN attacker
(Li et al., 2018), DP has the advantage of quan-
tifying and guaranteeing how much privacy can
be lost in the worst case. However, as Habernal
(2021) showed, adapting DP mechanisms to NLP
properly is a non-trivial task.

Representation learning with protecting pri-
vacy in an end-to-end fashion has been recently
proposed in DPText (Beigi et al., 2019b,a; Al-
nasser et al., 2021). DPText consists of an auto-
encoder for text representation, a differential-

privacy-based noise adder, and private attribute
discriminators, among others. The latent text rep-
resentation is claimed to be differentially private
and thus can be shared with data consumers for
a given down-stream task. Unlike using a pre-
determined privacy budget ε, DPText takes ε as a
learnable parameter and utilizes the reparametriza-
tion trick (Kingma and Welling, 2014) for random
sampling. However, the downstream task results
look too good to be true for such low ε values. We
thus asked whether DPText is really differentially
private.

This paper makes two important contributions
to the community. First, we formally analyze
the heart of DPText and prove that the employed
reparametrization trick based on inverse continu-
ous density function in DPText is wrong and the
model violates the DP guarantees. This shows that
extreme care should be taken when implementing
DP algorithms in end-to-end differentiable deep
neural networks. Second, we propose an empir-
ical sanity check which simulates the actual pri-
vacy loss on a carefully crafted dataset and a re-
construction attack. This supports our theoretical
analysis of non-privacy of DPText and also con-
firms previous findings of breaking privacy of an-
other system ADePT.1

2 Differential privacy primer

Suppose we have a dataset (database) where each
element belongs to an individual, for example Al-
ice, Bob, Charlie, up to m. Each person’s entry,
denoted with a generic variable x, could be an ar-
bitrary object, but for simplicity consider it a real
valued vector x ∈ Rk. An important premise is
that this vector contains some sensitive informa-
tion we aim to protect, for example an income
(x ∈ R), a binary value whether or not the person

1ADePT is a text-to-text rewriting system claimed to be
differentially private (Krishna et al., 2021) but has been found
to be DP-violating (Habernal, 2021).
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has a certain disease (x ∈ {0.0, 1.0}), or a dense
representation from SentenceBERT containing the
person’s latest medical record (x ∈ Rk). This
dataset is held by someone we trust to protect the
information, the trusted curator.2

This dataset is a set from which we can create
2m subsets, for instance X1 = {Alice}, X2 =
{Alice,Bob}, etc. All these subsets form a uni-
verseX , that isX1, X2, · · · ∈ X , and each of them
is also called (a bit ambiguously) a dataset.
Definition 2.1. Any two datasets X,X ′ ∈ X are
called neighboring, if they differ in one person.

For example, X = {Alice}, X ′ = {Bob} or
X = {Alice,Bob}, X ′ = {Bob} are neighboring,
while X = {Alice}, X ′ = {Alice, Bob, Charlie}
are not.
Definition 2.2. Numeric query is any function f
applied to a dataset X and outputting a real-
valued vector, formally f : X → Rk.

For example, numeric queries might return an
average income (f → R), number of persons
in the database (f → R), or a textual summary
of medical records of all persons in the database
represented as a dense vector (f → Rk). The
query is simply something we want to learn from
the dataset. A query might be also an identity
function that just ‘copies’ the input, e.g., f(X =
{(1, 0)}) → (1, 0) for a real-valued dataset X =
{(1, 0)}.

An attacker who knows everything about Bob,
Charlie, and others would be able to reveal Al-
ice’s private information by querying the dataset
and combining it with what they know already.
Differentially private algorithm (or mechanism)
M(X; f) thus randomly modifies the query out-
put in order to minimize and quantify such attacks.
Smith and Ullman (2021) formulate the principle
of differential privacy as follows: “No matter what
they know ahead of time, an attacker seeing the
output of a differentially private algorithm would
draw (almost) the same conclusions about Alice
whether or not her data were used.”

Let a DP-mechanism M(X; f) have an arbi-
trary range R (a generalization of our case of nu-
meric queries, for which we would haveR = Rk).
Differential privacy is then defined as

Pr(X|M(X; f) = z)

Pr(X ′|M(X; f) = z)
≤ exp(ε) · Pr(X)

Pr(X ′)
(1)

2This is centralized DP, as opposed to local-DP where no
such trusted curator exists.

for all neighboring datasets X,X ′ and all z ∈
R, where Pr(X) and Pr(X ′) is our prior knowl-
edge of X and X ′. In words, our posterior knowl-
edge of X or X ′ after observing z can only grow
by factor exp(ε) (Mironov, 2017), where ε is a pri-
vacy budget (Dwork and Roth, 2013).3

3 Analysis of DPText

In the heart of the model, DPText relies on the
standard Laplace mechanism which takes a real-
valued vector and perturbs each element by a ran-
dom draw from the Laplace distribution.

Formally, let z be a real-valued d-dimensional
vector. Then the Laplace mechanism outputs a
vector z̃ such that for each index i = 1, . . . , d

z̃i = zi + si (2)

where each si is drawn independently from a
Laplace distribution with zero mean and scale b
that is proportional to the `1 sensitivity ∆ and the
privacy budget ε, namely

si ∼ Lap

(
µ = 0; b =

∆

ε

)
(3)

The Laplace mechanism satisfies differential
privacy (Dwork and Roth, 2013).

3.1 Reparametrization trick and inverse
CDF sampling

DPText employs the variational autoencoder ar-
chitecture in order to directly optimize the amount
of noise added in the latent layer parametrized
by ε. In other words, the scale of the Laplace
distribution becomes a trainable parameter of the
network. As directly sampling from a distribu-
tion is known to be problematic for end-to-end
differentiable deep networks, DPText borrows the
reparametrization trick from Kingma and Welling
(2014).

In a nutshell, the reparametrization trick decou-
ples drawing a random sample from a desired dis-
tribution (such as Exponential, Laplace, or Gaus-
sian) into two steps: First draw a value from
another distribution (such as Uniform), and then
transform it using a particular function, mainly the
inverse continuous density function (CDF).

As a matter of fact, sampling using the in-
verse CDF is a well-known and widely used

3In this paper, we will use the basic form of DP, that is
(ε, 0)-DP. There are various other (typically more ‘relaxed’)
variants of DP, such (ε, δ)-DP, but they are not relevant to the
current paper as DPText also claims (ε, 0)-DP.
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method (Devroye, 1986; Ross, 2012) and forms
the backbone of probability distribution generators
in many popular frameworks.

3.2 Inverse CDF of Laplace distribution

The inverse cumulative distribution function of
Laplace distribution Lap(µ; b) is:

F−1(u) = µ− b sgn(u− 0.5) ln(1− 2|u− 0.5|)
(4)

where u ∼ Uni(0, 1) is drawn from a standard
uniform distribution (Sugiyama, 2016, p. 210),
(Nahmias and Olsen, 2015, p. 303). An equivalent
expression without the sgn and absolute functions
is derived, e.g., by Li et al. (2019, p. 166) as

F−1(u) =

{
b ln(2u) + µ if u < 0.5

µ− b ln(2(1− u)) if u ≥ 0.5
(5)

where again u ∼ Uni(0, 1).4

An alternative sampling strategy, as shown, e.g.,
by Al-Shuhail and Al-Dossary (2020, p. 62), as-
sumes that the random variable is drawn from a
shifted, zero-centered uniform distribution

v ∼ Uni (−0.5,+0.5) (6)

and transformed through the following function

F−1(v) = µ− b sgn(v) ln(1− 2|v|) (7)

While both (4) and (7) generate samples from
Lap(µ; b), note the substantial difference between
u and v, since each is drawn from a different uni-
form distribution (see visualizations in Fig. 1).

3.3 Proofs of DPText violating DP

According to Eq. 3 in (Alnasser et al., 2021), Eq. 9
in (Beigi et al., 2019a) which is an extended ver-
sion of (Beigi et al., 2019b), in Eq. 14 in (Beigi
et al., 2021), and personal communication to con-
firm the formulas, the main claim of DPText is as
follows (rephrased):

DPText utilizes the Laplace mech-
anism, which is DP (Dwork and Roth,
2013). It implements the mechanism as

4This implementation is used in numpy, see
https://github.com/numpy/numpy/blob/
maintenance/1.21.x/numpy/random/src/
distributions/distributions.c#L469

−0.5 0 0.5 1

−4

−2

0

2

4 − sgn(u) ln(1− 2|u|)
− sgn(u− 0.5) ln(1− 2|u− 0.5|)

Figure 1: Inverse CDFs for Laplace sampling.

follows: Sampling a value from stan-
dard uniform

v ∼ Uni(0, 1) (8)

and transforming using

F−1(v) = µ− b sgn(v) ln(1− 2|v|)
(9)

is equivalent to sampling noise from
Lap(b).

This claim is unfortunately false, as it mixes up
both approaches introduced in Sec. 3.2. As a con-
sequence, the Laplace mechanism using such sam-
pling is not DP, which we will first prove formally.

Theorem 3.1. Sampling using inverse CDF as
in DPText using (8) and (9) does not produce
Laplace distribution.

Proof. We will rely on the standard proof of sam-
pling from inverse CDF (see Appendix A). The
essential step of that proof is that the CDF is in-
creasing on the support of the uniform distribu-
tion, that is on [0, 1]. However, F−1 as used in
(9) is increasing only on interval [0, 0.5] (Fig. 1).
For v ≥ 0.5, we get negative argument to ln which
yields a complex function, whose real part is even
decreasing. Therefore (9) is not CDF of any prob-
ability distribution, if used with Uni(0, 1).

As a consequence, the output ln(v ≤ 0) arbi-
trarily depends on the particular implementation.
In numpy, it is NaN with a warning only. There-
fore this function samples only positive or NaN
numbers. Since DPText sources are not publicly
available, we can only assume that NaN numbers
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are either replaced by zero, or the sampling pro-
ceeds as long as the desired number of samples
is reached (discarding NaNs). In either case, no
negative values can be obtained. See Fig. 3 in the
Appendix for various Laplace-based distributions
sampled with different techniques including pos-
sible distributions sampled in DPText.

Theorem 3.2. DPText with private mechanism
based on (8) and (9) fails to guarantee differential
privacy.

Proof. We rely on the standard proof of the
Laplace mechanism as shown, e.g, by Habernal
(2021). Let X = 0 and X ′ = 1 be two neigh-
boring datasets, and the query f being the iden-
tity query, such that it outputs simply the value of
X . Let the DPText mechanismM(X; f) outputs
a particular value z.

In order to being differentially private, mecha-
nism M(X; f) has to fulfill the following bound
of the privacy loss:∣∣∣∣ Pr(M(X) = z)

Pr(M(X ′) = z)

∣∣∣∣ ≤ exp(ε) (10)

for all neighboring datasets X,X ′ ∈ X and all
outputs z ∈ R from the range ofM, provided that
our priors over X and X ′ are uniform (cf. Eq. 1).

Fix z = 0.1. Then Pr(M(X) = 0.1) will have
a positive probability (recall it takes the query out-
put f(X = 0) = 0 and adds a random number
drawn from the probability distribution, which is
always positive as shown in Theorem 3.1.) How-
ever Pr(M(X ′) = 0.1) will be zero, as the query
output f(X ′ = 1) = 1 will be added again only
a positive random number and thus never be less
than 1. By plugging this into (10), we obtain∣∣∣∣ Pr(M(X) = 0.1)

Pr(M(X ′) = 0.1)

∣∣∣∣ =
Pr > 0

Pr = 0
� exp(ε) (11)

which results in an infinity privacy loss and vio-
lates differential privacy.

4 Empirical sanity check algorithm

It is impossible to empirically verify that a given
DP-mechanism implementation is actually DP
(Ding et al., 2018). However, it is possible to de-
tect a DP-violating mechanism with a fair degree
of certainty. We propose a general sanity check

applicable to any real-valued DP mechanism, such
as the Laplace mechanism, DPText, or any other.5

We start by constructing two neighboring
datasets X (Alice) and X ′ (Bob) such that
X = (0, . . . , 0n) consists of n zeros and X ′ =
(1, . . . , 1n) consists of n ones. The dimensionality
n ∈ {1, 2, . . . } is a hyperparameter of the experi-
ment. We employ a synthetic data release mecha-
nism (also called local DP). The mechanism takes
X or X ′ and outputs its privatized version of the
same dimensionality n, so that the zeros or ones
are ‘noisified’ real numbers. The query sensitivity
∆ is n.6

Thanks to the post-processing lemma, any post-
processing of DP output remains DP. We can thus
turn the output real vector back to all zeros or all
ones, simply by rounding to closest 0 or 1 and
applying majority voting. This process is in fact
our reconstruction attack: given a privatized vec-
tor, we try to guess what the original values were,
either all zeros or all ones.

What our attacker is doing, and what DP pro-
tects, is that if Alice gives us her privatized data,
we cannot tell whether her private values were all
zeros or all ones (up to a given factor); the same
for Bob.

By definition (1) and having no prior knowledge
over X and X ′ apart from the fact that the val-
ues are correlated, our attacker cannot exceed the
guaranteed privacy loss exp(ε):

Pr(X|M(X; f) = z)

Pr(X ′|M(X; f) = z)
≤ exp(ε) (12)

We can estimate the conditional probability
Pr(X|M(X; f) = z) using maximum likelihood
estimation (MLE) simply as our attacker’s preci-
sion: How many times the attacker reconstructed
true X values given the observed privatized vec-
tor. We can do the same for estimating the condi-
tional probability of X ′. In particular, we repeat-
edly run each DP mechanism over X and X ′ 10
million times each, which gives very precise MLE
estimates even for small ε.7

5Some related works along these lines also utilize statis-
tical analysis of the source code written in a C-like language
(Wang et al., 2020).

6See (Dwork and Roth, 2013) for `1-sensitivity definition.
7For example, we repeated the full experiment on

ADePT (n = 2, ε = 0.1) 100 times which results in
standard deviation 0.0008 from the mean value 0.195.
Better MLE precision can be simply obtained by in-
creasing the 10 million repeats per experiment. Source
codes available at https://github.com/trusthlt/
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Figure 2: Area under the green line: Our attack does not reveal more than allowed by the desired privacy budget.
Note that it does not guarantee DP, the reconstruction attack might be just weak. Area above the green line:
The algorithm almost certainly violates DP as our attack caused bigger privacy loss than allowed by ε. Extreme
baselines show two extreme scenarios, as random output is absolutely private (but provides zero utility) and copy
input provides maximal utility but no privacy by revealing the data in full.

5 Results and discussion

For the sake of completeness, we implemented
two extreme baselines: One that simply copies
input (no privacy) and other one completely ran-
dom regardless of the input (maximum privacy);
these are shown in Figure 2 left. The vanilla
Laplace mechanism behaves as expected; all em-
pirical losses for all dimensions (1 up to 128) are
bounded by ε. We re-implemented the Laplace
mechanism from ADePT (Krishna et al., 2021)
that, due to wrong sensitivity, has been shown the-
oretically as DP-violating (Habernal, 2021). We
empirically confirm that ADePT suffered from
the curse of dimensionality as the privacy loss
explodes for larger dimensions. The last panel
confirms our previous theoretical DPText results,
which (regardless of dimensionality) has infinite
privacy loss.

Note that we constructed the dataset carefully as
two neighboring multidimensional correlated data
that are as distant from each other as possible in
the (0, 1)n space. However, DP must guarantee
privacy for any datapoints, even the worst case
scenario, as shown by the correct Laplace mech-
anism.

6 Conclusion

We formally proved that DPText (Beigi et al.,
2019b,a; Alnasser et al., 2021; Beigi et al., 2021)
is not differentially private due to wrong sampling
in its reparametrization trick. We also proposed

acl2022-reparametrization-trick-broke-
differential-privacy

an empirical sanity check that confirmed our find-
ings and can help to reveal potential errors in DP
mechanism implementations for NLP.
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A Proof of sampling from inverse CDF

Important fact 1: A random variable U is uni-
formly distributed on [0, 1] if the following holds

U ∼ Uni(0, 1) ⇐⇒ Pr(U ≤ u) = u. (13)

Important fact 2: For any function g(·) with an
inverse function g−1(·), the following holds

g(g−1(x)) = x; g−1(g(x)) = x. (14)
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Figure 3: Comparing sampling strategies. Left: Sampling using vanilla numpy implementation. Second from the
left: Uniform sample as basis for the following three inverse CDF transformations. Generated with 100k samples.

Important fact 3: For any increasing function g(·),
we have by definition

x ≤ y =⇒ g(x) ≤ g(y). (15)

We know that Pr(X ≤ a) is a shortcut for prob-
ability of event E1 defined using the set-builder
notation as E1 = {s ∈ Ω : X(s) ≤ a}. Then
by plugging (15) into the predicate of E1, we ob-
tain an equal set, namely event E2 = {s ∈ Ω :
g(X(s)) ≤ g(a)}, for which the probability must
be the same. Therefore for any random variableX
and increasing function g(·) we have

Pr(X ≤ a) = Pr(g(X) ≤ g(a)). (16)

Theorem A.1. Let U be a uniform random vari-
able on [0, 1]. LetX be a continuous random vari-
able with CDF (cumulative distribution function)
F (·). Let Y be defined such that Y = F−1(U).
Then Y has CDF F (·).

Proof. Function F (·) is the CDF of a continuous
random variable X , and as a CDF its range is
[0, 1]. Also, if F (·) is strictly increasing, it has
a unique inverse function F−1(·) defined on [0, 1].

We defined Y = F−1(U), so consider

Pr(Y ≤ y) = Pr
(
F−1(U) ≤ y

)
. (17)

Since F (·) is increasing, using (16) we get

Pr(Y ≤ y) = Pr
(
F (F−1(U)) ≤ F (y)

)
. (18)

Now plugging (14) we obtain

Pr(Y ≤ y) = Pr(U ≤ F (y)), (19)

and finally by (13)

Pr(Y ≤ y) = F (y). (20)

For an overview of proofs of Theorem A.1 see
(Angus, 1994).
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Abstract

We consider the task of document-level entity
linking (EL), where it is important to make
consistent decisions for entity mentions over
the full document jointly. We aim to leverage
explicit “connections” among mentions within
the document itself: we propose to join EL
and coreference resolution (coref) in a single
structured prediction task over directed trees
and use a globally normalized model to solve
it. This contrasts with related works where
two separate models are trained for each of
the tasks and additional logic is required to
merge the outputs. Experimental results on
two datasets show a boost of up to +5% F1-
score on both coref and EL tasks, compared to
their standalone counterparts. For a subset of
hard cases, with individual mentions lacking
the correct EL in their candidate entity list, we
obtain a +50% increase in accuracy.1

1 Introduction

In this paper we explore a principled approach
to solve entity linking (EL) jointly with corefer-
ence resolution (coref). Concretely, we formulate
coref+EL as a single structured task over directed
trees that conceives EL and coref as two comple-
mentary components: a coreferenced cluster can
only be linked to a single entity or NIL (i.e., a non-
linkable entity), and all mentions linking to the
same entity are coreferent. This contrasts with pre-
vious attempts to join coref+EL (Hajishirzi et al.,
2013; Dutta and Weikum, 2015; Angell et al., 2021)
where coref and EL models are trained separately
and additional logic is required to merge the pre-
dictions of both tasks.

Our first approach (Local in Fig. 1(a)) is moti-
vated by current state-of-the-art coreference resolu-
tion models (Joshi et al., 2019; Wu et al., 2020) that
predict a single antecedent for each span to resolve.

1Our code, models and AIDA+ dataset will be re-
leased on https://github.com/klimzaporojets/
consistent-EL
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Figure 1: Illustration of our 2 explored graph models:
(a) Local where edges are only allowed from spans to
antecedents or candidate entities, and (b) Global where
the prediction involves a spanning tree over all nodes.

We extend this architecture by also considering en-
tity links as potential antecendents: in the example
of Fig. 1, the mention “Alliance” can be either con-
nected to its antecedent mention “NATO” or to any
of its candidate links (Alliance or Alliance,_Ohio).
While straightforward, this approach cannot solve
cases where the first coreferenced mention does not
include the correct entity in its candidate list (e.g.,
if the order of “NATO” and “Alliance” mentions
in Fig. 1 would be reversed). We therefor propose
a second approach, Global, which by construction
overcomes this inherent limitation by using bidirec-
tional connections between mentions. Because that
implies cycles could be formed, we resort to solv-
ing a maximum spanning tree problem. Mentions
that refer to the same entity form a cluster, repre-
sented as a subtree rooted by the single entity they
link to. To encode the overall document’s clusters
in a single spanning tree, we introduce a virtual
root node (see Fig. 1(b)).2

This paper contributes: (i) 2 architectures (Local
and Global) for joint entity linking (EL) and

2Coreference clusters without a linked entity, i.e., a NIL
cluster, have a link of a mention directly to the root.
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corefence resolution, (ii) an extended AIDA dataset
(Hoffart et al., 2011), adding new annotations of
linked and NIL coreference clusters, (iii) exper-
imental analysis on 2 datasets where our joint
coref+EL models achieve up to +5% F1-score on
both tasks compared to standalone models. We
also show up to +50% in accuracy for hard cases
of EL where entity mentions lack the correct entity
in their candidate list.

2 Architecture

Our model takes as input (i) the full document
text, and (ii) an alias table with entity candidates
for each of the possible spans. Our end-to-end ap-
proach allows to jointly predict the mentions, entity
links and coreference relations between them.

2.1 Span and Entity Representations

We use SpanBERT (base) from Joshi et al. (2020)
to obtain span representations gi for a particular
span si. Similarly to Luan et al. (2019); Xu and
Choi (2020), we apply an additional pruning step
to keep only the top-N spans based on the pruning
score Φp from a feed-forward neural net (FFNN):

Φp(si) = FFNNP (gi). (1)

For a candidate entity ej of span si we will ob-
tain representation as ej (which is further detailed
in §3).

2.2 Joint Approaches

We propose two methods for joint coreference and
EL. The first, Local, is motivated by end-to-end
span-based coreference resolution models (Lee
et al., 2017, 2018) that optimize the marginal-
ized probability of the correct antecedents for each
given span. We extend this local marginalization to
include the span’s candidate entity links. Formally,
the modeled probability of y (text span or candidate
entity) being the antecedent of span si is:

Pcl(y|si) =
exp

(
Φcl(si, y)

)∑
y′∈Y(si) exp

(
Φcl(si, y′)

) , (2)

where Y(si) is the set of antecedent spans unified
with the candidate entities for si. For antecedent
spans {sj : j < i} the score Φcl is defined as:

Φcl(si, sj) = Φp(si) + Φp(sj) + Φc(si, sj), (3)
Φc(si, sj) = FFNNC([gi; gj ; gi � gj ;ϕi,j ]), (4)

where ϕi,j is an embedding encoding the distance3

between spans si and sj . Similarly, for a particular
candidate entity ej , the score Φcl is:

Φcl(si, ej) = Φp(si) + Φ`(si, ej), (5)

Φ`(si, ej) = FFNNL([gi; ej ]). (6)

An example graph of mentions and entities with
edges for which aforementioned scores Φcl would
be calculated is sketched in Fig. 1(a). While simple,
this approach fails to correctly solve EL when the
correct entity is only present in the candidate lists
of mention spans occurring later in the text (since
earlier mentions have no access to it).

To solve EL in the general case, even when the
first mention does not have the correct entity, we
propose bidirectional connections between men-
tions, thus leading to a maximum spanning tree
problem in our Global approach. Here we define a
score for a (sub)tree t, noted as Φtr(t):

Φtr(t) =
∑

(i,j)∈t

Φcl(ui, uj), (7)

where ui and uj are two connected nodes (i.e., root,
candidate entities or spans) in t. For a ground truth
cluster c ∈ C (with C being the set of all such
clusters), with its set4 of correct subtree represen-
tations Tc, we model the cluster’s likelihood with
its subtree scores. We minimize the negative log-
likelihood L of all clusters:

L = − log

∏
c∈C

∑
t∈Tc exp

(
Φtr(t)

)∑
t∈Tall

exp
(
Φtr(t)

) . (8)

Naively enumerating all possible spanning trees
(Tall or Tc) implied by this equation is infeasi-
ble, since their number is exponentially large. We
use the adapted Kirchhoff’s Matrix Tree Theorem
(MTT; Koo et al. (2007); Tutte (1984)) to solve
this: the sum of the weights of the spanning trees
in a directed graph rooted in r is equal to the deter-
minant of the Laplacian matrix of the graph with
the row and column corresponding to r removed
(i.e., the minor of the Laplacian with respect to r).
This way, eq. (8) can be rewritten as

L = − log

∏
c∈C det

(
L̂c

(
Φcl

))
det
(
Lr

(
Φcl

)) , (9)

3Measured in number of spans, after pruning.
4For a single cluster annotation, indeed it is possible that

multiple correct trees can be drawn.
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where Φcl is the weighted adjacency matrix of the
graph, and Lr is the minor of the Laplacian with
respect to the root node r. An entry in the Laplacian
matrix is calculated as

Li,j =


∑
k

exp(Φcl(uk, uj)) if i = j

− exp(Φcl(ui, uj)) otherwise
, (10)

Similarly, L̂c is a modified Laplacian matrix where
the first row is replaced with the root r selection
scores Φcl(r, uj). For clarity, Appendix A presents
a toy example with detailed steps to calculate the
loss in eq. (9).

To calculate the scores of each of the entries
Φcl(ui, uj) to Φcl matrix in eqs. (7) and (9) for
Global, we use the same approach as in Local for
edges between two mention spans, or between a
mention and entity. For the directed edges between
the root r and a candidate entity ej we choose
Φcl(r, ej) = 0. Since we represent NIL clusters
by edges from the mention spans directly to the
root, we also need scores for them: we use eq. (3)
with Φp(r) = 0. We use Edmonds’ algorithm (Ed-
monds, 1967) for decoding the maximum spanning
tree.

3 Experimental Setup

We considered two datasets to evaluate our pro-
posed models: DWIE (Zaporojets et al., 2021) and
AIDA (Hoffart et al., 2011). Since AIDA essen-
tially does not contain coreference information, we
had to extend it by (i) adding missing mention
links in order to make annotations consistent on the
coreference cluster level, and (ii) annotating NIL
coreference clusters. We note this extended dataset
as AIDA+. See Table 1 for the details.

As input to our models, for DWIE we generate
spans of up to 5 tokens. For each mention span si,
we find candidates from a dictionary of entity sur-
face forms used for hyperlinks in Wikipedia. We
then keep the top-16 candidates based on the prior
for that surface form, as per Yamada et al. (2016,
§3). Each of those candidates ej is represented us-
ing a Wikipedia2Vec embedding ej (Yamada et al.,
2016).5 For AIDA+, we use the spans, entity can-
didates, and entity representations from Kolitsas
et al. (2018).6

To assess the performance of our joint coref+EL
models Local and Global, we also provide Stan-

5We use Wikipedia version 20200701.
6https://github.com/dalab/end2end_

neural_el

Dataset
# Linked # NIL Linked # NIL
clusters clusters mentions mentions

DWIE 11,967 9,935 28,482 14,891
AIDA 16,673 - 27,817 7,112
AIDA+ 16,775 4,284 28,813 6,116

Table 1: Datasets statistics.

dalone implementations for coref and EL tasks. The
Standalone coref model is trained using only the
coreference component of our joint architecture
(eq. (2)–(4)), while the EL model is based only on
the linking component (eq. (6)).

As performance metrics, for coreference reso-
lution we calculate the average-F1 score of com-
monly used MUC (Vilain et al., 1995), B3 (Bagga
and Baldwin, 1998) and CEAFe (Luo, 2005) met-
rics as implemented by Pradhan et al. (2014). For
EL, we use (i) mention-level F1 score (ELm), and
(ii) cluster-level hard F1 score (ELh) that counts
a true positive only if both the coreference cluster
(in terms of all its mention spans) and the entity
link are correctly predicted. These EL metrics are
executed in a strong matching setting that requires
predicted spans to exactly match the boundaries of
gold mentions. Furthermore, for EL we only report
the performance on non-NIL mentions, leaving the
study of NIL links for future work.

Our experiments will answer the following re-
search questions: (Q1) How does performance
of our joint coref+EL models compare to Stan-
dalone models? (Q2) Does jointly solving corefer-
ence resolution and EL enable more coherent EL
predictions? (Q3) How do our joint models per-
form on hard cases where some individual entity
mentions do not have the correct candidate?

4 Results

Table 2 shows the results of our compared models
for EL and coreference resolution tasks. Answer-
ing (Q1), we observe a general improvement in
performance of our coref+EL joint models (Local
and Global) compared to Standalone on the EL task.
Furthermore, this difference is bigger when using
our cluster-level hard metrics. This also answers
(Q2) by indicating that the joint models tend to pro-
duce more coherent cluster-based predictions. To
make this more explicit, Table 3 compares the accu-
racy for singleton clusters (i.e., clusters composed
by a single entity mention), denoted as S, to that of
clusters composed by multiple mentions, denoted
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DWIE AIDA+
a AIDA+

b

Setup ELm ELh Coref ELm ELh Coref ELm ELh Coref

Standalone 88.7±0.1 78.4±0.2 94.5±0.1 86.2±0.4 80.7±0.5 93.8±0.1 79.1±0.3 74.0±0.3 91.5±0.3

Local 90.5±0.4 83.4±0.4 94.4±0.2 87.5±0.2 83.1±0.2 94.7±0.1 79.9±0.4 75.8±0.3 92.3±0.1

Global 90.7±0.3 83.9±0.5 94.7±0.2 87.6±0.2 83.7±0.3 95.1±0.1 79.6±0.4 76.0±0.4 92.2±0.2

Table 2: Experimental results (F1 scores defined in §3) using the Standalone coreference and EL models compared
to our joint architectures (Local and Global), on DWIE and AIDA+ datasets.

DWIE AIDA+
a AIDA+

b

Setup S M S M S M

Standalone 80.4 69.5 82.9 70.7 77.0 57.0
Local 82.6 78.6 84.9 74.8 79.8 61.4
Global 82.6 80.0 85.1 76.8 79.3 63.0

Table 3: Cluster-based accuracy of link prediction on
singletons (S) and clusters of multiple mentions (M ).

Setup DWIE AIDA+
a AIDA+

b

Standalone 0.0 0.0 0.0
Local 41.7 27.4 26.9
Global 57.6 50.2 29.7

Table 4: EL accuracy for corner case mentions where
the correct entity is not in the mention’s candidate list.

as M . We observe that the difference in perfor-
mance between our joint models and Standalone is
bigger on M clusters (with a consistent superiority
of Global), indicating that our approach indeed pro-
duces more coherent predictions for mentions that
refer to the same concept. Further analysis reveals
that this difference in performance is even higher
for a more complex scenario where the clusters
contain mentions with different surface forms (not
shown in the table).

In order to tackle research question (Q3), we
study the accuracy of our models on the important
corner case that involves mentions without correct
entity in their candidate lists. This is illustrated in
Table 4, which focuses on such mentions in clus-
ters where at least one mention contains the correct
entity in its candidate list. As expected, the Stan-
dalone model cannot link such mentions, as it is
limited to the local candidate list. In contrast, both
our joint approaches can solve some of these cases
by using the correct candidates from other men-
tions in the cluster, with a superior performance of
our Global model compared to the Local one.

5 Related Work

Entity Linking: Related work in entity linking
(EL) tackles the document-level linking coherence
by exploring relations between entities (Kolitsas
et al., 2018; Yang et al., 2019; Le and Titov, 2019),
or entities and mentions (Le and Titov, 2018).
More recently, contextual BERT-driven (Devlin
et al., 2019) language models have been used for
the EL task (Broscheit, 2019; De Cao et al., 2020,
2021; Yamada et al., 2020) by jointly embedding
mentions and entities. In contrast, we explore a
cluster-based EL approach where the coherence is
achieved on coreferent entity mentions level.
Coreference Resolution: Span-based antecedent-
ranking coreference resolution (Lee et al., 2017,
2018) has seen a recent boost by using SpanBERT
representations (Xu and Choi, 2020; Joshi et al.,
2020; Wu et al., 2020). We extend this approach in
our Local joint coref+EL architecture. Furthermore,
we rely on Kirchhoff’s Matrix Tree Theorem (Koo
et al., 2007; Tutte, 1984) to efficiently train a more
expressive spanning tree-based Global method.
Joint EL+Coref: Fahrni and Strube (2012) intro-
duce a more expensive rule-based Integer Linear
Programming component to jointly predict coref
and EL. Durrett and Klein (2014) jointly train coref-
erence and entity linking without enforcing single-
entity per cluster consistency. More recently, An-
gell et al. (2021); Agarwal et al. (2021) use addi-
tional logic to achieve consistent cluster-level entity
linking. In contrast, our proposed approach con-
strains the space of the predicted spanning trees on
a structural level (see Fig. 1).

6 Conclusion

We propose two end-to-end models to solve entity
linking and coreference resolution tasks in a joint
setting. Our joint architectures achieve superior per-
formance compared to the standalone counterparts.
Further analysis reveals that this boost in perfor-
mance is driven by more coherent predictions on
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the level of mention clusters (linking to the same
entity) and extended candidate entity coverage.
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A Step by Step Example of MTT
Theorem

In this appendix we will provide a clarifying ar-
tificial example in order to walk the reader step
by step through MTT (eq. (9)–(10)) applied in our
Global approach. The graph of the example is il-
lustrated in Fig. 2 and is composed by nodes rep-
resenting root (r), entities e1 and e2, and spans s1,
s2 and s3. The span s2 is associated with candidate
entity set {e1, e2} (i.e., represented by edges from
s2 to e1 and e2), and s3 with {e2} (i.e., represented
by the edge from s3 to e2). The candidate entity
set of s1 is empty. The nodes are grouped in two
ground truth clusters: NIL cluster c1 = {s1, s2},
and linked cluster c2 = {e2, s2}.

The exponential of weighted adjacency matrix7

Φcl of the presented example is:

exp(Φcl) =



r e1 e2 s1 s2 s3

r 0 1 1 5 3 7
e1 0 0 0 0 1 0
e2 0 0 0 0 4 2
s1 0 0 0 0 5 9
s2 0 0 0 3 0 2
s3 0 0 0 8 4 0

, (11)

7For simplicity, the weights are small integers.
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where the weights of incorrect edges are repre-
sented in red (i.e., red dashed edges in Fig. 2), the
weights of the correct edges in green (i.e., green
edges in Fig. 2), and the weights between discon-
nected nodes are set to 0.

In order to compute the denominator of the loss
function in eq. (9), the Laplacian of the matrix
in eq. (11) is calculated as described in eq. (10),
and the row and column corresponding to root r
removed (i.e., the minor Lr with respect to the
root):

Lr =



e1 e2 s1 s2 s3

e1 1 0 0 −1 0
e2 0 1 0 −4 −2
s1 0 0 16 −5 −9
s2 0 0 −3 17 −2
s3 0 0 −8 −4 20

. (12)

Following Kirchhoff’s Matrix Tree Theorem (Koo
et al., 2007; Tutte, 1984), the determinant of Lr

equals to the sum of the weights of all possible
spanning trees of the graph represented in Fig. 2:

det(Lr) = 3600 =
∑
t∈Tall

exp
(
Φtr(t)

)
. (13)

In order to compute the numerator of the loss
function in eq. (9) (i.e., the sum of the weights of
the spanning trees of ground truth clusters), we first
mask out (set to zero) all the weights assigned to
incorrect edges:

exp(Φcl)
′ =



r e1 e2 s1 s2 s3

r 0 1 1 5 0 7
e1 0 0 0 0 0 0
e2 0 0 0 0 4 0
s1 0 0 0 0 0 9
s2 0 0 0 0 0 0
s3 0 0 0 8 0 0

 (14)

Next, the modified Laplacian (i.e., Laplacian with
the first row replaced by root r selection weights)
L̂ is calculated for both clusters c1 and c2:

L̂c1 =

[ s1 s3

r 5 7
s3 −8 9

]
(15)

L̂c2 =

[ e2 s2

r 1 0
s2 0 4

]
(16)

The determinants of L̂c1 and L̂c2 equal to the sum
of the weights of all spanning trees connecting the
nodes in clusters c1 and c2 respectively:

det(L̂c1) = 101 =
∑
t∈Tc1

exp
(
Φtr(t)

)
(17)

det(L̂c2) = 4 =
∑
t∈Tc2

exp
(
Φtr(t)

)
(18)

Finally, in order to calculate the final loss, we re-
place the obtained results in eqs. (13), (17), and
(18) in the loss function of eq. (9):

L = − log
101 ∗ 4

3600
. (19)

Note: strictly speaking, there are three clusters
rooted in root in the graph of Fig. 2, the third one
being c3 = {e1}, whose exponential weight is 1
by definition of Φcl(r, ej) = 0 (see §2.2), and has
no impact in calculation of the loss function in
eq. (19).
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Abstract

We present an efficient BERT-based multi-task
(MT) framework that is particularly suitable
for iterative and incremental development of
the tasks. The proposed framework is based
on the idea of partial fine-tuning, i.e. only fine-
tune some top layers of BERT while keep the
other layers frozen. For each task, we train
independently a single-task (ST) model using
partial fine-tuning. Then we compress the task-
specific layers in each ST model using knowl-
edge distillation. Those compressed ST mod-
els are finally merged into one MT model so
that the frozen layers of the former are shared
across the tasks. We exemplify our approach
on eight GLUE tasks, demonstrating that it is
able to achieve 99.6% of the performance of
the full fine-tuning method, while reducing up
to two thirds of its overhead.

1 Introduction

In this work we explore the strategies of BERT
(Devlin et al., 2019) serving for multiple tasks un-
der the following two constraints: 1) Memory and
computational resources are limited. On edge de-
vices such as mobile phones, this is usually a hard
constraint. On local GPU stations and Cloud-based
servers, this constraint is not as hard but it is still
desirable to reduce the computation overhead to cut
the serving cost. 2) The tasks are expected to be
modular and are subject to frequent updates. When
one task is updated, the system should to be able
to quickly adapt to the task modification such that
the other tasks are not affected. This is a typical
situation for applications (e.g. AI assistant) under
iterative and incremental development.

In principle, there are two strategies of BERT
serving: single-task serving and multi-task serving.
In single-task serving, one independent single-task
model is trained and deployed for each task. Typ-
ically, those models are obtained by fine-tuning a

∗ Equal contribution.

copy of the pre-trained BERT and are completely
different from each other. Single-task serving has
the advantage of being flexible and modular as
there is no dependency between the task models.
The downside is its inefficiency in terms of both
memory usage and computation, as neither parame-
ters nor computation are shared or reused across the
tasks. In multi-task serving, one single multi-task
model is trained and deployed for all tasks. This
model is typically trained with multi-task learn-
ing (MTL) (Caruana, 1997; Ruder, 2017). Com-
pared to its single-task counterpart, multi-task serv-
ing is much more computationally efficient and
incurs much less memory usage thanks to its shar-
ing mechanism. However, it has the disadvantage
in that any modification made to one task usually
affect the other tasks.

The main contribution of this work is the propo-
sition of a framework for BERT serving that si-
multaneously achieves the flexibility of single-task
serving and the efficiency of multi-task serving.
Our method is based on the idea of partial fine-
tuning, i.e. only fine-tuning some topmost layers
of BERT depending on the task and keeping the
remaining bottom layers frozen. The fine-tuned
layers are task-specific, which can be updated on
a per-task basis. The frozen layers at the bottom,
which plays the role of a feature extractor, can be
shared across the tasks.

2 Related Work

The standard practice of using BERT is fine-tuning,
i.e. the entirety of the model parameters is ad-
justed on the training corpus of the downstream
task, so that the model is adapted to that specific
task (Devlin et al., 2019). There is also an alterna-
tive feature-based approach, used by ELMo (Peters
et al., 2018). In the latter approach, the pre-trained
model is regarded as a feature extractor with frozen
parameters. During the learning of a downstream
task, one feeds a fixed or learnable combination of

785



L QNLI RTE QQP MNLI SST-2 MRPC CoLA STS-B

1 85.9 60.3 86.1 77.1 91.6 77.2 38.7 84.8
2 88.3 63.5 88.3 80.8 91.9 80.6 40.0 86.1
3 89.9 65.3 89.0 82.5 91.2 84.6 45.3 87.3
4 90.7 69.0 89.7 83.3 92.0 84.3 48.6 88.2
5 91.0 71.5 90.1 84.0 92.2 89.7 51.3 88.3
6 91.2 71.1 90.3 84.2 93.1 86.8 53.1 86.4
7 91.3 70.0 90.5 83.9 93.0 87.5 51.5 88.6
8 91.5 70.8 90.6 84.5 92.8 88.0 55.2 88.9
9 91.6 70.8 90.7 84.0 92.5 87.7 54.7 88.8
10 91.7 69.7 91.1 84.5 93.0 87.3 55.0 88.7
11 91.7 70.4 91.1 84.5 93.1 88.2 54.7 89.1
12 91.6 69.7 91.1 84.6 93.4 88.2 54.7 88.8

Table 1: Dev results on GLUE datasets obtained with
partial fine-tuning. The parameter L indicates the num-
ber of fine-tuned transformer layers. For each dataset
and for each value of L, we always run the experiment
5 times with different initializations and report the max-
imum dev result obtained. The best result in each col-
umn is highlighted in bold face. Shaded numbers indi-
cate that they attain 99% of the best result of the col-
umn. It can be seen that although fine-tuning more lay-
ers generally leads to better performance, the benefit
of doing so suffers diminishing returns. Perhaps sur-
prisingly, for RTE, MRPC and CoLA it is the partial
fine-tuning with roughly half of the layers frozen that
gives the best results.

the model’s intermediate representations as input to
the task-specific module, and only the parameters
of the latter will be updated. It has been shown that
the fine-tuning approach is generally superior to
the feature-based approach for BERT in terms of
task performance (Devlin et al., 2019; Peters et al.,
2019).

A natural middle ground between these two ap-
proaches is partial fine-tuning, i.e. only fine-tuning
some topmost layers of BERT while keeping the
remaining bottom layers frozen. This approach has
been studied in (Houlsby et al., 2019; Merchant
et al., 2020), where the authors observed that fine-
tuning only the top layers can almost achieve the
performance of full fine-tuning on several GLUE
tasks. The approach of partial fine-tuning essen-
tially regards the bottom layers of BERT as a fea-
ture extractor. Freezing weights from bottom lay-
ers is a sensible idea as previous studies show that
the mid layer representations produced by BERT
are most transferrable, whereas the top layers rep-
resentations are more task-oriented (Wang et al.,
2019a; Tenney et al., 2019b,a; Liu et al., 2019a;
Merchant et al., 2020). Notably, Merchant et al.
(2020) showed that fine-tuning primarily affects
weights from the top layers while weights from
bottom layers do not alter much. Liu et al. (2019a)

showed that it is possible to achieve state-of-the-art
results on a number of probing tasks with linear
models trained on frozen mid layer representations
of BERT.

3 Method

In what follows, we denote by T the set of all target
tasks. We always use the 12-layer uncased version
of BERT as the pre-trained language model1. The
proposed framework features a pipeline (Fig. 1)
that consists of three steps: 1) Single task partial
fine-tuning; 2) Single task knowledge distillation;
3) Model merging. We give details of these steps
below.

3.1 Single Task Partial Fine-Tuning

In the first step, we partial fine-tune for each task
an independent copy of BERT. The exact number
of layers L to fine-tune is a hyper-parameter and
may vary across the tasks. We propose to experi-
ment for each task with different value of L within
range Nmin 6 L 6 Nmax, and select the one that
gives the best validation performance. The purpose
of imposing the search range [Nmin, Nmax] is to
guarantee a minimum degree of parameter sharing.
In the subsequent experiments on GLUE tasks (see
Section 4.3), we set Nmin = 4 and Nmax = 10.

This step produces a collection of single-task
models as depicted in Fig. 1(a). We shall refer to
them as single-task teacher models, as they are to
be knowledge distilled to further reduce the mem-
ory and computation overhead.

3.2 Single Task Knowledge Distillation

Since there is no interaction between the tasks, the
process of knowledge distillation (KD) can be car-
ried out separately for each task. In principle any
of the existing KD methods for BERT (Wang et al.,
2020; Aguilar et al., 2020; Sun et al., 2019a; Jiao
et al., 2020; Xu et al., 2020a) suits our needs. In
preliminary experiments we found out that as long
as the student model is properly initialized, the
vanilla knowledge distillation (Hinton et al., 2015)
can be as performant as those more sophisticated
methods.

Assume that the teacher model for task τ ∈ T
contains L(τ) fine-tuned layers at the top and
12− L(τ) frozen layers at the bottom. Our goal is

1The model checkpoint is downloaded from https:
//storage.googleapis.com/bert_models/
2018_10_18/uncased_L-12_H-768_A-12.zip.

786



Layer 1

Layer 2

Layer 3

Layer 4

f.t. Layer 5

f.t. Layer 6

f.t. Layer 7

f.t. Layer 8

f.t. Layer 9

f.t. Layer 10

f.t. Layer 11

f.t. Layer 12

Task 1

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 6

Layer 7

Layer 8

f.t. Layer 9

f.t. Layer 10

f.t. Layer 11

f.t. Layer 12

Task 2

Layer 1

Layer 2

Layer 3

Layer 4

Distill. Layer

Distill. Layer

Distill. Layer

Task 1

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 6

Layer 7

Layer 8

Distill. Layer

Distill. Layer

Task 2

Layer 1

Layer 2

Layer 3

Layer 4

Layer 5

Layer 6

Layer 7

Layer 8

Distill. Layer

Distill. Layer

Distill. Layer

Distill. Layer

Distill. Layer

Task 1 Task 2

K.D. Merge

(a) Teacher models (b) Student models (c) Final multi-task model

Figure 1: Pipeline of the proposed method. (a) For each task we train separately a task-specific model with partial
fine-tuning, i.e. only the weights from some topmost layers (blue and red blocks) of the pre-trained model are
updated while the rest are kept frozen (gray blocks). (b) We perform knowledge distillation independently for each
task on the task-specific layers of the teacher models. (c) The student models are merged into one MT model so
that the frozen layers of the former can be shared.

to compress the former into a smaller l(τ)-layer
module. The proposed initialization scheme is
very simple: we initialize the student model with
the weights from the corresponding layers of the
teacher. More precisely, let Ns denote the number
of layers (including both frozen and task-specific
layers) in the student, where Ns < 12. We propose
to initialize the student from the bottommost Ns

layers of the teacher. Similar approach has also
been used in (Sanh et al., 2019), where the student
is initialized by taking one layer out of two from
the teacher. The value of l(τ), i.e. the number of
task-specific layers in the student model for task
τ , determines the final memory and computation
overhead for that task.

3.3 Model Merging

In the final step, we merge the single-task student
models into one multi-task model (Fig. 1(c)) so
that the parameters and computations carried out
in the frozen layers can be shared. To achieve this,
it suffices to load weights from multiple model
checkpoints into one computation graph.

4 Experiments

In this section, we compare the performance and
efficiency of our model with various baselines on
eight GLUE tasks (Wang et al., 2019b). More de-
tails on these tasks can be found in Appendix A.

4.1 Metrics

The performance metrics for GLUE tasks is ac-
curacy except for CoLA and STS-B. We use
Matthews correlation for CoLA, and Pearson cor-
relation for STS-B.

To measure the parameter and computational
efficiency, we introduce the total number of trans-
former layers that are needed to perform inference
for all eight tasks. For the models studied in our
experiments, the actual memory usage and the com-
putational overhead are approximately linear with
respect to this number. It is named “overhead” in
the header of Table 2.

4.2 Baselines

The baseline models/methods can be divided into
4 categories:

Single-task without KD. There is only one
method in this category, i.e. the standard practice
of single task full fine-tuning that creates a separate
model for each task.

Single-task with KD. The methods in this cate-
gory create a separate model for each task, but a
certain knowledge distillation method is applied to
compress each task model into a 6-layer one. The
KD methods include (Hinton et al., 2015; Xu et al.,
2020b; Sanh et al., 2019; Turc et al., 2019; Sun
et al., 2019b; Jiao et al., 2020; Wang et al., 2020).

Multi-task learning. This category includes two
versions of MT-DNN (Liu et al., 2019b, 2020), both
of which produce one single multi-task model. 1)
MT-DNN (full) is jointly trained for all eight tasks.
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QNLI RTE QQP MNLI SST-2 MRPC CoLA STS-B Avg. Layers Overhead

Full fine-tuning 91.6 69.7 91.1 84.6 93.4 88.2 54.7 88.8 82.8 12× 8 96 (100%)

DistillBERT[b] 89.2 59.9 88.5 82.2 91.3 87.5 51.3 86.9 79.6 6× 8 48 (50.0%)
Vanilla-KD[c] 88.0 64.9 88.1 80.1 90.5 86.2 45.1 84.9 78.5 6× 8 48 (50.0%)
PD-BERT[d] 89.0 66.7 89.1 83.0 91.1 87.2 - - - 6× 8 48 (50.0%)
BERT-PKD[e] 88.4 66.5 88.4 81.3 91.3 85.7 45.5 86.2 79.2 6× 8 48 (50.0%)
BERT-of-Theseus[f ] 89.5 68.2 89.6 82.3 91.5 89.0 51.1 88.7 81.2 6× 8 48 (50.0%)
TinyBERT[g] 90.5 72.2 90.6 83.5 91.6 88.4 42.8 - - 6× 8 48 (50.0%)
MiniLM[h] 88.4 66.5 88.4 81.3 91.3 85.7 45.5 86.2 79.2 6× 8 48 (50.0%)

MT-DNN (full)[j] 91.1 80.9 87.6 84.4 93.5 87.4 51.3 86.8 82.9 12× 1 12 (12.5%)
MT-DNN (LOO)[k] 69.7 60.6 66.5 56.7 79.2 74.2 10.2 72.9 - - -

Ours (KD-1) 86.4 66.1 91.0 77.5 90.7 85.1 36.4 88.3 77.4 7 + 1×8 15 (15.6%)
Ours (KD-2) 88.6 64.6 91.3 81.7 92.7 86.3 44.0 88.6 79.7 7 + 2×8 23 (24.0%)
Ours (KD-3) 90.2 66.8 91.2 82.9 92.7 88.0 50.0 88.9 81.3 7 + 3×8 31 (32.3%)

Ours (w/o KD) 91.7 71.5 91.1 84.5 93.1 89.7 55.2 88.9 83.2 7 + 60 67 (69.8%)
(2,10) (7,5) (2,10) (4,8) (6,6) (7,5) (4,8) (4,8)

Ours (mixed) 90.2 71.5 91.0 82.9 92.7 88.0 55.2 88.3 82.5 7 + 26 33 (34.3%)
(2,3) (7,5) (2,1) (4,3) (6,2) (7,3) (4,8) (4,1)

Table 2: A comparison of performance and overhead between our approach and various baselines (see §4.2 for
more details). The performance is evaluated on the dev set. To obtain the results labeled as “Ours”, we always run
the experiment 5 times with different initializations and report the maximum. The best result in each column is
highlighted in bold face. Shaded numbers indicate that they attain 99% of the Full fine-tuning baseline. Results of
[b] are from (Sanh et al., 2019); [c]-[f ] are from (Xu et al., 2020b); [g]-[h] are from (Wang et al., 2020); [j]-[k] are
reproduced by us with the toolkit from (Liu et al., 2020). Round bracket (x, y) indicates that the underlying task
model before merging consists of x frozen layers and y task-specific layers (fine-tuned or knowledge-distilled). In
the “Layers” column, notation 7 + 2× 8 implies that in the final multi-task model there are 7 shared frozen layers
and 2 task-specific layers for each of the 8 task.

It corresponds to the idea scenario where all tasks
are known in advance. 2) MT-DNN (LOO), where
“LOO” stands for “leave-one-out”, corresponds to
the scenario where one of the eight tasks is not
known in advance. The model is jointly pre-trained
on the 7 available tasks. Then an output layer for
the “unknown” task is trained with the pre-trained
weights frozen.

Flexible multi-task. Our models under various
efficiency constraints. Ours (w/o KD) means that
no knowledge distillation is applied to the task mod-
els. The number of fine-tuned layers for each task
is selected according to the criterion described in
Section 3.1. Ours (KD-n) means that knowledge
distillation is applied such that the student model
for each task contains exactly n task-specific lay-
ers. For Ours (mixed), we determine the number
of task-specific layers for each task based on the
marginal benefit (in terms of task performance met-
ric) of adding more layers to the task. More pre-
cisely, for each task we keep adding task-specific
layers as long as the marginal benefit of doing so is
no less than a pre-determined threshold c. In Table
2, we report the result for c = 1.0. Results with

other values of c can be found in Appendix D.

4.3 Results

The results are summarized in Table 2. From the
table it can be seen that the proposed method Ours
(mixed) outperforms all KD methods while be-
ing more efficient. Compared to the single-task
full fine-tuning baseline, our method reduces up
to around two thirds of the total overhead while
achieves 99.6% of its performance.

We observe that MT-DNN (full) achieves the
best average performance with the lowest over-
head. However, its performance superiority pri-
marily comes from one big boost on a single task
(RTE) rather than consistent improvements on all
tasks. In fact, we see that MT-DNN (full) suffers
performance degradation on QQP and STS-B due
to task interference, a known problem for MTL
(Caruana, 1997; Bingel and Sogaard, 2017; Alonso
and Plank, 2017; Wu et al., 2020). From our per-
spective, the biggest disadvantage of MT-DNN is
that it assumes full knowledge of all target tasks
in advance. From the results of MT-DNN (LOO),
we observe that MT-DNN has difficulty in han-
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dling new tasks if the model is not allowed to be
retrained.

5 Discussions

5.1 Advantages

One major advantage of the proposed architecture
is its flexibility. First, different tasks may be fed
with representations from different layers of BERT,
which encapsulate different levels of linguistic in-
formation (Liu et al., 2019a). This flexibility is
beneficial to both task performance and efficiency.
For instance, on QQP we achieve an accuracy of
91.0, outperforming all KD baselines with merely
one task-specific layer (connected to the 2nd layer
of the frozen backbone model). Second, our ar-
chitecture explicitly allows for allocating uneven
resources to different tasks. We have redistributed
the resources among the tasks in ours (mixed), re-
sulting in both greater performance and efficiency.
Third, our framework does not compromise the
modular design of the system. The model can be
straightforwardly updated on on a per-task basis.

5.2 Limitations

The major limitation of our approach is that for
each downstream task it requires approximately
10x more training time for the hyper-parameter
search compared to the conventional approach. Al-
though the cost is arguably manageable in practice,
i.e. typically 2 or 3 days per task on a single Nvidia
Tesla V100 GPU, the excessive computation load
should not be overlooked.

Another limitation is that although the overall
computation overhead is reduced, the serving la-
tency of our model deteriorates as the number of
tasks grows, and may eventually be worse than
that of the single task baseline. This is due to the
fact that during inference one cannot get the output
of any one task until the model has finished com-
puting for all tasks. In this regard, our approach
may not be appropriate for those applications that
demand exceptionally low serving latency, e.g. be-
low 10 ms. Nevertheless, we report in Appendix E
an industrial use case where our multi-task model
serves 21 tasks while achieving a latency as low as
32 ms (99th percentile).

5.3 Comparison with Adaptor-Based
Approaches

The adaptor-based approaches (Houlsby et al.,
2019; Pfeiffer et al., 2020) belong to another

category of fine-tuning approaches that are also
parameter-efficient. Basically, the adaptor-based
approaches introduce one trainable task-specific
“adaptor” module for each downstream task. This
module is generally lightweight, containing only a
few parameters and is inserted between (or within)
layers of the backbone model (e.g. BERT). How-
ever, even though the parameters of the backbone
model can be shared across the tasks, the compu-
tation for inference cannot due to the fact that the
internal data flow in each task model is modified
by the task-specific adaptor. Therefore, the adaptor-
based approaches are not computationally efficient
and one needs to perform a separate full forward
pass for each task. Since both parameter and com-
putation efficiency are what we aim to achieve, the
adaptor-based approaches are not comparable to
our method.

6 Conclusion

We have presented our framework that is designed
to provide efficient and flexible BERT-based multi-
task serving. We have demonstrated on eight
GLUE datasets that the proposed method achieves
both strong performance and efficiency. We release
our code2 and hope that it can facilitate BERT serv-
ing in cost-sensitive applications.
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Supplemental Materials

A Details on the GLUE tasks

The GLUE benchmark includes the following
datasets:

• QNLI (Question Natural Language Infer-
ence). The dataset is derived from (Rajpurkar
et al., 2016). This is a binary classifica-
tion task where an example is of the form
(question, sentence) and the goal is to predict
whether the sentence contains the correct an-
swer to the question (Wang et al., 2018).

• RTE (Recognizing Textual Entailment). A
binary entailment task similar to MNLI but
with much less training data (Bentivogli et al.,
2009).

• QQP (Quora Question Pairs) A binary clas-
sification task where the goal is to determine
if two questions asked on Quora are semanti-
cally equivalent (Chen et al., 2018).

• MNLI (Multi-Genre Natural Language Infer-
ence). Given a pair of sentences, the goal is to
predict whether the second sentence is an en-
tailment, contradiction or neutral with respect
to the first one (Williams et al., 2018).

• SST-2 (The Stanford Sentiment Treebank).
A binary single-sentence classification task
where the goal is to predict the sentiment (pos-
itive or negative) of the movie reviews (Socher
et al., 2013).

• MRPC (Microsoft Research Paraphrase Cor-
pus). A binary classification task where the
goal is to predict whether two sentences are
semantically equivalent (Dolan and Brockett,
2005).

• CoLA (The Corpus of Linguistic Acceptabil-
ity). A binary single-sentence classification
task where the goal is to predict whether an
English sentence is linguistically “acceptable”
or not (Warstadt et al., 2018).

• STS-B (The Semantic Textual Similarity
Benchmark). A regression task where the goal
is to predict whether two sentences are similar
in terms of semantic meaning as measured by
a score from 1 to 5 (Cer et al., 2017).

• WNLI (Winograd NLI). The dataset is de-
rived from (Levesque et al., 2012). We ex-
clude this task in our experiments following
the practice of (Devlin et al., 2019; Radford
et al., 2018).

Dataset Train Dev

QNLI 108k 5.4k
RTE 2.5k 0.3k
QQP 363k 40k
MNLI 392k 9.8k
SST-2 67k 0.8k
MRPC 3.5k 0.4k
CoLA 8.5k 1.0k
STS-B 5.7k 1.5k

Table 3: Number of examples for training and develop-
ment in GLUE datasets.

B Hyper-parameters

The approach presented in this work introduces two
new hyper-parameters for each task τ ∈ T , namely
the number of fine-tuned layers L(τ) for the teacher
and the number of knowledge distilled layer l(τ)

for the student. If the resources permit, these two
hyper-parameters should be tuned separately for
each task. As introduced in Section 3.1, we suggest
to constrain L within the range 4 ≤ L(τ) ≤ 10. As
for l(τ) which determines the eventual task-specific
overhead, we impose l(τ) ≤ 3. Since we always
determines L(τ) first, we do not need to experiment
with every combination of (L(τ), l(τ)). Combin-
ing these together, our approach requires approx-
imately 10x (7 for L and 3 for l) more training
time compared to conventional full fine-tuning ap-
proach.

The conventional hyper-parameters (e.g. learn-
ing rate, mini-batch size, etc) used in our experi-
ments are summarized in Table 4.

C Detailed Experiment Results

In the box plots of Figure 2 above we report the
performance of the student models initialized from
pre-trained BERT and from the teacher. It can be
clearly seen that the latter initialization scheme
generally outperforms the former. Besides, we also
observe that although increasing the number of
task-specific layers improves the performance, the
marginal benefit of doing so varies across tasks.
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Hyper-parameter value

learning rate 2e-5
batch size 32

Epoch 3, 4, 5
Optimizer Adam

weight decay rate 0.01
β1 0.9
β2 0.999
ε 1e-6

Table 4: Hyper-parameters used in our experiments.
We mainly followed the practice of (Devlin et al., 2019).

Notably, for QQP and STS-B the student models
with only one task-specific layer are able to attain
99% of the performance of their teacher.

D Performance-Efficiency Trade-off

In Fig 5, we report the performance of our method
with various values of c, where c is defined as the
minimal marginal benefit (in terms of task perfor-
mance metric) that every task-specific layer should
bring (see Section 4.2).

E Industrial Application

We have implemented our framework in the ap-
plication of utterance understanding of XiaoAI,
a mono-lingual (Chinese) commercial AI assis-
tant developed by XiaoMi. Our flexible multi-task
model forms the bulk of the utterance understand-
ing system, which processes over 100 million user
queries per day with a peak throughput of nearly
4000 queries-per-second (QPS).

For each user query, the utterance understanding
system performs various tasks, including emotion
recognition, incoherence detection, domain classi-
fication, intent classification, named entity recog-
nition, slot filling, etc. Due to the large workload,
these tasks are developed and maintained by a num-
ber of different teams. As the AI assistant itself
is under iterative/incremental development, its ut-
terance understanding system undergoes frequent
updates3:

• Update of training corpus, e.g. when new
training samples become available or some
mislabeled samples are corrected or removed.

3Not necessarily frequent for any particular task, but over-
all frequent if we regard the system as a whole.

• Redefinition of existing tasks. For instance,
when a more fine-grained intent classification
is needed, we may need to redefine existing
intent labels or introduce new labels.

• Introduction of new tasks. This may happen
when the AI assistant needs to upgrade its
skillsets so as to perform new tasks (e.g. rec-
ognize new set of instructions, play verbal
games with kids, etc).

• Removal of obsolete tasks. Sometimes a
task is superseded by another task, or simply
deprecated due to commercial considerations.
Those tasks need to be removed from the sys-
tem.

One imperative feature for the system is the mod-
ular design, i.e. the tasks should be independent
of each other so that any modification made to one
task does not affect the other tasks. Clearly, a con-
ventional multi-task system does not meet our need
as multi-task training breaks modularity.

Before the introduction of BERT, our utterance
understanding system is based on single-task serv-
ing, i.e. a separate model is deployed for each
task. As those models are relatively lightweight
(e.g. TextCNN, LSTM), overhead is not an issue.
However, with the introduction of BERT, the cost
for single-task serving becomes a valid concern
as each task model (a unique 12-layer fine-tuned
BERT) requires two Nvidia Tesla V100 GPUs for
stable serving that meets the latency requirement.

With the primary objective of reducing cost,
we have implemented the proposed flexible multi-
task model in our utterance understanding system,
which provides serving for a total of 21 downstream
tasks. Overall, there are 40 transformer layers of
which 8 are shared frozen layers (on average 1.5
task-specific layers per task). Using only 5 Nvidia
Tesla V100 GPUs, we are able to achieve4 a P99
latency of 32 ms under a peak throughput of 4000
QPS. Compared with single-task serving for 21
tasks which would require 42 GPUs, we estimate
that our system reduces the total serving cost by up
to 88%.

4with fp16 and fast transformer (https://github.
com/NVIDIA/FasterTransformer) acceleration.
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Figure 2: A comparison of the task performance between vanilla initialization (initialize from pre-trained BERT)
and teacher initialization as described in Section 3.2 for n ∈ {1, 2, 3}, where n is the number of task-specific layers
in the student model.
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QNLI RTE QQP MNLI SST-2 MRPC CoLA STS-B Avg. Layers Overhead

Full fine-tuning 91.6 69.7 91.1 84.6 93.4 88.2 54.7 88.8 82.8 12× 8 96 (100%)

Ours (KD-1) 86.4 66.1 91.0 77.5 90.7 85.1 36.4 88.3 77.4 7 + 1×8 15 (15.6%)
Ours (KD-2) 88.6 64.6 91.3 81.7 92.7 86.3 44.0 88.6 79.7 7 + 2×8 23 (24.0%)
Ours (KD-3) 90.2 66.8 91.2 82.9 92.7 88.0 50.0 88.9 81.3 7 + 3×8 31 (32.3%)

Ours (c = 1.0) 90.2 71.5 91.0 82.9 92.7 88.0 55.2 88.3 82.5 7 + 26 33 (34.3%)
(2,3) (7,5) (2,1) (4,3) (6,2) (7,3) (4,8) (4,1)

Ours (c = 2.0) 88.6 66.1 91.0 81.7 92.7 85.1 50.0 88.3 80.4 7 + 13 20 (20.2%)
(2,2) (7,1) (2,1) (4,2) (6,2) (7,1) (4,3) (4,1)

Ours (c = 3.0) 86.4 66.1 91.0 81.7 90.7 85.1 50.0 88.3 79.9 7 + 11 18 (18.8%)
(2,1) (7,1) (2,1) (4,2) (6,1) (7,1) (4,3) (4,1)

Ours (w/o KD) 91.7 71.5 91.1 84.5 93.1 89.7 55.2 88.9 83.2 7 + 60 67 (69.8%)
(2,10) (7,5) (2,10) (4,8) (6,6) (7,5) (4,8) (4,8)

Table 5: Results with various values of c. This parameter controls the performance-efficiency trade-off of the
overall multi-task model, in the sense that we allow the growth of an existing task module by one more task-
specific layer only if that would bring a performance gain greater than c.
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accessed for research purposes should not be used
outside of research contexts)?
No. The justification is the same that for question
B2.

B4. Did you discuss the steps taken to check
whether the data that was collected/used con- tains
any information that names or uniquely identifies
individual people or offensive content, and the
steps taken to protect / anonymize it?
No. The justification is the same that for question
B2.

B5. Did you provide documentation of the
artifacts, e.g., coverage of domains, languages,
and linguistic phenomena, demographic groups
represented, etc.?
Yes, it is provided in Appendix A.

B6. Did you report relevant statistics like the
number of examples, details of train/test/dev splits,
etc. for the data that you used/created?
Yes, it is provided in Appendix A.

C. Did you run computational experiments?

Yes, in Section 4.

C1. Did you report the number of parameters in
the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure
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used?
No, we did not report the number of parameters
in the models used as it can be easily inferred
from Table 2. The total computation budget was
discussed in Section 5.2.

C2. Did you discuss the experimental setup,
including hyperparameter search and best-found
hyperparameter values?
Yes, it is provided in the Section 4 and Appendix B.

C3. Did you report descriptive statistics about your
results (e.g., error bars around results, summary
statistics from sets of experiments), and is it
transparent whether you are reporting the max,
mean, etc. or just a single run?
Yes, we explicitly stated in the caption of Table
1 and Table 2 that our results are the maximum
over 5 independent runs. Detailed results are also
reported in Appendix C.

C4. If you used existing packages (e.g., for
preprocessing, for normalization, or for evalua-
tion), did you report the implementation, model,
and parameter settings used (e.g., NLTK, Spacy,
ROUGE, etc.)?
We did reuse the WordPiece implemen-
tation from BERT’s repository https:

//github.com/google-research/bert for
tokenization. We did not report this as we consider
it as a trivial matter.

D. Did you use human annotators (e.g.,
crowdworkers) or research with human
subjects?
No, we did not use any human annotators, nor did
we research with human subjects.
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Abstract

We present a new dataset containing 10K
human-annotated games of Go and show how
these natural language annotations can be used
as a tool for model interpretability. Given a
board state and its associated comment, our ap-
proach uses linear probing to predict mentions
of domain-specific terms (e.g., ko, atari) from
the intermediate state representations of game-
playing agents like AlphaGo Zero. We find
these game concepts are nontrivially encoded
in two distinct policy networks, one trained via
imitation learning and another trained via rein-
forcement learning. Furthermore, mentions of
domain-specific terms are most easily predicted
from the later layers of both models, suggesting
that these policy networks encode high-level
abstractions similar to those used in the natural
language annotations.

1 Introduction

Go is fundamentally a game of pattern recognition:
from ladders and walls to sente and shape, pro-
fessional players rely on a rich set of concepts to
communicate about structures on the game board.
Some patterns are relatively simple: walls are lines
of adjacent stones, and an atari is a threat to cap-
ture stones on the next move; other patterns are less
clearly defined: hane refers to any move that “goes
around” the opponent’s stones, and sente describes
a general state of influence or tempo. Despite the
nebulous definitions of some of these terms, human
players use them productively. Beginners learn
about eyes that determine when groups of stones
are alive or dead and are given guidelines for when
they should play a cut or extend a ladder; more ad-
vanced players learn sequences of joseki and tesuji
and are taught to distinguish good shape from bad
shape. Figures 1-2 depict some example concepts.

Computers have recently surpassed human per-
formance at Go (Silver et al., 2016), but relatively
little is known about why these programs perform

Figure 1: Example comment from our dataset, with
domain-specific keywords (shape, sente) highlighted.
Although this comment is from a 9 × 9 game for il-
lustrative purposes, our dataset primarily focuses on
annotations from 19 × 19 games.

so well and whether they rely on similar repre-
sentational units to choose the moves they play.
While post-hoc behavioral analyses suggest that
AlphaGo and its successor AlphaGo Zero (Silver
et al., 2017) can process complex game situations
involving shape, capturing races, sente, tesuji, and
even ladders, existing interpretability work has fo-
cused on the moves that agents play, rather than the
internal computations responsible for those moves.
Our work instead proposes a structural analysis
by correlating the internal representations of game-
playing agents with information from a naturally-
occurring dataset of move-by-move annotations.

In this paper, we use linear probing to explore
how domain-specific concepts are represented by
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(a) Cut (b) Eyes (c) Ladder (d) Wall

Figure 2: Example Go patterns and associated terminology. (a) Cuts are moves that separate two groups of stones.
(b) Eyes are empty squares surrounded by stones of the same color. (c) Ladders are capturing races which may
span the entire board. (d) Walls are lines of adjacent stones of the same color. These terms appear frequently in our
dataset of natural language annotations and are further defined in the appendix.

game-playing agents. Because we do not have
ground-truth labels explaining which concepts are
relevant to a given game state, we collect a dataset
of 10K annotated Go games (§2.1). Given a board
state and its associated comment, we produce bi-
nary feature vectors summarizing which game phe-
nomena (e.g., ko, atari) are mentioned in the com-
ment and use pattern-based feature extractors to
determine which phenomena are actually present
on the board (§2.2). We then feed board states into
two policy networks with disparate architectures
and training methods (§3.1) to obtain intermedi-
ate representations. Finally, we use linear probes
(§3.2) to predict the binary feature vectors from our
policy networks. Generally, we find that pattern-
based features are encoded in the early layers of
policy networks, while natural language features
are most easily extracted from the later layers of
both models. We release our code and data at
https://github.com/andrehe02/go.

2 Dataset

2.1 Annotated Games

We collect 10K games with move-by-move English
annotations from the Go Teaching Ladder (GTL).1

The GTL was created by Jean-loup Gailly and Bill
Hosken in 1994 and maintained until 2016 and per-
mits non-commercial digital redistribution. Until
2016, members of the GTL could submit games
for review by volunteers, who ranged from amateur
to professional strength. Reviewers were given an-
notation guidelines and required to have a higher
rating than their assigned reviewees, resulting in
high quality natural language data. Of the collected
games, we focus on 9524 which were played on
classical 19× 19 boards; many games also include

1https://gtl.xmp.net

unplayed analysis variations which we do not use
in this work. These 9524 games contain 458,182
total comments, with a median length of 14 words.

2.2 Feature Extraction

We convert board states and comments into binary
feature vectors using two methods: (1) pattern-
based feature extraction, which checks for the
ground truth presence of features from the board
state, and (2) keyword-based feature extraction,
which converts comments into bag-of-words repre-
sentations based on domain-specific keywords.

Pattern-Based We define a set of rules to de-
termine which game phenomena are present in a
given board state, including: cuts, eyes, ladders,
and walls. For example, we decide that a wall is
present when four stones of the same color are
placed in a row adjacent to one another. Because
patterns like wall and cut are often imprecisely de-
fined, these definitions may not align perfectly with
player intuitions; we therefore provide additional
details for each phenomena in the appendix. We
do not attempt to write rule-based definitions of
vaguer concepts like sente and influence.

Keyword-Based We scrape an online vocabulary
of domain-specific terminology2 and find the 30
most common terms in our natural language an-
notations. We then convert each comment into a
30-dimensional binary feature vector representing
whether or not it contains these keywords; we addi-
tionally include features based on 60 control words,
chosen according to frequency statistics, which are
further subdivided into function and content words.
Our wordlist and details about our selection of con-
trol words can be found in the appendix.

2https://senseis.xmp.net/?GoTerms
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Figure 3: Results for the imitation learning and reinforcement learning agents are highly correlated. (Left) Scatterplot
of ROC AUC values for linear probes trained to predict the presence of domain-specific keywords in move-by-move
annotations. Keywords but not control words are predictable from the intermediate layers of both models. Words to
the left of the solid line (y = x) are better predicted from the reinforcement learning model. (Right) Kernel density
estimates showing where information is best represented in the policy networks (cf. §3.3). For both policy networks,
pattern-based features are encoded in early layers, while keyword-based features are most easily extracted from
later layers. Layer 0 denotes the input board representation for both models.

Having both pattern-based and keyword-based fea-
tures captures a trade-off between precision and
coverage. Writing rules for pattern-based features
is labor-intensive and essentially impossible for
many game concepts. Meanwhile, keyword-based
features are inherently noisy: comments often men-
tion phenomena which didn’t actually occur in the
game, and common structures like atari and eyes
are frequently left unmentioned because the anno-
tator and players already know they exist. Nonethe-
less, we find that probes are capable of predicting
the presence of domain-specific keywords with sig-
nificantly better-than-chance accuracy.

3 Methods

3.1 Policy Networks
We analyze two agents: (1) an imitation learning
agent using the architecture described in Clark and
Storkey (2015), and (2) a pre-trained ELF OpenGo
model (Tian et al., 2017, 2019), which is an open-
source, reinforcement learning agent similar to Al-
phaGo Zero (Silver et al., 2017). Our imitation
learning model was trained on 228,000 games and
achieved a rating of 1K (≈ 1900 ELO) on the On-
line Go Server (OGS),3 where it played against
a combination of humans and computers until its

3https://online-go.com

rating stabilized. ELF OpenGo reports a self-play
ELO over 5000, but this metric is inflated (Tian
et al., 2019). Although we refer to these agents
by their training procedure (i.e., imitation vs. rein-
forcement), there are several other differences be-
tween the models. One possible source of variance
between agents involves the format of the board
state representation. Following Clark and Storkey
(2015), our imitation learning model takes as input
a 19× 19× 7 binary matrix. Of the seven planes,
six represent the positions of stones, divided by
color and the number of liberties; the seventh plane
represents ko information. Meanwhile, the rein-
forcement learning model’s 19 × 19 × 17 input
contains a partial history of the game state.

3.2 Linear Probes

Given a board state and paired feature vector as
described in Section 2.2, we compute intermedi-
ate representations by feeding the board state into
frozen policy networks. To predict each feature of
interest, we run logistic regression independently
on each layer of each policy network, including the
raw board state. In other words, for each policy
network, we train F ×L×k classifiers, where F is
the number of features, L is the number of layers,
and k is the parameter for k-fold cross-validation,
as discussed in the following section.
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Domain Word Imitation Reinforcement Rough Definition

Pincer 0.91 0.91 attack on a corner approach
Joseki 0.87 0.87 fixed local sequences of moves
Fuseki 0.85 0.84 opening
Ko 0.80 0.86 repetitive capture sequence
Wall 0.70 0.74 sequence of stones in a row
Atari 0.69 0.73 threat to capture
Eye 0.67 0.73 surrounded empty space
Cut 0.64 0.65 block two groups from connecting
Me 0.60 0.62 another word for eye
Down 0.60 0.60 toward the edge of the board
Point 0.59 0.61 specific locations on the board; or, the score
Force 0.58 0.58 requiring immediate response
Up 0.56 0.58 toward the center of the board

Table 1: ROC AUC values for a subset of domain words in both the imitation learning and reinforcement learning
models. Higher values correspond to more predictable words. Domain words with the highest values represent
relatively straightforward corner patterns (pincer), while keywords with the lowest values (force, up) are polysemous
with commonly used non-domain-specific meanings. See Table 2 in the appendix for additional ROC AUC values.

3.3 Metrics

We seek to answer two questions: (1) what infor-
mation is represented in the policy networks, and
(2) where is this information represented? To an-
swer the first question, we compute the area under
the receiver operating characteristic curve (ROC
AUC) for each linear probe. Specifically, for each
layer, we compute the average ROC AUC after 10-
fold cross-validation and then take the maximum
average value across layers. Features with high
ROC AUC are said to be represented by a model,
because they are linearly extractible from some in-
termediate layer of its policy network. To answer
the second question, we compute the layer at which
each feature has its highest ROC AUC value; we
then apply 10-fold cross-validation, summarize the
counts for each feature in a histogram, and compute
a kernel density estimate (KDE) for visualization.

4 Results

We find that domain-specific keywords are signif-
icantly more predictable than control words, with
p = 1.8 × 10−5 under the Wilcoxon signed-rank
test. As shown in Figure 3 (Left) and Table 1,
the keyword with the highest ROC AUC value
across both models is pincer, which denotes a rela-
tively straightforward corner pattern. Meanwhile,
low-valued domain words like me and up are pol-
ysemous with non-domain-specific meanings and
therefore difficult to predict. While content and

function control words have roughly similar distri-
butions, some content words are noticeably more
predictable; for example, opponents is the highest-
valued control word with ROC AUC values of
(0.85, 0.89) as seen in Figure 3 (Left). Such con-
trol words are likely predictable due to correlations
with certain domain-specific concepts.

ROC AUC values for the two models are strongly
correlated, with Pearson’s coefficient ρ = 0.97.
Figure 3 (Left) shows that for most keywords, the
reinforcement learning model slightly outperforms
the imitation learning model. Furthermore, key-
words are significantly more predictable from the
imitation learning model than from a randomly ini-
tialized baseline with identical architecture (p =
5.6 × 10−16). Some words like ko are noticeably
more predictable from the reinforcement learning
model, possibly due to differences in input board
state representations (cf. §3.1); further discussion
of this point can be found in the appendix.

Consistent with our knowledge that pattern-
based features can be obtained by applying simple
rules to the raw board state, we find that pattern-
based features are encoded in early layers of both
models, as shown in Figure 3 (Right). Mean-
while, keyword-based features are most easily ex-
tracted from later layers, suggesting that they cor-
relate with high-level abstractions in the policy net-
work. Generally, pattern-based features are much
more predictable than keyword-based features,
with average ROC AUC values of (0.96, 0.98) and
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(0.68, 0.70), respectively. As discussed in Sec-
tion 2.2, this discrepancy can largely be attributed
to the noisiness inherent in natural language data.

5 Related Work

Jhamtani et al. (2018) propose a similarly-sized
dataset of move-by-move chess commentary.
Rather than using this commentary for model inter-
pretability, though, Jhamtani et al. (2018) attempt
to predict whole comments from raw board states.
Zang et al. (2019) use the same dataset to jointly
train a policy network and language generation
model with a shared neural encoder, but again fo-
cus on the pedagogical application of commentary
generation rather than interpretation of the policy
network. Similar work has focused on generat-
ing sportscasts in the Robocup domain (Chen and
Mooney, 2008; Liang et al., 2009; Mei et al., 2016).

Our primary methodology is linear probing (Et-
tinger et al., 2016; Manning et al., 2020), which has
commonly been used to study the intermediate rep-
resentations of language models like ELMo (Peters
et al., 2018) and BERT (Devlin et al., 2019). One
classic result in this area shows that early layers
of contextual language models correlate best with
lexical-syntactic information such as part of speech,
while later layers correlate with semantic informa-
tion like proto-roles and coreference (Tenney et al.,
2019). Recent work on control tasks (Hewitt and
Liang, 2019), minimum description length (Voita
and Titov, 2020), and Pareto probing (Pimentel
et al., 2020) has focused on improving the method-
ological rigor of this paradigm. Although linear
probing is fundamentally a correlational method,
other recent work has focused on whether informa-
tion which is easily extractable from intermediate
layers of a deep network is causally used during in-
ference (Elazar et al., 2021; Lovering et al., 2021).

Most related to our work are contemporary stud-
ies by McGrath et al. (2021) and Forde et al. (2022),
which apply probing techniques to the games of
chess and Hex, respectively. McGrath et al. (2021)
use linear probes to predict a large number of
pattern-based features throughout the training of
an AlphaZero agent for chess. Meanwhile, Forde
et al. (2022) train linear probes for pattern-based
features on an AlphaZero agent for Hex and run be-
havioral tests to measure whether the agent “under-
stands” these concepts. Comparatively, our work
uses fewer features than McGrath et al. (2021) and
does not make causal claims about how represen-

tations are used during inference, as in Forde et al.
(2022); however, to the best of our knowledge, our
work is the first of its kind to use features derived
from natural language in conjunction with probing
techniques for policy interpretability.

6 Conclusion

We presented a new dataset of move-by-move an-
notations for the game of Go and showed how it
can be used to interpret game-playing agents via
linear probes. We observed large differences in
the predictability of pattern-based features, which
are extracted from the board state, and keyword-
based features, which are extracted from comments.
In particular, pattern-based features were easily ex-
tracted from lower layers of the policy networks we
studied, while keyword-based features were most
predictable from later layers. At a high level, this
finding reinforces the intuition that written annota-
tions describe high-level, abstract patterns that can-
not easily be described by a rule-based approach.
Accordingly, we argue there is much to learn from
this annotation data: future work might attempt to
correlate policy network representations with richer
representations of language, such as those provided
by a large language model. Future work might also
explore whether similar approaches could be used
to improve game-playing agents, either by expos-
ing their weaknesses or providing an auxiliary train-
ing signal. We also expect similar approaches may
be viable in other reinforcement learning domains
with existing natural language data.
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A Dataset Statistics

The most common domain-specific terms appear
in more than 15K comments, as shown in Figure 4.

Figure 4: Histogram showing the number of comments
that contain each of the ten most common domain-
specific words.

B Pattern-Based Feature Extraction

As described in Section 2.2, we extract features
from the board state using a set of hand-crafted
rules. These rules may not align perfectly with
player intuitions, which can be hard to formulate
concisely, and so are presented here for full detail.

Cut We define cuts as moves that prevent the op-
ponent from connecting two disconnected groups
on their next move. To avoid labelling squares
where a play would be immediately capturable, we
also require that a cut have at least two liberties.
Note that this definition permits non-diagonal cuts.

Eye We define eyes as connected groups of empty
squares that are completely surrounded by stones
of the same color. We require there be no enemy
stones in the same surrounded region, so this defini-
tion fails to capture eyes that surround dead stones.

Ladder The term ladder describes the formation
shown in Figure 2c. Since human players can usu-
ally predict who wins a ladder, they rarely play out
the capturing race. For this reason, we do not look
for ladder formations, but instead label moves that
would start or continue a ladder. Specifically, we
label a square for the ladder feature if it is the singu-
lar liberty of a friendly group of stones and a play
at the square results in the group having exactly
two liberties. We do not count trivial ladders that
lie at the edge of the board.

Wall We define a wall as a connected row or
column with four or more stones of the same color.

C Keywords and Control Words

Keywords We choose the first thirty most fre-
quent terms (cf. Table 1) from our vocabulary of
domain-specific terminology as keywords: terri-
tory, point, cut, sente, up, me, moyo, shape, ko,
invasion, influence, wall, joseki, eye, alive, gote,
life, pincer, aji, thickness, base, atari, connected,
hane, tenuki, down, overplay, force, reading, fuseki.

Control Words Our control words consist of the
thirty most frequent words in our dataset, as well
as thirty words uniformly distributed according to
the same frequency as the keywords: the, is, to,
this, white, black, and, you, at, for, in, move, it,
of, but, not, be, have, play, that, on, good, here,
if, better, can, would, now, should, stones, looking,
wanted, opponents, wasnt, defending, save, youre,
answer, three, fine, feel, place, lose, bit, possibility,
attacking, likely, leaves, shouldnt, question, lost,
threat, almost, theres, continue, trying, hope, just,
exchange, before. We further subdivide the con-
trol words based on whether or not they appear
in the NLTK stopword list,4 which we use as a
rough proxy for distinguishing between function
and content words.

D Additional Results

We additionally report de-aggregated ROC AUC
values for each keyword across layers, as shown
in Figures 5-7. These figures show the raw data
used to compute the kernel density estimates in
Figure 3, which show that natural language fea-
tures are most easily extracted from later layers
of both models. We note in Figure 5 that ladders
are the most difficult pattern-based feature to pre-
dict, which is consistent with our knowledge that
many Go-playing agents fail to correctly handle
ladders without special feature engineering (Tian
et al., 2019). Anecdotally, our imitation learning
model often failed to play ladders correctly; this
is consistent with the finding that ladders are more
predictable from the reinforcement learning model.
Future work might investigate whether this prob-
ing framework could be used to effectively predict
model behavior in situations like these, as in Forde
et al. (2022) for the game of Hex.

4https://gist.github.com/sebleier/
554280
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Figure 5: Plots of ROC AUC values for pattern-based features in the imitation learning model (top) and the
reinforcment learning model (bottom). Among the four pattern-based features we consider, ladders have by far the
lowest ROC AUC values. As noted in Tian et al. (2019), ladders are a known challenge for Go agents, requiring
special feature engineering in Silver et al. (2016). Therefore, perhaps it is unsurprising that ladders were the most
difficult pattern-based feature to predict.

E Major Differences Between Imitation
and Reinforcement Learning Models

While most keywords have similar ROC AUC val-
ues across models, ko, eye, atari, and overplay have
a noticeably higher ROC AUC values under the re-
inforcement learning model (cf. Table 1). However,
this discrepancy is not obviously attributable to the
difference in training procedures (i.e., imitation vs.
reinforcement). As described in Section 3.1, the
two models use different input state representations,
which differ in their encoding of ko and liberty in-
formation, which is used to determine whether eyes
and atari exist. Such architectural differences may
explain discrepancies across models, but do not
account for words like overplay; playing strength
is another possible (but not confirmed) source of
these discrepancies.
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Figure 6: Plots of centered ROC AUC values for keywords in the imitation learning model. For most keywords,
linear probe performance peaks at mid-to-late layers of the imitation learning model.
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Figure 7: Plots of centered ROC AUC values for keywords in the reinforcement learning (RL) model. While noisier
than the imitation learning model, probe performance still tends to peak at mid-to-late layers of the RL model and
declines at the final layers. Figure 3 aggregates these results alongside pattern-based feature classifiers.
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Domain Word Imitation Reinforcement Rough Definition

Pincer 0.91 0.91 attack on a corner approach
Joseki 0.87 0.87 fixed local sequences of moves
Fuseki 0.85 0.84 opening
Ko 0.80 0.86 repetitive capture sequence
Base 0.76 0.77 starter eye space
Moyo 0.74 0.77 sphere of influence
Influence 0.72 0.74 long-range effect of stones
Reading 0.72 0.70 calculating an upcoming sequence
Wall 0.70 0.74 sequence of stones in a row
Thickness 0.70 0.74 strength of a group of stones
Invasion 0.70 0.72 attack on enemy territory
Atari 0.69 0.73 threat to capture
Eye 0.67 0.73 surrounded empty space
Gote 0.67 0.69 loss of initiative
Tenuki 0.66 0.68 non-local response
Hane 0.66 0.70 move that “reaches around” or bends
Overplay 0.64 0.70 overly aggressive move
Cut 0.64 0.65 block two groups from connecting
Alive 0.63 0.67 cannot be captured
Territory 0.63 0.66 controlled empty space
Aji 0.63 0.66 possibilities left in a position
Sente 0.63 0.66 initiative
Shape 0.62 0.64 quality of a group of stones
Life 0.62 0.63 inability to be captured
Connected 0.61 0.62 adjacent or nearby stones
Me 0.60 0.62 another word for eye
Down 0.60 0.60 toward the edge of the board
Point 0.59 0.61 specific locations on the board; or, the score
Force 0.58 0.58 requiring immediate response
Up 0.56 0.58 toward the center of the board

Table 2: ROC AUC values for all domain words in both the imitation learning and reinforcement learning models.
Domain words with the highest values represent relatively straightforward corner patterns (pincer), while keywords
with the lowest values (force, up) are polysemous with commonly used non-domain-specific meanings.
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Abstract

Automatic ICD coding is defined as assign-
ing disease codes to electronic medical records
(EMRs). Existing methods usually apply label
attention with code representations to match
related text snippets. Unlike these works that
model the label with the code hierarchy or de-
scription, we argue that the code synonyms can
provide more comprehensive knowledge based
on the observation that the code expressions in
EMRs vary from their descriptions in ICD. By
aligning codes to concepts in UMLS, we collect
synonyms of every code. Then, we propose a
multiple synonyms matching network to lever-
age synonyms for better code representation
learning, and finally help the code classifica-
tion. Experiments on the MIMIC-III dataset
show that our proposed method outperforms
previous state-of-the-art methods.

1 Introduction

International Classification of Diseases (ICD) is a
classification and terminology that provides diag-
nostic codes with descriptions for diseases1. The
task of ICD coding refers to assigning ICD codes to
electronic medical records (EMRs) which is highly
related to clinical tasks or systems including pa-
tient similarity learning (Suo et al., 2018), medical
billing (Sonabend et al., 2020), and clinical deci-
sion support systems (Sutton et al., 2020). Tradi-
tionally, healthcare organizations have to employ
specialized coders for this task, which is expen-
sive, time-consuming, and error-prone. As a result,
many methods have been proposed for automatic
ICD coding since the 1990s (de Lima et al., 1998).

Recent methods treat this task as a multi-label
classification problem (Xie and Xing, 2018; Li and
Yu, 2020; Zhou et al., 2021), which learn deep
representations of EMRs with an RNN or CNN en-
coder and predict codes with a multi-label classifier.

∗ Work done at Alibaba DAMO Academy.
1who.int/standards/classifications/

classification-of-diseases

Recent state-of-the-art methods propose label atten-
tion that uses the code representations as attention
queries to extract the code-related representations2

(Mullenbach et al., 2018). Following this idea,
many works further propose using code hierarchi-
cal structures (Falis et al., 2019; Xie et al., 2019;
Cao et al., 2020) and descriptions (Cao et al., 2020;
Song et al., 2020) for better label representations.

In this work, we argue that the synonyms of
codes can provide more comprehensive informa-
tion. For example, the description of code 244.9
is “Unspecified hypothyroidism” in ICD. However,
this code can be described in different forms in
EMRs such as “low t4” and “subthyroidism”. For-
tunately, these different expressions can be found in
the Unified Medical Language System (Bodenrei-
der, 2004), a repository of biomedical vocabularies
that contains various synonyms for all ICD codes.
Therefore, we propose to leverage synonyms of
codes to help the label representation learning and
further benefit its matching to the EMR texts.

To model the synonym and its matching to EMR
text, we further propose a Multiple Synonyms
Matching Network (MSMN)3. Specifically, we
first apply a shared LSTM to encode EMR texts
and each synonym. Then, we propose a novel
multi-synonyms attention mechanism inspired by
the multi-head attention (Vaswani et al., 2017),
which considers synonyms as attention queries to
extract different code-related text snippets for code-
wise representations. Finally, we propose using a
biaffine-based similarity of code-wise text represen-
tations and code representations for classification.

We conduct experiments on the MIMIC-III
dataset with two settings: full codes and top-50
codes. Results show that our method performs bet-
ter than previous state-of-the-art methods.

2“Label” equals to “code” in some contexts of this paper.
3Our codes and model can be found at https://

github.com/GanjinZero/ICD-MSMN.
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2 Approach

Consider free text S (usually discharge summaries)
from EMR with words {wi}Ni=1. The task is to as-
sign a binary label yl ∈ {0, 1} based on S. Figure 1
shows an overview of our method.

2.1 Code Synonyms

We extend the code description l1 by synonyms
from the medical knowledge graph (i.e., UMLS
Metathesaurus). We first align the code to the
Concept Unique Identifiers (CUIs) from UMLS.
Then we select corresponding synonyms of English
terms from UMLS with the same CUIs and add ad-
ditional synonyms by removing hyphens and the
word “NOS” (Not Otherwise Specified). We denote
the code synonyms as {l2, ..., lM} in which each
code synonym lj is composed of words {lji }

Nj

i=1.

2.2 Encoding

Previous works (Ji et al., 2021; Pascual et al.,
2021) have shown that pretrained language models
like BERT (Devlin et al., 2019) cannot help the
ICD coding performance, hence we use an LSTM
(Hochreiter and Schmidhuber, 1997) as our en-
coder. We use pre-trained word embeddings to map
words wi to xi. A d-layer bi-directional LSTM
layer takes word embeddings as input to obtain text
hidden representations H ∈ Rh.

H = h1, ...,hN = Enc(x1, ...,xN ) (1)

For code synonym lj , we apply the same encoder
with a max-pooling layer to obtain representation
qj ∈ Rh.

qj = MaxPool(Enc(xj
1, ...,x

j
Nj

)) (2)

2.3 Multi-synonyms Attention

To interact text with multiple synonyms, we pro-
pose a multi-synonyms attention inspired by the
multi-head attention (Vaswani et al., 2017). We
split H ∈ RN×h into M heads Hj ∈ RN× h

M :

H = H1, ...,HM (3)

Then, we use code synonyms qj to query Hj . We
take the linear transformations of Hj and qj to
calculate attention scores αj

l ∈ RN . Text related
to code synonym lj can be represented by Hαj

l .
We aggregate code-wise text representations vl ∈

cretinism

goitrous cretinism

congen hypothy not iodine def

congenital hypothyroidism

Synonyms for Code !: 243

!!

Review of systems is negative for the following

"

Discharge summary:
Enc

Enc

""
"#

"$
"%

!& #&

"$&#

"$&"
"$&$

"$&%

%(#&''!&)

Figure 1: The architecture of our proposed MSMN.
Different colors indicate different code synonyms. We
also split hidden representations into different heads for
multi-synonyms attention.

Rh using max-pooling of Hαj
l since the text only

needs to match one of the synonyms.

αj
l = softmax(WQq

j · tanh(WHHj)) (4)

vl = MaxPool(Hα1
l , ...,HαM

l ) (5)

2.4 Classification
We classify whether the text S contains code l
based on the similarity between code-wise text rep-
resentation vl and code representation. We aggre-
gate code synonym representations {qj} to code
representation ql ∈ Rh by max-pooling. We then
propose using a biaffine transformation to measure
the similarity for classification:

ql = MaxPool(q1,q2, ...,qM ) (6)

ŷl = σ(logitl) = σ(vT
l Wql) (7)

Previous works (Mullenbach et al., 2018; Vu et al.,
2020) classify codes via4:

ŷl = σ(logitl) = σ(vT
l wl) (8)

Their work need to learn code-dependent param-
eters [wl]l∈C ∈ R∥C∥×h for classification, which
suffers from training rare codes. On the contrary,
our biaffine function that uses Wql instead of wl

only needs to learn code-independent parameters
W ∈ Rh×h.

2.5 Training
We optimize the model using binary cross-entropy
between predicted probabilities ŷl and labels yl:

L =
∑
l∈C

−yl log(ŷl)− (1− yl) log(1− ŷl) (9)

4We omit the biases in all equations for simplification.
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Train Dev Test
MIMIC-III Full

# Doc. 47,723 1,631 3,372
Avg # words per Doc. 1,434 1,724 1,731
Avg # codes per Doc. 15.7 18.0 17.4
Total # codes 8,692 3,012 4,085

MIMIC-III 50

# Doc. 8,066 1,573 1,729
Avg # words per Doc. 1,478 1,739 1,763
Avg # codes per Doc. 5.7 5.9 6.0
Total # codes 50 50 50

Table 1: Statistics of MIMIC-III dataset under full codes
and top-50 codes settings.

3 Experiments

3.1 Dataset

MIMIC-III dataset (Johnson et al., 2016) con-
tains deidentified discharge summaries with human-
labeled ICD-9 codes. We list the document
counts, average word counts per document, aver-
age codes counts per document, and total codes
of the MIMIC-III dataset in Table 1. We use the
same splits with previous works (Mullenbach et al.,
2018; Vu et al., 2020) with two settings as full
codes (MIMIC-III full) and top-50 frequent codes
(MIMIC-III 50). We follow the preprocessing of
Xie et al. (2019) and Vu et al. (2020) to truncate dis-
charge summaries at 4,000 words. We measure the
results using macro AUC, micro AUC, macro F1,
micro F1 and precision@k (k = 5 for MIMIC-III
50, 8 and 15 for MIMIC-III full).

3.2 Implementation Details

We sample M = 4 and 8 synonyms per code for
MIMIC-III full and MIMIC-III 50 respectively. We
sample synonyms fully randomly from the syn-
onyms set. If some ICD codes do not have enough
synonyms, we just repeat these synonyms. We
use the same word embeddings as Vu et al. (2020)
which are pretrained on the MIMIC-III discharge
summaries using CBOW (Mikolov et al., 2013)
with a hidden size of 100. We apply R-Drop with
α = 5 (Liang et al., 2021) to regularize the model
to prevent over-fitting. We apply the dropout with
a ratio of 0.2 after the word embedding layer and
before the classification layer. For text encoding,
we add a linear layer upon the LSTM layer (the out-
put dimension of the linear layer refers to LSTM
output dim. in Table 2). We train MSMN with
AdamW (Loshchilov and Hutter, 2019) with a lin-
ear learning rate decay. We optimize the threshold

Parameters Full Top 50

Emb. dim. 100 100
Emb. dropout 0.2 0.2
LSTM Layer (d) 2 1
LSTM hidden dim. 256 512
LSTM output dim. (h) 512 512
Synonyms count (M ) 4 8
Rep. dropout 0.2 0.2
R-Drop weight 5.0 5.0
Epoch 20 20
Peak lr. 5e-4 5e-4
Batch size 16 16
Adam ϵ 1e-8 1e-8
Weight decay 0.01 0.01
Clipping grad. 1.0 1.0

Table 2: Hyper-parameters used for training MIMIC-III
full setting and MIMIC-III 50 setting.

of classification using the development set. For
the MIMIC-III 50 setting, we train with one 16GB
NVIDIA-V100 GPU. For the MIMIC-III full set-
ting, we train with 8 32GB NVIDIA-V100 GPUs.
We list the detailed training hyper-parameters in
Table 2.

3.3 Baselines
CAML (Mullenbach et al., 2018) uses CNN to en-
code texts and proposes label attention for coding.
MSATT-KG (Xie et al., 2019) applies multi-scale
attention and GCN to capture codes relations.
MultiResCNN (Li and Yu, 2020) encodes text us-
ing multi-filter residual CNN.
HyperCore (Cao et al., 2020) embeds ICD codes
into the hyperbolic space to utilize code hierarchy
and uses GCN to leverage the code co-occurrence.
LAAT & JointLAAT (Vu et al., 2020) propose
a hierarchical joint learning mechanism to relieve
the imbalanced labels, which is our main baseline
since it is most similar to our work.

3.4 Main Results
Table 3 and 4 show the main results under the
MIMIC-III full and MIMIC-III 50 settings, re-
spectively. Under the full setting, our MSMN
achieves 95.0 (+2.0), 99.2 (+0.0), 10.3 (-0.4), 58.4
(+0.9), 75.2 (+1.4), and 59.9 (+0.8) in terms of
macro-AUC, micro-AUC, macro-F1, micro-F1,
P@8, and P@15 respectively (parentheses shows
the differences against previous best results), which
shows that MSMN obtains state-of-the-art results
in most metrics. Under the top-50 codes setting,
MSMN performs better than LAAT in all metrics
and achieves state-of-the-art scores of 92.8 (+0.3),
94.7 (+0.1), 68.3 (+1.7), 72.5 (+0.9), 68.0 (+0.5)
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AUC F1 Precision@N
Macro Micro Macro Micro P@8 P@15

CAML (Mullenbach et al., 2018) 89.5 98.6 8.8 53.9 70.9 56.1
MSATT-KG (Xie et al., 2019) 91.0 99.2 9.0 55.3 72.8 58.1
MultiResCNN (Li and Yu, 2020) 91.0 98.6 8.5 55.2 73.4 58.4
HyperCore (Cao et al., 2020) 93.0 98.9 9.0 55.1 72.2 57.9
LAAT (Vu et al., 2020) 91.9 98.8 9.9 57.5 73.8 59.1
JointLAAT (Vu et al., 2020) 92.1 98.8 10.7 57.5 73.5 59.0

MSMN 95.0 99.2 10.3 58.4 75.2 59.9

Table 3: Results on the MIMIC-III full test set.

AUC F1

Macro Micro Macro Micro P@5

CAML 87.5 90.9 53.2 61.4 60.9
MSATT-KG 91.4 93.6 63.8 68.4 64.4
MultiResCNN 89.9 92.8 60.6 67.0 64.1
HyperCore 89.5 92.9 60.9 66.3 63.2
LAAT 92.5 94.6 66.6 71.5 67.5
JointLAAT 92.5 94.6 66.1 71.6 67.1
MSMN 92.8 94.7 68.3 72.5 68.0

Table 4: Results on the MIMIC-III 50 test set.

on macro-AUC, micro-AUC, macro-F1, micro-F1,
and P@5, respectively. We notice that the macro
F1 has a large variance in every epoch under the
MIMIC-III full setting since it is more sensitive in
a long tail problem.

3.5 Discussion

To explore the influence of leveraging different
numbers of code synonyms, we search M among
{1, 2, 4, 8, 16} on the MIMIC-III 50 dataset. Re-
sults are shown in Table 5. Compared with M = 1
that we only use the original ICD code descriptions,
leveraging more synonyms from UMLS consis-
tently improves the performance. Using M = 4, 8
achieves the best performance in terms of AUC,
and M = 8 achieves the best performance in terms
of F1 and P@5. In addition, the median and mean
count of UMLS synonyms are 5.0 and 5.4 respec-
tively, which echoes why the results of M = 4 or
8 are better.

To evaluate the effectiveness of our proposed
biaffine-based similarity function, we compare it
with the baseline LAAT in Table 5. We also pro-
vide a simple function by removing W to vT

l ql in
Equation 7. Results show that the biaffine-based
similarity scoring performs best among others.

To better understand what MSMN learns from
the multi-synonyms attention, we plot the synonym
representations qj under MIMIC-III 50 setting via

AUC F1

Macro Micro Macro Micro P@5

M = 1 92.1 94.2 67.4 71.0 67.0
M = 2 92.6 94.6 67.6 71.7 67.2
M = 4 92.8 94.7 67.9 71.9 67.7
M = 8 92.8 94.7 68.3 72.5 68.0
M = 16 92.5 94.6 66.9 71.5 67.6

vT
l Wql 92.8 94.7 68.3 72.5 68.0

vT
l ql 92.5 94.5 67.1 71.2 67.1

vT
l wl 91.5 94.1 65.1 70.8 66.3

Table 5: Results of different settings including syn-
onyms counts and scoring functions on MIMIC-III 50
dataset. Underlined setting denotes the default parame-
ters used in MSMN.

t-SNE (van der Maaten and Hinton, 2008) in Fig-
ure 2. We observe for some codes like 585.9
(“chronic kidney diseases”), all synonym repre-
sentations cluster together, which indicates that
synonyms extract similar text snippets. However,
codes like 410.71 (“subendocardial infarction ini-
tial episode of care” or “subendo infarct, initial”)
and 403.90 (“hypertensive chronic kidney disease,
unspecified, with chronic kidney disease stage i
through stage iv” or “unspecified orhy kid w cr kid
i iv”) with very different synonyms learn different
representations, which benefits to match different
text snippets. Furthermore, we observe it has sim-
ilar representations for sibling codes 37.22 (“left
heart cardiac catheterization”) and 37.23 (“rt/left
heart card cath”), which indicates the model can
also implicitly capture the code hierarchy.

3.6 Memory Complexity

The memory usage of our proposed MSMN is
dominated by Equation 4 and Equation 5. We
suppose batch size as B, word count as N , label
count as C and synonyms count as M . Calculating
Equation 4 for all j simultaneously requires cal-
culating Einstein summation (Daniel et al., 2018)
among tensors with shape B ×N × h and shape
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Figure 2: T-SNE visualization of code synonym repre-
sentations learned from MIMIC-III 50.

C×M ×h to shape B×C×N ×M . Calculating
Equation 5 requires calculating Einstein summa-
tion among tensors with shape B × N × h and
shape B ×C ×N ×M to shape B ×C × h×M .
The memory complexities of these two equations
are linearly proportional to M .

4 Related Work

Automatic ICD coding is an important task in the
medical NLP community. Earlier works use ma-
chine learning methods for coding (Larkey and
Croft, 1996; Pestian et al., 2007; Perotte et al.,
2014). With the development of neural networks,
many recent works consider ICD coding as a multi-
label text classification task. They usually apply
RNN or CNN to encode texts and use the label
attention mechanism to extract and match the most
relevant parts for classification. The label atten-
tion relies on the label representations as attention
queries. Li and Yu (2020); Vu et al. (2020) ran-
domly initialize the label representations which
ignore the code semantic information. Cao et al.
(2020) use the average of word embeddings as la-
bel representations to leverage the code semantic
information. Xie et al. (2019); Cao et al. (2020) use
GCN to fuse hierarchical structures of ICD codes
for label representations. Compared with previous
works, we use synonyms instead of a single de-
scription to represent the code, which can provide
more comprehensive expressions of codes.

Biomedical entity linking is a related task to au-
tomatic ICD coding. The task requires standardiz-
ing given terms to a pre-defined concept dictionary.
There are two differences between biomedical en-

tity linking and automatic ICD coding: (1) They
have different target concepts. ICD coding map
EMRs to ICD codes, while biomedical entity link-
ing usually map terms to a larger dictionary like
SNOMED-CT or UMLS. (2) They have different
input formats. Entity linking task has labeled enti-
ties in texts, while ICD coding only provides texts.
Synonyms have also been used in biomedical en-
tity linking (Sung et al., 2020; Yuan et al., 2022).
BioSYN (Sung et al., 2020) uses marginalization
to sum the probabilities of all synonyms as the sim-
ilarity between a term and a concept. However,
we consider multi-synonyms attention to extract-
ing different parts of clinical texts to interact with
synonyms.

5 Conclusions

In this paper, we propose MSMN to leverage code
synonyms from UMLS to improve the automatic
ICD coding. Multi-synonyms attention is proposed
for extracting different related text snippets for
code-wise text representations. We also propose
a biaffine transformation to calculate similarities
among texts and codes for classification. Exper-
iments show that MSMN outperforms previous
methods with label attention and achieves state-of-
the-art results in the MIMIC-III dataset. Ablation
studies show the effectiveness of multi-synonyms
attention and biaffine-based similarity.
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Abstract
Pretrained language models (PLMs) have
achieved superhuman performance on many
benchmarks, creating a need for harder
tasks. We introduce CoDA21 (Context Def-
inition Alignment), a challenging benchmark
that measures natural language understanding
(NLU) capabilities of PLMs: Given a defini-
tion and a context each for k words, but not the
words themselves, the task is to align the k def-
initions with the k contexts. CoDA21 requires
a deep understanding of contexts and defini-
tions, including complex inference and world
knowledge. We find that there is a large gap
between human and PLM performance, sug-
gesting that CoDA21 measures an aspect of
NLU that is not sufficiently covered in exist-
ing benchmarks.1

1 Introduction

Increasing computational power along with the de-
sign and development of large and sophisticated
models that can take advantage of enormous cor-
pora has drastically advanced NLP. For many tasks,
finetuning pretrained transformer-based language
models (Vaswani et al., 2017; Devlin et al., 2019;
Radford et al., 2018) has improved the state of
the art considerably. Language models acquire
knowledge during pretraining that is utilized dur-
ing task-specific finetuning. On benchmarks that
were introduced to encourage development of mod-
els that do well on a diverse set of NLU tasks
(e.g., GLUE (Wang et al., 2018) and SuperGLUE
(Wang et al., 2019)), these models now achieve
superhuman performance (He et al., 2020). The
pretrain-then-finetune approach usually requires a
great amount of labeled data, which is often not
available or expensive to obtain, and results in spe-
cialized models that can perform well only on a
single task. Recently, it was shown that genera-
tive language models can be applied to many tasks

1Our dataset and code are available at https://
github.com/lksenel/CoDA21

his horse kicking up
clouds of <xxx>

these bees love a fine-
grained <xxx> that is
moist

Pels [...] had a white
<xxx> monument
erected on his grave

fine broody hen, with
[...] a striking abun-
dance of <xxx>

C1

C2

C3

C4

Definition
of <xxx>

is
humus and disinte-
grated rock

a hard crystalline
metamorphic rock that
takes a high polish

structure forming the
external covering of
birds

fine powdery material
such as dry earth or
pollen

D1

D2

D3

D4

Contexts Definitions

Figure 1: The CoDA21 task is to find the correct align-
ment between contexts and definitions: C1-D4, C2-
D1, C3-D2, C4-D3. The target words (C1:“dust”,
C2:“soil”, C3:“marble”, C4:“feathers”; not provided
to the model) are replaced with a placeholder <xxx>.

without finetuning when the task is formulated as
text generation and the PLM is queried with a natu-
ral language prompt (Radford et al., 2019; Brown
et al., 2020).

Motivated by recent progress in zero-shot learn-
ing with generative models as well as the need for
more challenging benchmarks that test language
understanding of language models, we introduce
CoDA21 (Context Definition Alignment), a diffi-
cult benchmark that measures NLU capabilities of
PLMs for the English language. Given a defini-
tion and a context each for k words, but not the
words themselves, the task is to align the k def-
initions with the k contexts. In other words, for
each definition, the context in which the defined
word is most likely to occur has to be identified.
This requires (i) understanding the definitions, (ii)
understanding the contexts, and (iii) the ability to
match the two. Since the target words are not given,
a model must be able to distinguish subtle meaning
differences between different contexts/definitions
to be successful. To illustrate the difficulty of the
task, Figure 1 shows a partial example for k = 4
(see Table 5 in the supplementary for the full ex-
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ample). We see that both complex inference (e.g.,
<XXX> can give rise to a cloud by being kicked up
⇒ <XXX> must be dry⇒ <XXX> can be dust, but
not soil) and world knowledge (what materials are
typical for monuments?) are required for CoDA21.

We formulate the alignment task as a text pre-
diction task and evaluate, without finetuning, three
PLMs on CoDA21: BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019) and GPT-2 (Radford
et al., 2019). Poor performance of the PLMs and a
large gap between human and PLM performance
suggest that CoDA21 is an important benchmark
for designing models with better NLU capabilities.

2 CoDA21

2.1 Dataset

We construct CoDA21 by first deriving a set G of
synset groups {G1, G2, . . .} from Wordnet (Miller,
1995). A synset group Gi is a group of synsets
whose meanings are close enough to be difficult to
distinguish (making the task hard), but not so close
that they become indistinguishable for human and
machine. In a second step, each synset group Gi

is converted into a CoDA21 group G+
i – a set of

triples, each consisting of the synset, its definition,
and a corpus context. A CoDA21 group can be
directly used for one instance of the CoDA21 task.

Synset groups. Each synset group G consists
of 5 ≤ k ≤ 10 synsets. To create a synset group,
we start with a parent synset ŝ and construct a co-
hyponym group Ḡ(ŝ) of its children:

Ḡ(ŝ) = {s | s < ŝ, s /∈ D}

where < is the hyponymy relation between synsets
and D is the set of synsets that have already been
added to a synset group. The intuition for grouping
synsets with a common parent is that words sharing
a hypernym are difficult to distinguish (as opposed
to randomly selected words).

We iterate ŝ through all nouns and verbs in Word-
Net. At each iteration, we get all hyponyms of ŝ
that have not been previously added to a synset
group; not reusing a synset ensures that different
CoDA21 subtasks are not related and so no such
relationships can be exploited.

We extract synset groups from co-hyponym
groups by splitting them into multiple chunks of
size k. In an initial exploration, we found that
the task is hard to solve for human subjects if
two closely related hyponyms are included, e.g.,

“clementine” and “tangerine”. We therefore em-
ploy clustering to assemble a set of mutually dis-
similar hyponyms. We first compute a sentence
embedding for each hyponym definition using the
stsb-distilbert-base Sentence Transformer model2.
We then cluster the embeddings using complete-
link clustering, combining the two most dissimilar
clusters in each step. We stop merging before the
biggest cluster exceeds the maximum group size
(k = 10) or before the similarity between the last
two combined clusters exceeds the maximum simi-
larity (θ = 0.8). The largest cluster G is added to
the set G of synset groups. We then iterate the steps
of (i) removing the synsets in the previous largest
cluster G from Ḡ(ŝ) and (ii) running complete-link
clustering and adding the resulting largest cluster
G to G until fewer than five synsets remain in Ḡ(ŝ)
or no cluster can be formed whose members have
a similarity of less than θ.

CoDA21 groups. For each synset s, we extract
its definition d(s) from WordNet and a context c(s)
in which it occurs from SemCor3 (Miller et al.,
1994). SemCor is an English corpus tagged with
WordNet senses. Let C(s) be the set of contexts
of s in SemCor. If |C(s)| > 1, we use as c(s)
the context in which bert-base-uncased predicts s
with the highest log probability when it is masked,
where s is the word tagged with the sense s4 – this
favors contexts that are specific to the meaning of
the synset. Finally, we convert each synset group
Gi in G to a CoDA21 group G+

i :

G+
i = {(sj , d(sj), c(sj)) | sj ∈ Gi}

That is, a CoDA21 group G+
i is a set of triples of

sense, definition and context. In PLM evaluation,
each CoDA21 group G+

i gives rise to one context-
definition alignment subtask.

We name the resulting dataset CoDA21-noisy-
hard: noisy because if |C(s)| is small, the selected
context may not be informative enough to identify
the matching definition; hard because the synsets in
a CoDA21 group are taxonomic sisters, generally
with similar meanings despite the clustering-based
limit on definition similarity. We construct a clean
version of the dataset by only using synsets with
|C(s)| ≥ 5. We also construct an easy version by

2https://huggingface.
co/sentence-transformers/
stsb-distilbert-base

3We do not consider synsets without contexts in SemCor.
4We average the probabilities when s is tokenized to multi-

ple tokens.
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Dataset noun verb
# of G USC # of G USC

CoDA21-clean-hard 106 740 102 711
CoDA21-clean-easy 274 1999 103 758
CoDA21-noisy-hard 691 4633 350 2527
CoDA21-noisy-easy 1188 8910 370 2766

Table 1: CoDA21 group (G) statistics, USC: Unique
Synset Count

taking the “hyponym grandchildren” s of a parent
synset ŝ (s < l ∧ l < ŝ) instead of its hyponym
children. This reduces the similarity of synsets in
a CoDA21 group, making the task easier. Table 1
gives dataset statistics.

2.2 Alignment

Recall the CoDA21 task: given a definition and a
context each for k words (but not the words them-
selves), align the k definitions with the k contexts.
That is, we are looking for a bijective function (a
one-to-one correspondence) between definitions
and contexts. Our motivation in designing the task
is that we want a hard task (which can guide us in
developing stronger natural language understand-
ing models), but also a task that is solvable by
humans. Our experience is that humans can at
least partially solve the task by finding a few initial
“easy” context-definition matches, removing them
from the definition/context sets and then match the
smaller remaining number of definitions/contexts.

The number of context-definition pairs scales
quadratically (O(k2)) with k and the number of
alignments factorially (O(k!)). We restrict k to
k ≤ 10 to make sure that we do not run into com-
putational problems and that humans do not find
the task too difficult.

In order to connect contexts to definitions with-
out using the target words, we replace the target
words by a made-up word. This setup resembles
the incidental vocabulary acquisition process in hu-
mans. Let t be a target word, c a context in which
t occurs and m a made-up word. To test PLMs on
CoDA21, we use the following pattern5:

Q(c,m) = cm Definition of m is

where cm is c with occurrences of t replaced by m.
We calculate the match score of a context-

definition pair (c, d) as logP (d | Q(c,m)), i.e.,

5When the target word is a verb (i.e., verb subset of a
CoDA21 dataset), we add “to” at the end of our pattern.

log generation probability of the definition d con-
ditioned on Q(c,m). Our objective is to maximize
the sum of the k match scores in an alignment. We
find the best alignment by exhaustive search. Accu-
racy for a CoDA21 group G+

i is then the accuracy
of its best alignment, i.e., the number of contexts
in G+

i that are aligned with the correct definition,
divided by the total number of contexts |G+

i |.

2.3 Baselines
We calculate P (d | Q(c,m)) for a masked lan-
guage model (MLM) M and an autoregressive lan-
guage model (ALM) A as follows:

PM (d | Q′) =
∏|d|

i=1 P (di | Q′, d−i)

PA(d | Q′) =
∏|d|

i=1 P (di | Q′, d1, . . . , di−1)

whereQ′ = Q(c,m), di is the ith word in definition
d and d−i is the definition with the ith word masked.

We evaluate the MLMs BERT and RoBERTa
and the ALM GPT-2. We experiment with both
base and large versions of BERT and RoBERTa
and with all four sizes of GPT-2 (small, medium,
large, xl), for a total of eight models, to investigate
the effect of model size on performance.

The made-up wordm should ideally be unknown
so that it does not bias the PLM in any way. How-
ever, there are no truly unknown words for the
models we investigate due to the word-piece to-
kenization they apply to the input. Any made-up
word that is completely meaningless to humans will
have a representation in the models’ input space
based on its tokenization. To minimize the risk
that the meaning of the made-up word may bias
the model, we use m = bkatuhla, a word with
an empty search result on Google that most likely
never appeared in the models’ pretraining corpora.

In addition to PLMs, we also evaluate 2 re-
cent sentence transformer models6 (Reimers and
Gurevych, 2019), paraphrase-mpnet-base-v2 (mp-
net) and paraphrase-MiniLM-L6-v2 (MiniLM),
and fastText static embeddings7(Mikolov et al.,
2018). To calculate the match score of a context-
definition pair, we first remove the target word from
the context and represent contexts and definitions
as vectors. For sentence transformers, we obtain
these vectors by simply encoding the input sen-
tences. For fastText, we average the vectors of the

6https://www.sbert.net/docs/
pretrained_models.html

7We use the crawl-300d-2M-subword model from https:
//fasttext.cc/docs/en/english-vectors.html
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words in contexts and definitions. We then cal-
culate the match score as the cosine similarity of
context and definition vectors.

3 Results

Table 2 presents average accuracy of the investi-
gated models on the four CoDA21 datasets. As
can be seen, fastText performs only slightly bet-
ter than random. MLMs also perform better than
random chance by only a small margin. This poor
performance can be partly explained by the gener-
ation style setup we use, which is not well suited
for masked language models. Even the smallest
GPT-2 model performs considerably better than
RoBERTa-large, the best performing MLM. Perfor-
mance generally improves with model size. GPT-
2xl achieves the best results among the LMs on
almost all datasets. Interestingly, sentence trans-
former all-mpnet-base-v2 performs comparably
to GPT-2xl on most datasets despite its simple,
similarity based matching compared to generation
based matching of GPT-2 models. Based on this
observation it can be argued that current state-of-
the-art language models fail to perform complex,
multi-step reasoning and inference which are nec-
essary to solve the CoDA21 tasks. Overall, MLMs
perform slightly better on verbs than nouns while
the converse is true for GPT-2. As expected, all
models perform better on the easy datasets. Perfor-
mance on noisy and clean datasets are comparable;
this indicates that our contexts are of high quality
even for the synsets with only a few contexts.

Human performance on CoDA21. We asked
two NLP PhD students8 to solve the task on S20,
a random sample of size 20 from the noun part of
CoDA21-clean-easy. Table 2 shows results on S20
for these two subjects and our models. Human per-
formance is 0.86 – compared to 0.48 for GPT-2xl,
the best performing model. This difference indi-
cates that there is a large gap in NLU competence
between current language models and humans and
that CoDA21 is a good benchmark to track progress
on closing that gap.

To investigate the effect of the made-up word
m, we experiment with several other words on the
noun part of CoDA21-clean-easy. Specifically, we
investigate another nonce word “opyatzel”, a single
letter “x” and two frequent words “orange” and
“cloud”. Table 3 shows the results of the mod-
els for different made-up words. MLMs do not

8Both are proficient (though not native) English speakers.

clean clean noisy noisy S20hard easy hard easy

Model N V N V N V N V N

BERTb .20 .21 .22 .25 .21 .22 .22 .24 .24
BERTl .22 .22 .19 .21 .19 .20 .20 .20 .22
RoBERTab .24 .26 .26 .32 .25 .25 .28 .27 .29
RoBERTal .26 .30 .30 .30 .27 .29 .30 .33 .29
GPT-2s .31 .32 .42 .40 .35 .32 .40 .36 .35
GPT-2m .37 .35 .45 .39 .38 .35 .43 .39 .39
GPT-2l .38 .34 .47 .42 .39 .37 .46 .41 .47
GPT-2xl .42 .36 .49 .42 .40 .36 .46 .43 .48

mpnet .42 .39 .48 .42 .40 .37 .46 .40 .51
MiniLM .35 .34 .40 .36 .34 .30 .38 .32 .34
fastText .18 .17 .20 .20 .18 .18 .18 .18 .17
Random .15 .15 .14 .14 .16 .15 .14 .14 .14

Human – – – – – – – – .86

Table 2: Average accuracy on the noun (N) and verb
(V) subsets of CoDA21 for eight PLMs, two sentence
transformers, fastText embeddings and (on S20) for hu-
mans

Model bkatuhla opyatzel x cloud orange

BERTb .22 .22 .22 .23 .22
BERTl .19 .19 .20 .20 .19
RoBERTab .26 .27 .26 .28 .28
RoBERTal .30 .30 .29 .30 .29
GPT-2s .42 .43 .41 .39 .39
GPT-2m .45 .42 .43 .40 .41
GPT-2l .47 .46 .47 .41 .42
GPT-2xl .49 .44 .45 .40 .41

Table 3: Average accuracy of eight PLMs on the noun
subsets of CoDA21-clean-easy using various words as
the made-up word.

show significant variability in performance, and
perform comparably poor for all words tried. GPT2
versions, which perform considerably better than
MLMs on CoDA21, perform similarly for the two
nonce words and single letter “x”, which do not
have a strong meaning. Their performance drops
significantly when the two frequent words are used
as the made-up word, due to the effect of prior
knowledge models have about these words.

To investigate the effect of the pattern, we com-
pared our pattern Q(c,m) with two alternative pat-
terns by evaluating GPT-2xl on the noun part of
CoDA21-clean-easy. Patterns and the evaluation
results are shown in Table 4. The results suggest
that the effect of the pattern on performance is min-
imal.

Effect of the alignment setup. We constructed
CoDA21 as an alignment dataset which uses the
fact that matching between the definitions and con-
texts is one-to-one. This setup makes the task
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Pattern Acc

cm Definition of m is 0.49
cm m is defined as 0.51
cm m is 0.49

Table 4: Effect of the pattern on the performance of
GPT2-xl on the noun part of CoDA21-clean-easy

more intuitive and manageable for humans. How-
ever, context-definition match scores can be used
to evaluate models on CoDA21 samples also with-
out the alignment setup by simply picking context-
definition pairs with the highest match score for
each definition. We additionally evaluated GPT-
2xl model on CoDA21-clean-easy dataset using
this simple matching approach which yielded 0.38
average accuracy compared to the 0.49 accuracy
achieved with the alignment setup. This result sug-
gests that language models can also make use of
the alignment style evaluation, similar to humans.

Table 5 (in the Appendix) presents a sample
of size 7 from the noun part of the CoDA21-
clean-easy dataset. Figure 2 displays all 49 match
scores of the context-definition pairs for this sam-
ple obtained using GPT-2xl. 5 of the 7 definitions
(2,3,4,5,7) are matched with correct contexts with
the alignment setup while 4 definitions (4,5,6,7) are
matched correctly for the simple matching setup.
Alignment setup enabled the model to match sec-
ond and third definitions with their corresponding
contexts even though their match scores are not the
highest ones.

To get a better sense of why the task is hard
for PLMs, we give an example, from the CoDA21
subtask in Figure 1 (also Figure 2 and Table 5
refer to the same subtask), of a context-definition
match that is scored highly by GPT-2xl, but is not
correct. Context: “these bees love a fine-grained
<XXX> that is moist”. Definition: “fine powdery
material such as dry earth or pollen”. (context 6 and
definition 1 in Figure 2) GPT-2xl most likely gives
a high score because it has learned that bees and
pollen are associated. It does not understand that
the mutual exclusivity of “moist” and “powdery”
makes this a bad match.

4 Related Work

There are many datasets (Levesque et al., 2012; Ra-
jpurkar et al., 2016; Williams et al., 2018) for eval-
uating language understanding of models. Many
adopt a text prediction setup: Lambada (Paperno

Figure 2: Match scores from GPT2-xl model for the
context definition pairs for the sample given in Table
5. Match scores shown in bold correspond the context-
definition pairs that are in the predicted alignment by
the model that yields maximum total match score.

et al., 2016) evaluates the understanding of dis-
course context, StoryCloze (Mostafazadeh et al.,
2016) evaluates commonsense knowledge and so
does HellaSwag (Zellers et al., 2019), but exam-
ples were adversarially mined. LAMA (Petroni
et al., 2019) tests the factual knowledge con-
tained in PLMs. In contrast to this prior work,
CoDA21 goes beyond prediction by requiring the
matching of pieces of text. WIC (Pilehvar and
Camacho-Collados, 2019) is also based on match-
ing, but CoDA21 is more complex (multiple con-
texts/definitions as opposed to a single binary
match decision) and is not restricted to ambigu-
ous words. WNLaMPro (Schick and Schütze,
2020) evaluates knowledge of subordinate rela-
tionships between words, and WDLaMPro (Senel
and Schütze, 2021) understanding of words using
dictionary definitions. Again, matching multiple
pieces of text with each other is much harder and
therefore a promising task for benchmarking NLU.

5 Conclusion

We introduced CoDA21, a new challenging bench-
mark that tests natural language understanding ca-
pabilities of PLMs. Performing well on CoDA21
requires detailed understanding of contexts, per-
forming complex inference and having world
knowledge, which are crucial skills for NLP. All
models we investigated perform clearly worse than
humans, indicating a lack of these skills in the cur-
rent state of the art in NLP. CoDA21 therefore is a
promising benchmark for guiding the development
of models with stronger NLU competence.
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Hidden word Context
dust 1. He came spurring and whooping down the road , his horse kicking up clouds of

<XXX> , shouting :
marble 2. Pels also sent a check for $ 100 to Russell ’s widow and had a white <XXX>

monument erected on his grave .
wastewater 3. The high cost of land and a few operational problems resulting from excessive

loadings have created the need for a <XXX> treatment system with the operational
characteristics of the oxidation pond but with the ability to treat more organic matter
per unit volume .

feathers 4. It was a fine broody hen , white , with a maternal eye and a striking abundance of
<XXX> in the under region of the abdomen .

fraction 5. It was then distilled at least three times from a trap at - 78 ‘ to a liquid air trap with
only a small middle <XXX> being retained in each distillation .

soil 6. The thing is that these bees love a fine-grained <XXX> that is moist ; yet the water
in the ground should not be stagnant either .

cards 7. And the coffee shop on Drexel Street , where the men spent their evenings and
Sundays playing <XXX> , had a rose hedge beneath its window .

Synset Definition
dust.n.01 1. fine powdery material such as dry earth or pollen that can be blown about in the air
marble.n.01 2. a hard crystalline metamorphic rock that takes a high polish; used for sculpture and

as building material
effluent.n.01 3. water mixed with waste matter
feather.n.01 4. the light horny waterproof structure forming the external covering of birds
fraction.n.01 5. a component of a mixture that has been separated by a fractional process
soil.n.02 6. the part of the earth’s surface consisting of humus and disintegrated rock
card.n.01 7. one of a set of small pieces of stiff paper marked in various ways and used for

playing games or for telling fortunes

Table 5: A sample CoDA21 question taken from the noun part of the CoDA21-clean-easy dataset. The synsets
are grandchildren of the parent synset ‘material.n.01’ whose definition is “the tangible substance that goes into the
makeup of a physical object”.
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Hidden word Context
suggestion 1. This was Madden ’s <XXX> ; the police chief shook his head over it .
concept 2. The <XXX> of apparent black-body temperature is used to describe the radiation

received from the moon and the planets .
ideals 3. Religion can summate , epitomize , relate , and conserve all the highest <XXX>

and values - ethical , aesthetic , and religious - of man formed in his culture .
reaction 4. That much of what he calls folklore is the result of beliefs carefully sown among

the people with the conscious aim of producing a desired mass emotional <XXX>
to a particular situation or set of situations is irrelevant .

feeling 5. He had an uneasy <XXX> about it .
programs 6. The Federal program of vocational education merely provides financial aid to

encourage the establishment of vocational education <XXX> in public schools .
meaning 7. Indefinite reference also carries double <XXX> where an allusion to one person

or thing seems to refer to another .
theme 8. Almost nothing is said of Charles ’ spectacular victories , the central <XXX>

being the heroic loyalty of the Swedish people to their idolized king in misfortune
and defeat .

Synset Definition
suggestion.n.01 1. an idea that is suggested
concept.n.01 2. an abstract or general idea inferred or derived from specific instances
ideal.n.01 3. the idea of something that is perfect; something that one hopes to attain
reaction.n.02 4. an idea evoked by some experience
impression.n.01 5. a vague idea in which some confidence is placed
plan.n.01 6. a series of steps to be carried out or goals to be accomplished
meaning.n.02 7. the idea that is intended
theme.n.02 8. a unifying idea that is a recurrent element in literary or artistic work

Table 6: A sample CoDA21 question taken from the noun part of the CoDA21-clean-hard dataset. The synsets
are children of the parent synset ‘idea.n.01’ whose definition is “the content of cognition; the main thing you are
thinking about”.
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Abstract

Recent Active Learning (AL) approaches in
Natural Language Processing (NLP) proposed
using off-the-shelf pretrained language mod-
els (LMs). In this paper, we argue that these
LMs are not adapted effectively to the down-
stream task during AL and we explore ways
to address this issue. We suggest to first adapt
the pretrained LM to the target task by contin-
uing training with all the available unlabeled
data and then use it for AL. We also propose a
simple yet effective fine-tuning method to en-
sure that the adapted LM is properly trained
in both low and high resource scenarios dur-
ing AL. Our experiments demonstrate that our
approach provides substantial data efficiency
improvements compared to the standard fine-
tuning approach, suggesting that a poor training
strategy can be catastrophic for AL.1

1 Introduction

Active Learning (AL) is a method for training su-
pervised models in a data-efficient way (Cohn et al.,
1996; Settles, 2009). It is especially useful in sce-
narios where a large pool of unlabeled data is avail-
able but only a limited annotation budget can be af-
forded; or where expert annotation is prohibitively
expensive and time consuming. AL methods iter-
atively alternate between (i) model training with
the labeled data available; and (ii) data selection
for annotation using a stopping criterion, e.g. until
exhausting a fixed annotation budget or reaching a
pre-defined performance on a held-out dataset.

Data selection is performed by an acquisition
function that ranks unlabeled data points by some
informativeness metric aiming to improve over ran-
dom selection, using either uncertainty (Lewis and
Gale, 1994; Cohn et al., 1996; Gal et al., 2017;
Kirsch et al., 2019; Zhang and Plank, 2021), di-
versity (Brinker, 2003; Bodó et al., 2011; Sener

1For all experiments in this paper, we have used the code
provided by Margatina et al. (2021): https://github.
com/mourga/contrastive-active-learning

and Savarese, 2018), or both (Ducoffe and Pre-
cioso, 2018; Ash et al., 2020; Yuan et al., 2020;
Margatina et al., 2021).

Previous AL approaches in NLP use task-
specific neural models that are trained from scratch
at each iteration (Shen et al., 2017; Siddhant and
Lipton, 2018; Prabhu et al., 2019; Ikhwantri et al.,
2018; Kasai et al., 2019). However, these models
are usually outperformed by pretrained language
models (LMs) adapted to end-tasks (Howard and
Ruder, 2018), making them suboptimal for AL.
Only recently, pretrained LMs such as BERT (De-
vlin et al., 2019) have been introduced in AL set-
tings (Yuan et al., 2020; Ein-Dor et al., 2020; Shel-
manov et al., 2021; Karamcheti et al., 2021; Mar-
gatina et al., 2021). Still, they are trained at each
AL iteration with a standard fine-tuning approach
that mainly includes a pre-defined number of train-
ing epochs, which has been demonstrated to be
unstable, especially in small datasets (Zhang et al.,
2020; Dodge et al., 2020; Mosbach et al., 2021).
Since AL includes both low and high data resource
settings, the AL model training scheme should be
robust in both scenarios.2

To address these limitations, we introduce a suite
of effective training strategies for AL (§2). Con-
trary to previous work (Yuan et al., 2020; Ein-Dor
et al., 2020; Margatina et al., 2021) that also use
BERT (Devlin et al., 2019), our proposed method
accounts for various data availability settings and
the instability of fine-tuning. First, we continue
pretraining the LM with the available unlabeled
data to adapt it to the task-specific domain. This
way, we leverage not only the available labeled data
at each AL iteration, but the entire unlabeled pool.
Second, we further propose a simple yet effective
fine-tuning method that is robust in both low and
high resource data settings for AL.

2During the first few AL iterations the available labeled
data is limited (low-resource), while it could become very
large towards the last iterations (high-resource).
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We explore the effectiveness of our approach on
five standard natural language understandings tasks
with various acquisition functions, showing that it
outperforms all baselines (§3). We also conduct an
analysis to demonstrate the importance of effective
adaptation of pretrained models for AL (§4). Our
findings highlight that the LM adaptation strategy
can be more critical than the actual data acquisition
strategy.

2 Adapting & Fine-tuning Pretrained
Models for Active Learning

Given a downstream classification task with C
classes, a typical AL setup consists of a pool of
unlabeled data Dpool, a modelM, an annotation
budget b of data points and an acquisition function
a(.) for selecting k unlabeled data points for anno-
tation (i.e. acquisition size) until b runs out. The
AL performance is assessed by training a model on
the actively acquired dataset and evaluating on a
held-out test set Dtest.

Adaptation (TAPT) Inspired by recent work on
transfer learning that shows improvements in down-
stream classification performance by continuing the
pretraining of the LM with the task data (Howard
and Ruder, 2018) we add an extra step to the
AL process by continuing pretraining the LM (i.e.
Task-Adaptive Pretraining TAPT), as in Gururan-
gan et al. (2020). Formally, we use an LM, such as
BERT (Devlin et al., 2019), P(x;W0) with weights
W0, that has been already pretrained on a large
corpus. We fine-tune P(x;W0) with the available
unlabeled data of the downstream task Dpool, re-
sulting in the task-adapted LM PTAPT(x;W

′
0) with

new weights W ′
0 (cf. line 2 of algorithm 1).

Fine-tuning (FT+) We now use the adapted
LM PTAPT(x;W

′
0) for AL. At each iteration i,

we initialize our model Mi with the pretrained
weights W ′

0 and we add a task-specific feedfor-
ward layer for classification with weights Wc on
top of the [CLS] token representation of BERT-
based PTAPT. We fine-tune the classification model
Mi(x; [W

′
0,Wc]) with all x ∈ Dlab. (cf. line 6 to

8 of algorithm 1).
Recent work in AL (Ein-Dor et al., 2020; Yuan

et al., 2020) uses the standard fine-tuning method
proposed in Devlin et al. (2019) which includes
a fixed number of 3 training epochs, learning rate
warmup over the first 10% of the steps and AdamW
optimizer (Loshchilov and Hutter, 2019) without

Algorithm 1: AL with Pretrained LMs
Input: unlabeled data Dpool, pretrained LM

P(x;W0), acquisition size k, AL
iterations T , acquisition function a

1 Dlab ← ∅
2 PTAPT(x;W

′
0)← Train P(x;W0) on Dpool

3 Q0 ← RANDOM(.), |Q0| = k
4 Dlab = Dlab ∪Q0

5 Dpool = Dpool \ Q0

6 for i← 1 to T do
7 Mi(x; [W

′
0,Wc])← Initialize from

PTAPT(x;W
′
0)

8 Mi(x;Wi)← Train model on Dlab
9 Qi ← a(Mi,Dpool, k)

10 Dlab = Dlab ∪Qi

11 Dpool = Dpool \ Qi

12 end
Output: Dlab

bias correction, among other hyperparameters.
We follow a different approach by taking into

account insights from few-shot fine-tuning liter-
ature (Mosbach et al., 2021; Zhang et al., 2020;
Dodge et al., 2020) that proposes longer fine-tuning
and more evaluation steps during training. 3 We
combine these guidelines to our fine-tuning ap-
proach by using early stopping with 20 epochs
based on the validation loss, learning rate 2e− 5,
bias correction and 5 evaluation steps per epoch.
However, increasing the number of epochs from
3 to 20, also increases the warmup steps (10% of
total steps4) almost 7 times. This may be problem-
atic in scenarios where the dataset is large but the
optimal number of epochs may be small (e.g. 2 or
3). To account for this limitation in our AL setting
where the size of training set changes at each it-
eration, we propose to select the warmup steps as
min(10% of total steps, 100). We denote standard
fine-tuning as SFT and our approach as FT+.

3 Experiments & Results

Data We experiment with five diverse natural lan-
guage understanding tasks: question classification

3In this paper we use few-shot to describe the setting where
there are few labeled data available and therefore few-shot fine-
tuning corresponds to fine-tuning a model on limited labeled
training data. This is different than the few-shot setting pre-
sented in recent literature (Brown et al., 2020), where no
model weights are updated.

4Some guidelines propose an even smaller number of
warmup steps, such as 6% in RoBERTa (Liu et al., 2020).
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Figure 1: Test accuracy during AL iterations. We plot the median and standard deviation across five runs.

DATASETS TRAIN VAL TEST k C

TREC-6 4.9K 546 500 1% 6

DBPEDIA 20K 2K 70K 1% 14

IMDB 22.5K 2.5K 25K 1% 2

SST-2 60.6K 6.7K 871 1% 2

AGNEWS 114K 6K 7.6K 0.5% 4

Table 1: Datasets statistics for Dpool, Dval and Dtest
respectively. k stands for the acquisition size (% of
Dpool) and C the number of classes.

(TREC-6; Voorhees and Tice (2000)), sentiment
analysis (IMDB; Maas et al. (2011), SST-2 Socher
et al. (2013)) and topic classification (DBPEDIA,
AGNEWS; Zhang et al. (2015)), including binary
and multi-class labels and varying dataset sizes (Ta-
ble 1). More details can be found in Appendix A.1.

Experimental Setup We perform all AL experi-
ments using BERT-base (Devlin et al., 2019) and
ENTROPY, BERTKM, ALPS (Yuan et al., 2020),

BADGE (Ash et al., 2020) and RANDOM (baseline)
as the acquisition functions. We pair our proposed
training approach TAPT-FT+ with ENTROPY ac-
quisition. We refer the reader to Appendix A for
an extended description of our experimental setup,
including the datasets used (§A.1), the training
and AL details (§A.2), the model hyperparameters
(§A.3) and the baselines (§A.4).

Results Figure 1 shows the test accuracy during
AL iterations. We first observe that our proposed
approach (TAPT-FT+) achieves large data efficiency
reaching the full-dataset performance within the
15% budget for all datasets, in contrast to the stan-
dard AL approach (BERT-SFT). The effectiveness
of our approach is mostly notable in the smaller
datasets. In TREC-6, it achieves the goal accuracy
with almost 10% annotated data, while in DBPE-
DIA only in the first iteration with 2% of the data.
After the first AL iteration in IMDB, TAPT-FT+, it
achieves only 2.5 points of accuracy lower than the
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performance when using 100% of the data. In the
larger SST-2 and AGNEWS datasets, it is closer to
the baselines but still outperforms them, achieving
the full-dataset performance with 8% and 12% of
the data respectively. We also observe that in all
five datasets, the addition of our proposed pretrain-
ing step (TAPT) and fine-tuning technique (FT+)
leads to large performance gains, especially in the
first AL iterations. This is particularly evident in
TREC-6, DBPEDIA and IMDB datasets, where after
the first AL iteration (i.e. equivalent to 2% of train-
ing data) TAPT+FT+ with ENTROPY is 45, 30 and
12 points in accuracy higher than the ENTROPY

baseline with BERT and SFT.

Training vs. Acquisition Strategy We finally
observe that the performance curves of the vari-
ous acquisition functions considered (i.e. dotted
lines) are generally close to each other, suggesting
that the choice of the acquisition strategy may not
affect substantially the AL performance in certain
cases. In other words, we conclude that the training
strategy can be more important than the acquisi-
tion strategy. We find that uncertainty sampling
with ENTROPY is generally the best performing
acquisition function, followed by BADGE.5 Still,
finding a universally well-performing acquisition
function, independent of the training strategy, is an
open research question.

4 Analysis & Discussion

4.1 Task-Adaptive Pretraining

We first present details of our implementation of
TAPT (§2) and reflect on its effectiveness in the
AL pipeline. Following Gururangan et al. (2020),
we continue pretraining BERT for the MLM task
using all the unlabeled data Dpool for all datasets
separately. We plot the learning curves of BERT-
TAPT for all datasets in Figure 2. We first observe
that the masked LM loss is steadily decreasing for
DBPEDIA, IMDB and AGNEWS across optimization
steps, which correlates with the high early AL per-
formance gains of TAPT in these datasets (Fig. 1).
We also observe that the LM overfits in TREC-6
and SST-2 datasets. We attribute this to the very
small training dataset of TREC-6 and the informal
textual style of SST-2. Despite the fact that the
SST-2 dataset includes approximately 67K of train-
ing data, the sentences are very short (i.e. average

5We provide results with additional acquisition functions
in the Appendix B.2 and B.3.
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Figure 2: Validation MLM loss during TAPT.
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Figure 3: Few-shot standard BERT fine-tuning.

length of 9.4 words per sentence). We hypothesize
the LM overfits because of the lack of long and
more diverse sentences. We provide more details
on TAPT at the Appendix B.1.

4.2 Few-shot Fine-tuning

In this set of experiments, we aim to highlight that it
is crucial to consider the few-shot learning problem
in the early AL stages, which is often neglected
in literature. This is more important when using
pretrained LMs, since they are overparameterized
models that require adapting their training scheme
in low data settings to ensure robustness.

To illustrate the potential ineffectiveness of stan-
dard fine-tuning (SFT), we randomly undersam-
ple the AGNEWS and IMDB datasets to form low,
medium and high resource data settings (i.e. 100,
1, 000 and 10, 000 training samples), and train
BERT for a fixed number of 3, 10, and 20 epochs.
We repeat this process with 10 different random
seeds to account for stochasticity in sampling and
we plot the test accuracy in Figure 3. Figure 3
shows that SFT is suboptimal for low data settings
(e.g. 100 samples), indicating that more optimiza-
tion steps (i.e. epochs) are needed for the model
to adapt to the few training samples (Zhang et al.,
2020; Mosbach et al., 2021). As the training sam-
ples increase (e.g. 1, 000), fewer epochs are of-
ten better. It is thus evident that there is not a
clearly optimal way to choose a predefined number
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of epochs to train the model given the number of
training examples. This motivates the need to find
a fine-tuning policy for AL that effectively adapts
to the data resource setting of each iteration (inde-
pendently of the number of training examples or
dataset), which is mainly tackled by our proposed
fine-tuning approach FT+ (§2).

4.3 Ablation Study

We finally conduct an ablation study to evaluate
the contribution of our two proposed steps to the
AL pipeline; the pretraining step (TAPT) and fine-
tuning method (FT+). We show that the addition
of both methods provides large gains compared
to standard fine-tuning (SFT) in terms of accu-
racy, data efficiency and uncertainty calibration.
We compare BERT with SFT, BERT with FT+ and
BERT-TAPT with FT+. Along with test accuracy,
we also evaluate each model using uncertainty esti-
mation metrics (Ovadia et al., 2019): Brier score,
negative log likelihood (NLL), expected calibration
error (ECE) and entropy. A well-calibrated model
should have high accuracy and low uncertainty.

Figure 4 shows the results for the smallest and
largest datasets, TREC-6 and AGNEWS respectively.
For TREC-6, training BERT with our fine-tuning
approach FT+ provides large gains both in accu-
racy and uncertainty calibration, showing the im-
portance of fine-tuning the LM for a larger number
of epochs in low resource settings. For the larger
dataset, AGNEWS, we see that BERT with SFT per-
forms equally to FT+ which is the ideal scenario.
We see that our fine-tuning approach does not de-
teriorate the performance of BERT given the large
increase in warmup steps, showing that our sim-
ple strategy provides robust results in both high
and low resource settings. After demonstrating
that FT+ yields better results than SFT, we next
compare BERT-TAPT-FT+ against BERT-FT+. We
observe that in both datasets BERT-TAPT outper-
forms BERT, with this being particularly evident in
the early iterations. This confirms our hypothesis
that by implicitly using the entire pool of unlabeled
data for extra pretraining (TAPT), we boost the per-
formance of the AL model using less data.

5 Conclusion

We have presented a simple yet effective training
scheme for AL with pretrained LMs that accounts
for varying data availability and instability of fine-
tuning. Specifically, we propose to first continue
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Figure 4: Ablation study for TAPT and FT+.

pretraining the LM with the available unlabeled
data to adapt it to the task-specific domain. This
way, we leverage not only the available labeled data
at each AL iteration, but the entire unlabeled pool.
We further propose a method to fine-tune the model
during AL iterations so that training is robust in
both low and high resource data settings.

Our experiments show that our approach yields
substantially better results than standard fine-tuning
in five standard NLP datasets. Furthermore, we find
that the training strategy can be more important
than the acquisition strategy. In other words, a
poor training strategy can be a crucial impediment
to the effectiveness of a good acquisition function,
and thus limit its effectiveness (even over random
sampling). Hence, our work highlights how critical
it is to properly adapt a pretrained LM to the low
data resource AL setting.

As state-of-the-art models in NLP advance
rapidly, in the future we would be interested in
exploring the use of larger LMs, such as GPT-
3 (Brown et al., 2020) and FLAN (Wei et al.,
2022). These models have achieved impressive
performance in very low data resource settings (e.g.
zero-shot and few-shot), so we would imagine they
would be good candidates for the challenging set-
ting of active learning.
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A Appendix: Experimental Setup

A.1 Datasets
We experiment with five diverse natural language
understanding tasks including binary and multi-
class labels and varying dataset sizes (Table 1).
The first task is question classification using the six-
class version of the small TREC-6 dataset of open-
domain, fact-based questions divided into broad
semantic categories (Voorhees and Tice, 2000). We
also evaluate our approach on sentiment analysis
using the binary movie review IMDB dataset (Maas
et al., 2011) and the binary version of the SST-2
dataset (Socher et al., 2013). We finally use the
large-scale AGNEWS and DBPEDIA datasets from
Zhang et al. (2015) for topic classification. We
undersample the latter and form a Dpool of 20K ex-
amples and Dval 2K as in Margatina et al. (2021).
For TREC-6, IMDB and SST-2 we randomly sample
10% from the training set to serve as the valida-
tion set, while for AGNEWS we sample 5%. For
the DBPEDIA dataset we undersample both training
and validation datasets (from the standard splits)
to facilitate our AL simulation (i.e. the original
dataset consists of 560K training and 28K valida-
tion data examples). For all datasets we use the
standard test set, apart from the SST-2 dataset that
is taken from the GLUE benchmark (Wang et al.,
2019) we use the development set as the held-out
test set (and subsample a development set from the
original training set).

A.2 Training & AL Details
We use BERT-BASE (Devlin et al., 2019) and fine-
tune it (TAPT §2) for 100K steps, with learning
rate 2e− 05 and the rest of hyperparameters as in
Gururangan et al. (2020) using the HuggingFace
library (Wolf et al., 2020). We evaluate the model
5 times per epoch on Dval and keep the one with
the lowest validation loss as in Dodge et al. (2020).
We use the code provided by Kirsch et al. (2019)
for the uncertainty-based acquisition functions and
Yuan et al. (2020) for ALPS, BADGE and BERTKM.
We use the standard splits provided for all datasets,
if available, otherwise we randomly sample a val-
idation set. We test all models on a held-out test
set. We repeat all experiments with five different
random seeds resulting into different initializations
of Dlab and the weights of the extra task-specific
output feedforward layer. For all datasets we use as
budget the 15% of Dpool. Each experiment is run
on a single Nvidia Tesla V100 GPU.

A.3 Hyperparameters

For all datasets we train BERT-BASE (Devlin et al.,
2019) from the HuggingFace library (Wolf et al.,
2020) in Pytorch (Paszke et al., 2019). We train
all models with batch size 16, learning rate 2e− 5,
no weight decay, AdamW optimizer with epsilon
1e− 8. For all datasets we use maximum sequence
length of 128, except for IMDB and AGNEWS that
contain longer input texts, where we use 256. To
ensure reproducibility and fair comparison between
the various methods under evaluation, we run all
experiments with the same five seeds that we ran-
domly selected from the range [1, 9999].

A.4 Baselines

Acquisition functions We compare EN-
TROPYwith four baseline acquisition functions.
The first is the standard AL baseline, RANDOM,
which applies uniform sampling and selects k data
points from Dpool at each iteration. The second is
BADGE (Ash et al., 2020), an acquisition function
that aims to combine diversity and uncertainty
sampling. The algorithm computes gradient
embeddings gx for every candidate data point
x in Dpool and then uses clustering to select a
batch. Each gx is computed as the gradient of the
cross-entropy loss with respect to the parameters of
the model’s last layer. We also compare against a
recently introduced cold-start acquisition function
called ALPS (Yuan et al., 2020). ALPS acquisition
uses the masked language model (MLM) loss
of BERT as a proxy for model uncertainty in
the downstream classification task. Specifically,
aiming to leverage both uncertainty and diversity,
ALPS forms a surprisal embedding sx for each x,
by passing the unmasked input x through the BERT

MLM head to compute the cross-entropy loss for
a random 15% subsample of tokens against the
target labels. ALPS clusters these embeddings to
sample k sentences for each AL iteration. Last,
following Yuan et al. (2020), we use BERTKM as
a diversity baseline, where the l2 normalized BERT

output embeddings are used for clustering.

Models & Fine-tuning Methods We evaluate
two variants of the pretrained language model; the
original BERT model, used in Yuan et al. (2020)
and Ein-Dor et al. (2020)6, and our adapted model
BERT-TAPT (§2), and two fine-tuning methods;

6Ein-Dor et al. (2020) evaluate various acquisition func-
tions, including entropy with MC dropout, and use BERT with
the standard fine-tuning approach (SFT).
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our proposed fine-tuning approach FT+ (§2) and
standard BERT fine-tuning SFT.

MODEL TREC-6 DBPEDIA IMDB SST-2 AGNEWS

VALIDATION SET

BERT 94.4 99.1 90.7 93.7 94.4
BERT-TAPT 95.2 99.2 91.9 94.3 94.5

TEST SET

BERT 80.6 99.2 91.0 90.6 94.0
BERT-TAPT 77.2 99.2 91.9 90.8 94.2

Table 2: Accuracy with 100% of data over five runs
(different random seeds).

B Appendix: Analysis

B.1 Task-Adaptive Pretraining (TAPT) &
Full-Dataset Performance

As discussed in §2 and §4, we continue training
the BERT-BASE (Devlin et al., 2019) pretrained
masked language model using the available data
Dpool. We explored various learning rates between
1e− 4 and 1e− 5 and found the latter to produce
the lowest validation loss. We trained each model
(one for each dataset) for up to 100K optimization
steps, we evaluated on Dval every 500 steps and
saved the checkpoint with the lowest validation
loss. We used the resulting model in our (BERT-
TAPT) experiments. We plot the learning curves of
masked language modeling task (TAPT) for three
datasets and all considered learning rates in Figure
5. We notice that a smaller learning rate facilitates
the training of the MLM.

In Table 2 we provide the validation and test
accuracy of BERT and BERT-TAPT for all datasets.
We present the mean across runs with three random
seeds. For fine-tuning the models, we used the
proposed approach FT+ (§2).

B.2 Performance of Acquisition Functions
In our BERT-TAPT-FT+ experiments so far, we
showed results with ENTROPY. We have also exper-
imented with various uncertainty-based acquisition
functions. Specifically, four uncertainty-based ac-
quisition functions are used in our work: LEAST

CONFIDENCE, ENTROPY, BALD and BATCH-
BALD. LEAST CONFIDENCE (Lewis and Gale,
1994) sorts Dpool by the probability of not pre-
dicting the most confident class, in descending
order, ENTROPY (Shannon, 1948) selects sam-
ples that maximize the predictive entropy, and
BALD (Houlsby et al., 2011), short for Bayesian
Active Learning by Disagreement, chooses data
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Figure 5: Learning curves of TAPT for various learning
rates.
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Figure 6: Comparison of acquisition functions using
TAPT and FT+ in training BERT.

points that maximize the mutual information be-
tween predictions and model’s posterior probabil-
ities. BATCHBALD (Kirsch et al., 2019) is a re-
cently introduced extension of BALD that jointly
scores points by estimating the mutual informa-
tion between multiple data points and the model
parameters. This iterative algorithm aims to find
batches of informative data points, in contrast to
BALD that chooses points that are informative
individually. Note that LEAST CONFIDENCE, EN-
TROPY and BALD have been used in AL for NLP
by Siddhant and Lipton (2018). To the best of our
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TREC-6 SST-2 IMDB DBPEDIA AGNEWS

RANDOM 0/0 0/0 0/0 0/0 0/0
ALPS 0/57 0/478 0/206 0/134 0/634
BADGE 0/63 0/23110 0/1059 0/192 -
BERTKM 0/47 0/2297 0/324 0/137 0/3651
ENTROPY 81/0 989/0 557/0 264/0 2911/0
LEAST CONFIDENCE 69/0 865/0 522/0 256/0 2607/0
BALD 69/0 797/0 524/0 256/0 2589/0
BATCHBALD 69/21 841/1141 450/104 256/482 2844/5611

Table 3: Runtimes (in seconds) for all datasets. In each cell of the table we present a tuple i/s where i is the
inference time and s the selection time. Inference time is the time for the model to perform a forward pass for all the
unlabeled data in Dpool and selection time is the time that each acquisition function requires to rank all candidate
data points and select k for annotation (for a single iteration). Since we cannot report the runtimes for every model
in the AL pipeline (at each iteration the size of Dpool changes), we provide the median.

knowledge, BATCHBALD is evaluated for the first
time in the NLP domain.

Instead of using the output softmax probabilities
for each class, we use a probabilistic formulation of
deep neural networks in order to acquire better cali-
brated scores. Monte Carlo (MC) dropout (Gal and
Ghahramani, 2016) is a simple yet effective method
for performing approximate variational inference,
based on dropout (Srivastava et al., 2014). Gal
and Ghahramani (2016) prove that by simply per-
forming dropout during the forward pass in making
predictions, the output is equivalent to the predic-
tion when the parameters are sampled from a varia-
tional distribution of the true posterior. Therefore,
dropout during inference results into obtaining pre-
dictions from different parts of the network. Our
BERT-basedMi model uses dropout layers during
training for regularization. We apply MC dropout
by simply activating them during test time and we
perform multiple stochastic forward passes. For-
mally, we do N passes of every x ∈ Dpool through
Mi(x;Wi) to acquire N different output proba-
bility distributions for each x. MC dropout for
AL has been previously used in the literature (Gal
et al., 2017; Shen et al., 2017; Siddhant and Lip-
ton, 2018; Lowell and Lipton, 2019; Ein-Dor et al.,
2020; Shelmanov et al., 2021).

Our findings show that all functions provide sim-
ilar performance, except for BALD that slightly
underperforms. This makes our approach agnos-
tic to the selected uncertainty-based acquisition
method. We also evaluate our proposed methods
with our baseline acquisition functions, i.e. RAN-
DOM, ALPS, BERTKM and BADGE, since our
training strategy is orthogonal to the acquisition

strategy. We compare all acquisition functions with
BERT-TAPT-FT+ for AGNEWS and IMDB in Fig-
ure 6. We observe that in general uncertainty-based
acquisition performs better compared to diversity,
while all acquisition strategies have benefited from
our training strategy (TAPT and FT+).

B.3 Efficiency of Acquisition Functions

In this section we discuss the efficiency of the
eight acquisition functions considered in this work;
RANDOM, ALPS, BADGE, BERTKM, ENTROPY,
LEAST CONFIDENCE, BALD and BATCHBALD.

In Table 3 we provide the runtimes for all ac-
quisition functions and datasets. Each AL experi-
ments consists of multiple iterations and (therefore
multiple models), each with a different training
dataset Dlab and pool of unlabeled data Dpool. In
order to evaluate how computationally heavy is
each method, we provide the median of all the
models in one AL experiment. We calculate the
runtime of two types of functionalities. The first is
the inference time and stands for the forward pass
of each x ∈ Dpool to acquire confidence scores for
uncertainty sampling. RANDOM, ALPS, BADGE

and BERTKM do not require this step so it is only
applied of uncertainty-based acquisition where ac-
quiring uncertainty estimates with MC dropout is
needed. The second functionality is selection time
and measures how much time each acquisition func-
tion requires to rank and select the k data points
from Dpool to be labeled in the next step of the AL
pipeline. RANDOM, ENTROPY, LEAST CONFI-
DENCE and BALD perform simple equations to
rank the data points and therefore so do not require
selection time. On the other hand, ALPS, BADGE,
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BERTKM and BATCHBALD perform iterative al-
gorithms that increase selection time. From all ac-
quisition functions ALPS and BERTKM are faster
because they do not require the inference step of
all the unlabeled data to the model. ENTROPY,
LEAST CONFIDENCE and BALD require the same
time for selecting data, which is equivalent for the
time needed to perform one forward pass of the en-
tire Dpool. Finally BADGE and BATCHBALD are
the most computationally heavy approaches, since
both algorithms require multiple computations for
the selection time. RANDOM has a total runtime of
zero seconds, as expected.
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Abstract

In this paper, we leverage large language mod-
els (LMs) to perform zero-shot text style trans-
fer. We present a prompting method that
we call augmented zero-shot learning, which
frames style transfer as a sentence rewriting
task and requires only a natural language in-
struction, without model fine-tuning or exem-
plars in the target style. Augmented zero-shot
learning is simple and demonstrates promising
results not just on standard style transfer tasks
such as sentiment, but also on natural language
transformations such as “make this melodra-
matic” or “insert a metaphor.”

1 Introduction

Text style transfer is the task of rewriting text to
incorporate additional or alternative stylistic ele-
ments while preserving the overall semantics and
structure. Although style transfer has garnered in-
creased interest due to the success of deep learn-
ing, these approaches usually require a substantial
amount of labeled training examples, either as par-
allel text data (Zhu et al., 2010; Rao and Tetreault,
2018) or non-parallel text data of a single style. (Li
et al., 2018; Jin et al., 2019; Liu et al., 2020; Kr-
ishna et al., 2020). Even bleeding-edge approaches
that tackle the challenging problem of label-free
style transfer are limited in that they require at least
several exemplar sentences that dictate a given tar-
get style (Xu et al., 2020; Riley et al., 2021). Hence,
recent survey papers have identified a need for new
methods that both reduce the training data require-
ments and expand the scope of styles supported
(Jin et al., 2020; Hu et al., 2020).

In this work, we present augmented zero-shot
learning, a prompting method that allows large
language models to perform text style transfer to
arbitrary styles, without any exemplars in the target
style. Our method builds on prior work showing

∗Equal contribution

Here is some text: {That is an ugly dress}. Here is 
a rewrite of the text, which is more positive: {

Here is some text: {I was really sad about the 
loss}. Here is a rewrite of the text, which is more 
positive: {I was able to accept and work through 
the loss to move on.} 
Here is some text: {The eggnog was tasteless}. Here 
is a rewrite of the text, which is more positive: 
{The eggnog had a great, festive taste to it.} 
… 
Here is some text: {That is an ugly dress}. Here is 
a rewrite of the text, which is more positive: {

Here is some text: {When the doctor asked Linda to 
take the medicine, he smiled and gave her a 
lollipop}. Here is a rewrite of the text, which is 
more scary: {When the doctor told Linda to take the 
medicine, there had been a malicious gleam in her 
eye that Linda didn't like at all} 
Here is some text: {They asked loudly, over the 
sound of the train}. Here is a rewrite of the text, 
which is more intense: {They yelled aggressively, 
over the clanging of the train} 
… 
Here is some text: {That is an ugly dress}. Here is 
a rewrite of the text, which is more positive: {

Zero-shot learning prompt

Few-shot learning prompt

Augmented zero-shot learning prompt (ours)

more melodramatic  includes a metaphor  include the word “balloon”   

(a)

(b)

(c)

Figure 1: Zero-shot, few-shot, and augmented zero-
shot prompts for style transfer. The boldface text is
the zero-shot prompt, and the plain text is the addi-
tional priming sequence. The full prompts used in
this paper are shown in Table 7. We encourage read-
ers to examine the outputs of our model at https:
//bit.ly/3fLDuci.

that sufficiently large LMs such as GPT-3 can per-
form various tasks ranging from classification to
translation, simply by choosing a clever prompt to
prepend to the input text for which the model is
asked to continue (Brown et al., 2020; Branwen,
2020). Using a single prompt that provides sev-
eral demonstrations of sentences being “rewritten”
to meet a desired condition, language models can
extrapolate and rewrite text in unseen styles. We
are thus able to perform style transfer to arbitrary
styles such as “make this sentence more comic” or
“include the word balloon.”

Augmented zero-shot learning is simple and fa-
cilitates the application of style transfer to a wider
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range of styles than existing work. Our contribu-
tions are the following.
1. We propose a recipe for style transfer using large

LMs that is label-free, training-free, and intu-
itively controllable.

2. Via human evaluation, we find that our method
achieves strong performance on both standard
and non-standard style transfer tasks. We also
compare our approach for sentiment transfer
with prior methods using automatic evaluation.

3. We explore real-world desired style transfers
generated from users of a text editing UI that
implements our method.

2 Augmented zero-shot prompting

Although large LMs are trained only for continua-
tion, recent work has shown that they can perform
a variety of NLP tasks by expressing the task as
a prompt that encourages the model to output the
desired answer as the continuation (Puri and Catan-
zaro, 2019; Weller et al., 2020; Brown et al., 2020;
Schick and Schütze, 2021, inter alia; see Liu et al.
(2021a) for a survey). The simplest approach, zero-
shot prompting, directly uses natural language to
ask the large LM to perform a task, as shown in
Figure 1a. Zero-shot prompting, however, can be
prone to failure modes such as not returning well-
formatted or logical outputs (see §6). Few-shot
prompting, as shown in Figure 1b, has been shown
to achieve higher performance, but requires exem-
plars for the exact task that we want the model to
perform. Such few-shot examples can be easily ob-
tained if the desired style transformation is known
ahead of time, but this ultimately limits style trans-
fer to a set of pre-specified style tasks.

To remove the need for these labeled exemplars
for each style transfer task, we propose augmented
zero-shot learning, a method for performing multi-
task style transfer using a single set of exemplars.
Instead of prompting the model with exemplars
specific to the exact style transfer task we wish
to perform, we prompt the model with examples
of a variety of sentence rewriting operations, as
shown in Figure 1c. This intuition is inspired by
Reynolds and McDonell (2021)’s observation that
successful prompts constrain the behavior of the
large LM away from failure modes—in our case,
we aim to preserve the flexibility of a zero shot
prompt while encouraging the model to produce
outputs of a specific template. We keep the the
format of the exemplars constant and insert the de-

Original There, in the middle of the street,
stood an old man in a weatherbeaten
brown coat.

More
descriptive

The man’s brown trenchcoat was
coated with snow, and as he leaned
against the telephone booth, he cast
a long shadow across the road in the
late afternoon sun.

Include a
metaphor

There, in the middle of the street,
stood an old man whose face
resembled the weatherworn bark of
a gnarled tree.

Include the
word “park”

There, in the middle of Central Park,
stood an old man in a weatherbeaten
brown coat.

Include the
word “balloon”

There, in the middle of the street,
stood an old man with several
colourful balloons tied to the
straps of his coat.

More comic There, in the middle of the street,
stood an old man in a raggedy brown
coat that was much too big for him.

More melodra-
matic

There, in the middle of the road,
stood a grizzled old man, the light
of life faded from his sunken eyes.

Table 1: Example style transfer outputs from aug-
mented zero-shot learning for non-standard styles.

sired sentence transformation into the same format.
In this way, the augmented zero-shot formulation
supports arbitrary sentence rewriting tasks without
the need to write any task-specific exemplars. Thus,
it works for a wide range of styles, including modi-
fying the text to be “more melodramatic,” “insert
a metaphor,” or “include the word balloon.”

3 Experimental Setup

Style transfer tasks. We consider six style trans-
fer tasks that we deem non-standard, listed in Table
1. These styles were chosen to be representative of
most frequent style adjustments made by users of
an AI-assisted text editor that employs our method
(discussed further in §5). As source sentences, we
use 50 sentences randomly drawn from the Reddit
Writing Prompts validation set (Fan et al., 2018),
excluding those that already clearly exhibited one
of the styles or were ungrammatical/incoherent.
We use human evaluation for these styles, since not
all styles have readily available classifiers.

We also evaluate our method on two standard
style transfer tasks: sentiment and formality. We
use the Yelp polarity dataset (Zhang et al., 2015)
for sentiment and Grammarly’s Yahoo Answers
Formality Corpus (GYAFC) dataset for formality
(Rao and Tetreault, 2018).1 These datasets allow
us to evaluate performance of augmented zero-shot
learning in the context of prior supervised methods
which have been used on these tasks.

1Hosted by Luo et al. (2019).
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Model. Augmented zero-shot learning requires a
large language model. We primarily use LaMDA,
a left-to-right decoder-only transformer language
model (Vaswani et al., 2017) with a non-embedding
parameter count of 137B (Thoppilan et al., 2022).
The pre-trained LaMDA model, which we refer to
as LLM, was trained on a corpus comprising 1.95B
public web documents, including forum and dialog
data and Wikipedia. The dataset was tokenized into
2.49T BPE tokens with a SentencePiece vocabulary
size of 32K (Kudo and Richardson, 2018). We also
use LLM-Dialog, the final LaMDA model which
was finetuned on a curated, high-quality subset of
data identified to be in a conversational format.
Decoding was done with top-k=40. To show that
the success of augmented zero-shot learning is not
restricted to these two large LMs, we also perform
experiments with GPT-3 (Table 8). For GPT-3,
decoding was done with nucleus sampling using
p=0.6 (Holtzman et al., 2019).

The prompts used for LLM and GPT-3 are shown
in Figure 1. For LLM-Dialog, the prompt was in-
stead formulated as a conversation between one
agent who is requesting rewrites and another who
is performing the rewrites. See Table 7 in the Ap-
pendix for the full non-abbreviated prompts.

4 Results

4.1 Non-Standard Styles

For our six non-standard styles, we asked six pro-
fessional raters to assess <input sentence, target
style, output sentence> tuples. These raters are
fluent in English, live in India, and work full time
labeling and evaluating data. To decrease inter-rater
discrepancy and ensure that our instructions were
clear, we had an initial calibration session where
they test-rated a small portion of the data (around
10 datapoints which were then omitted from the
results) and asked us any clarifying questions. For
each style, we compare outputs from our method
plus the three baselines for 50 sentences.

Each tuple was scored by three raters (3,600 rat-
ings total) on the following three axes which are
standard to textual style transfer (Mir et al., 2019):
(1) transfer strength (the amount that the output
actually matches the target style), (2) semantic
preservation (whether the underlying meaning of
the output text, aside from style, matches that of the
input), and (3) fluency (whether the text is coherent
and could have been written by a proficient English
speaker). Following Sakaguchi and Van Durme
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Figure 2: Human evaluation of style transfer for six
atypical styles. Our method is rated comparably to the
human-written ground truth. Error bars show Standard
Error of the Mean. Evaluation of fluency is shown in
Figure 4 in the Appendix.

(2018), transfer strength and semantic preservation
were rated on a scale from 1–100. A screenshot
of the evaluation UI is shown in Figure 5 in the
Appendix. Note that the guidelines for semantic
preservation are not standardized in prior literature
(Briakou et al., 2021); while some evaluations are
strict that the outputs cannot contain any more infor-
mation than the inputs, we asked the annotators not
to penalize for meaning transformations which are
necessary for the specified transformation. We use
dialog-LLM, and compare it with three other meth-
ods: (1) zero-shot (a baseline), (2) paraphrase
(our normal augmented zero shot prompt, but with
the target style of “paraphrased”, as a control) and
(3) human (ground-truth transformations written
by the authors).

Figure 2 shows these results. We found that the
outputs of our method were rated almost as highly
as the human-written ground truth for all three
evaluations. The zero-shot baseline performed the
worst in all categories: 25.4% of the time, it did not
return a valid response at all (see §6), compared
with 0.6% for augmented zero shot. The strong
performance of the paraphrase baseline at fluency
and semantic similarity shows that large LMs are
capable of generating high quality text that remains
true to the input sentence’s meaning. Overall, the
average length of the input sentences was 66 char-
acters, whereas the average length of augmented
zero-shot outputs was 107 characters. For context,
human paraphrase outputs were 82 characters.

For a subset of the tasks, some automatic evalua-
tion was also possible. We found that the “balloon”
and “park” transformations successfully inserted
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the target word 85% of the time. For “more descrip-
tive” and “include a metaphor” the transformed
text was, as expected, longer than the original (by
252% and 146% respectively, compared with 165%
and 146% for human baselines).

4.2 Standard Styles

To better contextualize the performance of our
method with prior methods, we also generated out-
puts for two standard style transfer tasks: sentiment
and formality. Figure 3 shows human evaluations
(same setup as before) for our outputs as well as
the outputs from two popular prior style transfer
methods, Unsup MT (Prabhumoye et al., 2018) and
Dual RL (Luo et al., 2019). The outputs from our
method were rated comparably to both human gen-
erated responses and the two prior methods, using
the same rating setup as the non-standard styles,
with six outputs and baselines for four styles across
50 sentences, rated independently by three raters,
totalling 3,000 total ratings.

Furthermore, following Li et al. (2018) and Sud-
hakar et al. (2019), we perform automatic evalu-
ation for sentiment style transfer since there are
classifiers available for these styles. We note that
although automatic evaluations can diverge from
human ratings, they can still be a good proxy as
we could not perform human evaluation against
every prior method due to time and resource con-
straints. We automatically evaluate (1) transfer
strength using a sentiment classifier from Hug-
gingFace Transformers (Wolf et al., 2020), (2) se-
mantic similarity to human examples provided by
Luo et al. (2019) via BLEU score, and (3) fluency
via perplexity, as measured by GPT-2 (117M).

Table 2 shows these automatic evaluations, with
four main takeaways. First, augmented zero-shot
prompting achieves high accuracy and low perplex-
ity compared with baselines. The BLEU scores,
however, are low, which we believe is because it
tends to add additional information to generated
sentences (see Appendix B for a deeper analysis).
Second, we apply augmented zero-shot learning to
GPT-3 175B; these results indicate that augmented
zero-shot learning generalizes to another large lan-
guage model. Third, we vary model size for GPT-3
models, finding that larger size greatly improves
style transfer. Fourth, for LLM and LLM-dialog,
we find that augmented zero-shot learning substan-
tially outperforms vanilla zero-shot learning and
almost reaches the accuracy of five-shot learning.
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Figure 3: Human evaluation of sentiment and formality
transfer. Our method is rated comparably to human-
written ground truth as well as prior methods. Error
bars show Standard Error of the Mean. Unsup. MT is
Prabhumoye et al. (2018); Dual RL is Luo et al. (2019).

5 Potential of Arbitrary Styles

One promising application of augmented zero-shot
learning is an AI-powered writing assistant that
can allow writers to transform their text in arbitrary
ways that the writer defines and controls. As a qual-
itative case study to explore what arbitrary re-write
styles may be requested, we built an AI-assisted
story-writing editor with a “rewrite as” feature that
uses our augmented few-shot method. Our edi-
tor has a freeform text box for users to specify
how they would like a selection of their story to be
rewritten (see Figure 6 in the Appendix). We asked
30 people from a creative writing group to use our
UI to write a 100-300 word story, collecting 333
rewrite requests in total. Table 3 shows a subset of
these, which were as diverse as asking for the text
“to be about mining” or “to be less diabolical.”

6 Limitations and Failure Modes

This section details several qualitative limitations
with our method.

Unparsable answers A frequent problem that
arises when using large LMs for other NLP tasks
is their outputs cannot be automatically parsed into
usable answers. For example, when given a prompt
like “Here is some text: that is an ugly

dress. Here is a rewrite of the text,

which is more positive” LLM-Dialog might
return something like “Sounds like you are a

great writer!” Similar error modes exist for
LLM, which might output something like “Here

are more writing tips and tricks.” Other
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Acc BLEU PPL

SUPERVISED METHODS
Cross-alignment (Shen et al., 2017) 73.4 17.6 812
Backtrans (Prabhumoye et al., 2018) 90.5 5.1 424
Multidecoder (Fu et al., 2018) 50.3 27.7 1,703
Delete-only (Li et al., 2018) 81.4 28.6 606
Delete-retrieve (Li et al., 2018) 86.2 31.1 948
Unpaired RL (Xu et al., 2018) 52.2 37.2 2,750
Dual RL (Luo et al., 2019) 85.9 55.1 982
Style transformer (Dai et al., 2019) 82.1 55.2 935

INFERENCE-ONLY METHODS
GPT-3 ada, aug zero-shot 31.5 39.0 283
GPT-3 curie, aug zero-shot 53.0 48.3 207
GPT-3 da vinci, aug zero-shot 74.1 43.8 231
LLM: zero-shot 69.7 28.6 397
LLM: five-shot 83.2 19.8 240
LLM: aug zero-shot 79.6 16.1 173
LLM-dialog: zero-shot 59.1 17.6 138
LLM-dialog: five-shot 94.3 13.6 126
LLM-dialog: aug zero-shot 90.6 10.4 79

Table 2: Comparing augmented zero-shot prompting
with supervised style transfer methods on the Yelp sen-
timent style transfer dataset using automatic evaluation.
Acc: accuracy; PPL: perplexity. The inference-only ta-
ble shows our method applied to 3 different sizes of
GPT-3, plus our own LLM.

to be a little less angsty • to be about mining • to be better
written • to be less diabolical • to be more absurd • to be more
adventurous • to be more Dickensian • to be more emotional
• to be more magical • to be more melodramatic • to be
more philosophical • to be more revolutionary • to be more
surprising • to be more suspenseful • to be more technical • to
be more whimsical • to be warmer • to fit better grammatically
with the rest of the story • to make more sense

Table 3: Requests in the form of “Rewrite this...” made
by real users to a large LM-powered text editor. For the
full set of unique requests, see Table 5 in the Appendix.

times, the response contains correct information,
but it cannot be automatically parsed (e.g., “a

good rewrite might be to say that the

dress is pretty.” ) In hindsight, these outputs
make a lot of sense: most of the training data of
large LMs is not well-formatted pairs of inputs and
outputs (Reynolds and McDonell, 2021). See §A
for how we dealt with these issues.

Hallucinations Large LMs are known to halluci-
nate text content; we saw this happen frequently for
style transfer. While this is an advantage in some
contexts like creative writing, it is undesirable for
applications like summarization.

Inherent style trends We also noticed that even
our “paraphrase” baseline, where the model was
simply asked to rewrite the input sentence, was

rated highly for style strength for a few styles, in-
cluding “more formal” and “more melodramatic”.
This implies that our method’s generations gen-
erally trend toward these styles. A direction for
future work would be to see what styles and quali-
ties of text our method (and large LMs in general)
are inherently more likely to produce.

Less reliable than trained methods For style
transfer tasks that have available training data, prior
methods that either train or finetune on that data are
going to be inherently more reliable at producing
text that looks like their training data. This can be
observed in the lower BLEU scores our method
achieves than trained methods, despite comparable
transfer accuracy (Section B). Thus, augmented
zero-shot learning offers less fine-grained control-
lability in the properties of the style-transferred text
than methods which see task-specific training data.

Large LM safety concerns Large LMs them-
selves come with their own host of difficulties,
barriers to entry, and potential safety concerns as
discussed by Bender et al. (2021), which are also
valid for this style transfer method. However, we
also think that this method can be a useful tool in
exploring and exposing the safety and boundaries
of these models themselves: what happens if we try
to force the large LM to make a text “more racist”,
“more sexist”, or “more incendiary”? It is important
to keep pushing these models to their boundaries to
see where they fail and where problems arise, and
specific use cases that show a broader range of the
model’s capabilities also show a broader range of
its failure modes.

7 Conclusions

We introduced augmented zero-shot learning,
which we find shows shows strikingly promis-
ing performance considering its simplicity. This
prompting paradigm moves the needle in text style
transfer by expanding the range of possible styles
beyond the currently limited set of styles for which
annotated data exists. More broadly, we also hope
that the strategy of prompting a large LM with non-
task specific examples can inspire new inference-
only methods for other NLP tasks.
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Appendix

A Prompt Selection

A promising new area of prompt engineering has
arisen to address the failure modes discussed above,
specifically the invalid or unparseable answers.
Reynolds and McDonell (2021) find that prompt-
ing a model for a task is more akin to locating an
already-learned task than truly learning a new one.
Moreover, they emphasize that prompt engineer-
ing is mostly about avoiding various failure cases
such as those described above. In this work, we
use delimiters (“{” and “}”) to help avoid these
types of errors, giving scores of zero when there
was no valid responses with such delimiters. There
are other delimiters that could be used (e.g., quotes,
“(” and “)”, “<” and “>”, newlines with a colon (as
used by GPT-3), etc. We chose curly braces as they
were 1) likely to occur in the training data as delim-
iters in other contexts and 2) not frequently part of
the input sentence itself. We also use a second per-
son prompt template for the dialog, which yielded
better results as it was more similar to the training
data. Exploring these options more quantitatively
would be an interesting direction for future work.
Because the performance of prompting can vary
depending on the exact language of the prompt
(Reynolds and McDonell, 2021), we compare
four variations of prompts for sentiment: “more
positive/negative,” “happier/sadder,” “more opti-
mistic/pessimistic,” and “more cheerful/miserable.”
As shown in Table 4 in the Appendix, performance
differed across the four prompts, but we found them
comparable.

Model / prompt wording Acc Bleu PPL

LLM
“more positive/negative” 76.3 14.8 180
“happier/sadder” 62.6 15.5 173
“more optimistic/pessimistic” 69.7 14.1 143
“more cheerful/miserable” 74.5 15.7 186

LLM-Dialog
“more positive/negative” 90.5 10.4 79
“happier/sadder” 85.9 9.6 90
“more optimistic/pessimistic” 85.8 10.2 79
“more cheerful/miserable” 88.8 11.4 93

Table 4: Comparing variations of augmented zero-shot
learning prompt wording for sentiment style transfer.

B Low BLEU for LLM Outputs

As we saw in Table 2, the outputs of our model
had low BLEU scores with respect to human gen-

into paragraphs • to be a bit clearer • to be a little less
angsty • to be a word for a song • to be about mining
• to be about vegetables • to be better written • to be
less descriptive • to be less diabolical • to be more
absurd • to be more adventurous • to be more angry
• to be more cheerful • to be more descriptive • to be
more Dickensian • to be more emotional • to be more
fancy • to be more flowery • to be more interesting •
to be more joyful • to be more magical • to be more
melodramatic • to be more philosophical • to be more
revolutionary • to be more scary • to be more subtle
• to be more surprising • to be more suspenseful • to
be more technical • to be more violent • to be more
whimsical • to be warmer • to fit better grammatically
with the rest of the story • to make more sense • to use
a more interesting word • with a few words

Table 5: Full results for requests in the form of
“Rewrite this...” made by users to a large LM-powered
text editor.

erated outputs, while simultaneously having high
semantic similarity in human evaluations. Based on
qualitative examination of outputs, we believe that
this is because model outputs often, despite having
high semantic similarity with the source sentence,
used different language from human annotations.
For instance, for transferring the sentiment of “ever
since joes has changed hands it’s just gotten worse
and worse” to positive sentiment, our augmented
zero-shot learning model outputted “the establish-
ment has continued to provide excellent service,
improving steadily since its change of ownership.”
This will have low BLEU with the ground truth
with respect to human references, which is simply
“ever since joes has changed hands it’s just gotten
better and better.”

Though we do not see this as an inherent prob-
lem, increasing the BLEU for the purposes of com-
parison can be done in an easy way via candidate
selection, as our model returns sixteen possible
continuations. In applications for which we prefer
model outputs to have high lexical similarity to the
source sentence, we could select the candidate of
the sixteen with the highest BLEU score compared
with the original source sentence. We find that
this candidate selection step can substantially im-
prove the BLEU score with the ground truth target
sentences, as we show in Table 8.

C Further Related Work

Style transfer has gained increasing attention in the
NLP landscape, for which neural models have been
trained to perform style transfer for styles including
sentiment, formality, politeness, gender, and politi-

844



Input Model suggestion

You honor me,” said Bruno. As he spoke, he began
to laugh. His laugh was merry sounding and melodic.
He took a deep breath. When he spoke again, his
voice was low and strong. “I take this great task on
and with my brothers shall lead us on to victory!
Rewrite it to be about mining.

You honor me, said Bruno. As he spoke, he began to laugh.
His laugh was deep and gravely, as if from the bowels of
the earth. He took a deep breath. When he spoke again,
his voice was deep and dark.‘I take this great task on and
with my brothers shall delve into the mines!”

I reckon,’ smiled Toe, ’you’d have to say the same
for icicles, wouldn’t you?
Rewrite it to be more interesting.

‘I reckon,’ smiled Toe, ‘you’d have to say the same for
icicles, wouldn’t you?’ These words were barely out of
his mouth before the others realized exactly what they
meant.

with its southern perfume
Rewrite it to be more descriptive

A mixture of sweet honeysuckles and jasmine with a hint
of tobacco and warm mesquite smoke. It was his southern
perfume, with a hint of a memory of simpler times.

But Sally remained unmoved–and lonely.
Rewrite it to be more emotional

Her tears rolled and rolled down her cheek, mixing with
the saltwater around her, until the water was a rich mixture
of the two. She wanted her poem to be cheerful like it
used to be, but couldn’t find the right words.

Table 6: Examples of users’ arbitrary style transfer requests for which the model suggestion was accepted.

cal slant (Prabhumoye et al., 2018; Madaan et al.,
2020; Liu et al., 2021b). We will briefly summarize
the primary approaches to style transfer here, and
refer the involved reader to either (Jin et al., 2020)
or (Hu et al., 2020) for a survey.

Most text style transfer approaches fall in two
categories. Early approaches tend to require par-
allel text data (Zhu et al., 2010; Rao and Tetreault,
2018), where every input in the source style has a
corresponding output in the target style. Though
this formulation elegantly fits the standard encoder–
decoder paradigm, the availability of a parallel
text corpus is a stringent requirement. Hence, re-
cent text style transfer approaches have instead
used non-parallel monostyle data (no one-to-one-
mapping between instances in the source and target
styles). Such methods include latent representation
manipulation (Liu et al., 2020), prototype-based
text editing (Li et al., 2018), and pseudo-parallel
corpus construction (Jin et al., 2019). However,
even non-parallel monostyle data can be hard to
collect for arbitrary styles. As such, surveys have
called for more research on approaches that expand
the scope of supported styles and reduce the train-
ing data requirements for style transfer systems (Jin
et al., 2020; Hu et al., 2020).

Several new methods tackle the challenging
problem of label-free style transfer, which does
not require a full corpus of labeled data, but rather
just a few exemplars that define a style. Xu et al.
(2020) use variational autoencoders for unsuper-
vised learning of controllable representations for
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Figure 4: Human evaluation of fluency for style trans-
fer for six atypical styles. Error bars show standard
error of the mean.

text. Riley et al. (2021) extract a style vector from
a set of target texts and use this vector to condition
the decoder to perform style transfer to a target
style. These approaches have a similar goal to ours
in terms of expanding the scope of possible style
transfers. However, they are different in two main
ways. First, they require a fully specialized model,
where our method can be applied out-of-the-box
with something like GPT-3. This can either be a
strength or weakness, depending on the availability
of such a model. Second, they require exemplars
to define a style rather than a plain text description.
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Augmented Zero-shot Prompt: LLM
Here is some text: {When the doctor asked Linda to take the medicine, he smiled and gave her a lollipop.}. Here
is a rewrite of the text, which is more scary. {When the doctor told Linda to take the medicine, there had been
a malicious gleam in her eye that Linda didn’t like at all.} Here is some text: {they asked loudly, over the
sound of the train.}. Here is a rewrite of the text, which is more intense. {they yelled aggressively, over the
clanging of the train.} Here is some text: {When Mohammed left the theatre, it was already dark out}. Here is
a rewrite of the text, which is more about the movie itself. {The movie was longer than Mohammed had expected,
and despite the excellent ratings he was a bit disappointed when he left the theatre.} Here is some text: {next
to the path}. Here is a rewrite of the text, which is about France. {next to la Siene} Here is some text: {The
man stood outside the grocery store, ringing the bell.}. Here is a rewrite of the text, which is about clowns.
{The man stood outside the circus, holding a bunch of balloons.} Here is some text: {the bell ringing}. Here is
a rewrite of the text, which is more flowery. {the peales of the jangling bell} Here is some text: {against the
tree}. Here is a rewrite of the text, which is include the word "snow". {against the snow-covered bark of the
tree} Here is some text: {That is an ugly dress}. Here is a rewrite of the text, which is more positive."

Augmented Zero-shot Prompt: LLM-dialog
> Here is some text: {When the doctor asked Linda to take the medicine, he smiled and gave her a lollipop.}.
Rewrite it to be more scary.
> {When the doctor told Linda to take the medicine, there had been a malicious gleam in her eye that Linda didn’t
like at all.}
> Here is some text: {they asked loudly, over the sound of the train.}. Rewrite it to be more intense.
> {they yelled aggressively, over the clanging of the train.}
> Here is some text: {When Mohammed left the theatre, it was already dark out}. Rewrite it to be more about the
movie itself.
> {The movie was longer than Mohammed had expected, and despite the excellent ratings he was a bit disappointed
when he left the theatre.}
> Here is some text: {next to the path}. Rewrite it to be about France.
> {next to la Siene}
> Here is some text: {The man stood outside the grocery store, ringing the bell.}. Rewrite it to be about
clowns.
> {The man stood outside the circus, holding a bunch of balloons.}
> Here is some text: {the bell ringing}. Rewrite it to be more flowery.
> {the peals of the jangling bell}
> Here is some text: {against the tree}. Rewrite it to be include the word "snow".
> {against the snow-covered bark of the tree}
> Here is some text: {That is an ugly dress}. Rewrite it to be more positive."

Table 7: In black, we show the exact augmented-zero shot prompts used in our experiments, for LLM and GPT-
3 (top), and for LLM-Dialog (bottom). As shown, for LLM-Dialog, we replaced “Here is a rewrite of
the text, which is” with “Rewrite it to be”. Each line starting with “>"" above was passed in
as an individual dialog turn. The blue shows how an input text and goal style are concatenated to the few-shot
prompt in order to produce final model output. Note that we can achieve high accuracy even though the prompt
formulation resulted in some minor grammatical errors for some styles (e.g., “rewrite it to be include
the word ’snow’”). Text versions of these prompts can be downloaded at https://bit.ly/3fLDuci.

Acc BLEU PPL

LLM-128B
Zero-shot 69.7 28.6 397
+ cand. select. 31.4 61.5 354
Five-shot 83.2 19.8 240
+ cand. select. 61.5 55.6 306
Augmented zero-shot 79.6 16.1 173
+ cand. select. 65.0 49.3 292

LLM-128B-dialog
Zero-shot 59.1 17.6 138
+ cand. select. 46.8 24.2 166
Five-shot 94.3 13.6 126
+ cand. select. 81.3 47.6 345
Augmented zero-shot 90.6 10.4 79
+ cand. select. 73.7 40.6 184

Table 8: Sentiment style transfer results with candidate
selection (cand. select.). Candidate selection means
that of the sixteen examples returned by our model, we
choose the one with the highest BLEU with the source
sentence.
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Figure 5: The rating UI used for human evaluation. The user may be shown a number of blue squares at once with
the same original text and different outputs.
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Figure 6: Screenshot AI-assisted editor with ‘Rewrite as’ feature.

Style Inputs Aug. Zero Zero Human Paraphrase
more comic 75 116 63 97 87
more melodromatic 75 124 88 116 87
include the word “park” 75 124 72 94 87
include the word “balloon” 75 135 86 98 87
include a metaphor 75 110 74 110 87
more descriptive 75 190 105 124 87
Overall 75 133 81 107 87

Table 9: The mean length in characters of the inputs and outputs for our six atypical styles.
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Abstract
Our goal is to study the novel task of distant
supervision for multilingual relation extraction
(Multi DS-RE). Research in Multi DS-RE has
remained limited due to the absence of a re-
liable benchmarking dataset. The only avail-
able dataset for this task, RELX-Distant (Kök-
sal and Özgür, 2020), displays several unrealis-
tic characteristics, leading to a systematic over-
estimation of model performance. To alleviate
these concerns, we release a new benchmark
dataset for the task, named DiS-ReX. We also
modify the widely-used bag attention models
using an mBERT encoder and provide the first
baseline results on the proposed task. We
show that DiS-ReX serves as a more challeng-
ing dataset than RELX-Distant, leaving ample
room for future research in this domain.

1 Introduction

Relation Extraction (RE) identifies the relation r
between a pair of entities (e1, e2) given some text
mentioning both of them. To avoid large manual
annotation, RE is often trained via distant super-
vision (DS-RE) (Mintz et al., 2009). DS-RE uses
facts r(e1, e2) in an existing KB to associate a la-
bel r with the bag containing all sentences that
mention e1 and e2. Research in DS-RE has been
mostly monolingual and limited to English. Our
goal is to study multilingual RE via distant super-
vision (Multi DS-RE). We expect multilingual RE
models to have several benefits over monolingual
RE. First, training data from multiple languages
may be pooled to create a large dataset, enabling
cross-lingual knowledge transfer (Zoph et al., 2016;
Feng et al., 2020). Second, it may encourage RE
models to be consistent across languages (Lin et al.,
2017), e.g., extraction of a fact already seen in one
language should be easier in another.

To the best of our knowledge, RELX-Distant
(Köksal and Özgür, 2020) is currently the only

* Equal Contribution

dataset available for Multi DS-RE, but even so, it
has never been evaluated as a benchmark for the
task. Our analysis reveals that it suffers from a
poor selection of relation classes. Firstly, there are
no examples of NA class (sentences with no rela-
tion between the two entities). Therefore, a model
trained on RELX-Distant would find limited utility
in any real world setting. Secondly, its choice of
relation classes is highly disjoint, resulting in an
absence of instances with multiple labels (unusual
for a DS-RE dataset). Finally, it is highly imbal-
anced – even though it has 24 relation classes, over
50% bags belong to just one “country” relation.

Owing to these attributes, we observe that mod-
els trained on RELX-Distant end up classifying the
instances of the minority class based on just the en-
tity type information. Due to high skew, such mis-
takes have negligible impact on evaluation scores
and the model achieves an AUC of 0.99 after only 5
training epochs. Such numbers are unheard of, es-
pecially when compared to benchmarking datasets
in mono-lingual RE (mono-lingual variant of the
same architecture obtains an AUC of 0.83 when
trained and tested on the GDS dataset (Jat et al.,
2018).

In response, we contribute a more realistic bench-
mark dataset for the task called DiS-ReX. Our
dataset has over 1.8 million sentences in four lan-
guages: English, French, Spanish and German. It
has 37 relation types including 1 No-Relation (NA)
class and also has instances with multiple labels
similar to the widely-used New York Times (NYT)
dataset for English DS-RE (Riedel et al., 2010),
thus comparing favorably to RELX-Distant.

We also adopt state-of-the-art DS-RE models
in the multilingual setting by using the mBERT
encoder (Devlin et al., 2019), to create a strong
baseline for this task.

We achieve an AUC of 0.82 and a Micro-F1 of
0.76, suggesting that the dataset is not trivial to
optimize on, and could act as a good benchmark
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Language #sentences # bags # non-NA bags Average non-NA bag-size
English 532499 216806 66932 4.50
French 409087 226418 83951 2.88
Spanish 456418 229512 80706 2.88
German 438315 194942 45908 3.48

Table 1: Key statistics for DiS-ReX

for the task. We publicly release DiS-ReX and the
baseline.1

2 Related Work

Supervised RE datasets such as ACE05 (Walker
et al., 2006) and KLUE (Park et al., 2021) are gen-
erally small, owing to the supervision needs per re-
lation. Distant supervision (Mintz et al., 2009) is a
popular alternative to large-scale human annotation,
but necessitate more complex models to handle
dataset noise. The standard English DS-RE dataset
is New York Times (NYT) corpus (Riedel et al.,
2010), which has served as the benchmark for re-
search over the years. DS-RE models have evolved
to use multi-instance learning (Hoffmann et al.,
2011), multi-label learning (Surdeanu et al., 2012),
corrections for false negatives (Ritter et al., 2013),
and neural models such as piecewise CNNs (Zeng
et al., 2015), intra-bag attention (Lin et al., 2016),
and reinforcement learning (Qin et al., 2018).

Lin et al. (2017) and Wang et al. (2018) pro-
pose extensions of bag-attention models for bilin-
gual (English-Mandarin) datasets. However, their
adoption to multiple languages has been lacking,
due to absence of a reliable multilingual dataset.
Although RELX-Distant is the only Multilingual
DS-RE dataset so far, it wasn’t originally used for
Multi DS-RE task but to pre-train a model that gets
fine-tuned for supervised RE task.

Contemporary to our work, other multilingual
RE datasets and methods are being developed.
These include a dataset for joint entity and relation
extraction (Seganti et al., 2021), a model for mul-
tilingual KB completion (Singh et al., 2021), and
an approach for automatic construction of cross-
lingual training data for Open IE (Kolluru et al.,
2022). Our proposed dataset, DiS-ReX, has already
been used for further research on the Multilingual
DS-RE task (Rathore et al., 2022).

1https://github.com/dair-iitd/DiS-ReX

3 Dataset Curation

All distant supervision datasets are curated by align-
ing known KB facts with sentences in a large cor-
pus. We follow the same for DiS-ReX, while pay-
ing attention to cross-lingual normalization, and
overall data and language statistics.

First, we harvest a large number of sen-
tences from English, French, Spanish and German
Wikipedias.2 We use DBPedia language editions
(Lehmann et al., 2015) for our KB – this gives us
good coverage of entities that are local to different
language speakers. DBPedia entities are associated
with Wikidata IDs, which are normalized across
languages. This enables us to fuse these DBPedia
KBs and establish equivalence between entities like
USA and Estados Unidos de América.

Next, we use a language-specific NER tagger,
(we use the md variant of spaCy (Honnibal et al.,
2020) NER taggers for each language), returning
a rich set of sentences. In contrast, RELX-Distant
finds entity mentions using Wikipedia hyperlinks.
This severely limits its pool of sentences, since
often only the first mention of an entity in a Wiki
document has a hyperlink while others do not.

Linking each mention with its entity can be chal-
lenging, due to unavailability of high-quality entity
linking software for every language. We take the
pragmatic approach of using simple string match-
ing, but only on the subset of entities that have an
unambiguous surface form (or alias) in our fused
KB. This maintains scalability to many languages,
while ensuring high enough precision of linking.

For each entity-pair, we create a language-
specific bag of all sentences that mention both. We
also search for all relations between them in our
fused KB. We associate the bag with all those rela-
tion labels, or “NA", if no relation is found.

Our next steps select a balanced subset of this
dataset, so that it can serve as a good benchmark
for Multi DS-RE. We first select the subset of re-
lations that have at least 50 bags in all languages.

2Our pipeline applies to non-Wikipedia sentences too.
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This yields the 36 positive relation types used in
our data. For each relation type, we limit the num-
ber of bags in a language to a max of 10,000. This
helps curb the skew due to highly frequent relations
such as country and birthP lace. During this fil-
tering, we ensure that bags of entity pairs common
across more than one language are not removed, so
that we have an abundant number of cross-lingual
bags. Models can take advantage of such bags for
establishing representation consistency across lan-
guages (Wang et al., 2018). Finally, we add bags
of entity pairs that have no relation between them.
Similar to NYT dataset, “NA” is the majority class
in DiS-ReX (kept at roughly 70%).

Hence, we obtain a dataset with over 1.8 million
sentences, and over 250,000 (non-NA) bags (see
table 1 for more statistics). The 36 relations include
frequent relations between persons, locations and
organizations (e.g., capital, headquarter, works-
at), and also some relations with fine-grained types
such as bandMember, starring and recordLabel.

We estimate the percentage of bags satisfying
“at-least one” assumption by manually labelling
sentences across 50 randomly selected bags. We
find that 82% of the bags satisfy “at-least one” as-
sumption. For the test set of NYT Corpus, this
percentage is close to 62% (Zhu et al., 2020)

Finally, we create train-dev-test splits by split-
ting the bags in the ratio 70 : 10 : 20. While
splitting we ensure that entity-pairs in three sets are
mutually exclusive, so the model does not extract
by memorizing a fact.

4 Experiments and Data Analysis

4.1 Comparison: DiS-ReX vs. RELX-Distant

We now compare the two datasets: DiS-ReX and
RELX-Distant. We find that the our dataset show-
cases several desirable properties expected from a
challenging DS-RE dataset, including the presence
of NA relations, inverse relations, multi-label bags,
and better class balance.

70% of bags in DiS-ReX are NA bags, whereas
RELX-Distant has none. We also note that a few
relation pairs (from our 36 relations) represent in-
verses of each other, e.g., {influenced by, influ-
enced}, {successor, predecessor}, and {associat-
edBand, bandMember}. Inverse relations test an
extractor’s ability to output related relations from
the same bag, but with different entity ordering.
RELX-Distant has no inverse relations in its rela-
tion vocabulary.

RELX-Distant DiS-ReX
Efficiency (η) 0.522 0.856
M-F1 (top 3) 94.29 82.06
M-F1 (bottom 3) 49.47 63.28

Table 2: Key statistics representing class imbalance be-
tween RELX-Distant and DiS-ReX

Lang. RELX-Distant DiS-ReX
AUC µF1 M-F1 AUC µF1 M-F1

English 0.99 0.95 0.78 0.78 0.71 0.69
French 0.99 0.96 0.79 0.81 0.75 0.68
Spanish 0.98 0.94 0.77 0.80 0.73 0.66
German 0.99 0.95 0.80 0.76 0.72 0.59
All 0.99 0.95 0.79 0.81 0.74 0.68

Table 3: Language-wise performance of mBERT + Att.
µF1 and M-F1 refer to micro and macro F1 scores.

Model AUC Micro-F1 Macro-F1
PCNN+ Att 0.678 0.634 0.437
mBERT+ Att 0.806 0.741 0.676
mBERT+ MNRE 0.817 0.759 0.706

Table 4: Performance of DS-RE models on DiS-ReX

A key characteristic of DS-RE problems is that
they need multi-label modeling (Surdeanu et al.,
2012), since multiple relations commonly exist be-
tween an entity pair. RELX-Distant has no such
bags, primarily because its choice of relation types
is such that almost no entity-pair can have mul-
tiple relations. E.g., its Person-Person relations
are mother, spouse, father, sibling, partner, where
multi-label bags are highly unlikely. In contrast,
DiS-ReX has 21,642 bags that have more than one
relation label. As an example, the entity pair (Isaac
Newton, England) is associated with four relations
– birthPlace, country, deathPlace and nationality.

To compare the imbalance amongst non-NA re-
lation classes in DiS-ReX and RELX-Distant, we
calculate normalized entropy (Shannon, 1948), also
known an Efficiency (η). Value closer to 1 indicates
that the class-wise distribution is closer to the uni-
form distribution. Results in Table 2 indicate that
DiS-ReX is a more balanced dataset (more details
regarding calculation of η in appendix)

4.2 Baseline Performance

We implement three DS-RE baselines for our DiS-
ReX dataset. Our first baseline is PCNN+Att
(Lin et al., 2016), which uses a piece-wise CNN
as the sentence encoder and performs bag-level
multi-label classification using Intra-Bag atten-
tion. In this model, each language is trained and
tested upon separately. Inspired by Ni and Florian
(2019), we extend this to design a second baseline,
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mBERT+Att. It replaces PCNN encoders with a
shared mBERT encoder (Devlin et al., 2019) and
retains the intra-bag attention architecture for con-
structing the bag representation. Our last base-
line is mBERT+MNRE, which adapts the MNRE
model (Lin et al., 2017) to our setting. MNRE intro-
duced cross-lingual attention for bilingual RE. We
extend this attention module to more than two lan-
guages and also replace its language-specific CNN
encoders with a shared mBERT encoder. More
details on baselines and training are in appendix.

We first compare mBERT+Att model on both
DiS-ReX and RELX-Distant in Table 3. We find
that RELX-Distant achieves an unreasonably high
AUC and micro-F1. Since Micro-F1 may be over-
whelmed by a few highly frequent relations, we
also report Macro-F1 scores. Even the Macro-F1
scores of RELX-Distant are over 10 pt higher, sug-
gesting that DiS-ReX is a more challenging dataset
for our task. We also report the Macro-avg of
F1 scores of 3 most frequent and 3 least frequent
classes of both the datasets in Table 2. The per-
formance drops by 45pts in RELX-Distant, more
than double the decrease observed in our dataset,
corroborating that the RELX-Distant model is not
learning infrequent relations effectively. For that
model, we notice that the person-person relation
types, which are minority classes, obtain the low-
est F1 scores. It gets confused between mother
and spouse or between father and sibling. In some
cases, the confidence is as high as 95% on such
errors. This suggests that the model is making pre-
dictions based solely on head-tail entity types in
instances belonging to the person-person relation
classes. But, such mistakes depress the Micro-F1
and AUC scores only negligibly, due to severe class
imbalance. Thus, the high scores do not reflect high
model quality.

We report results of three models on DiS-ReX
in Table 4 – mBERT+MNRE achieves 0.82 AUC
and 0.76 micro-F1, establishing the best baseline
performance on our task.

4.3 Error Analysis

We find that due to incorporation of NA class, multi-
label bags and fine-grained relation classes, DiS-
ReX offers several new challenges. We observe
that on multi-label bags, micro-F1 falls drastically
from roughly 0.84 (bags with 1 label) to 0.35 (4
labels), primarily due to reducing recall (statistics
in Table 5).

#relations Micro-F1 Precision Recall
1 0.842 0.865 0.820
2 0.673 0.934 0.525
3 0.518 0.959 0.354
4 0.348 0.937 0.214

Table 5: Comparing performance of mBERT+MNRE
on entity pairs with different number of labels in the
ground truth in the DiS-ReX dataset

We also perform manual error analysis of 100
random and 100 most confident mistakes made by
the model trained on DiS-ReX. For errors where a
non-NA relation is incorrectly predicted as another,
we find one major error class – highly confident
mistakes in predicting closely related relation types
that have high overlaps, such as {author, direc-
tor}, and {homeTown, birthPlace}. Some model
errors correspond to confusion in predicting inverse
relations such as {successor,predecessor} and {in-
fluenced,influencedBy}. Such cases are absent in
the RELX-Distant test set. We found less than 10%
errors within the confident errors are due to entity
disambiguation mistakes in ground truth, however,
we found no such data error in the 100 random
errors, suggesting that this failure mode is not the
most frequent, and the test data is relatively clean.

We additionally divide the errors made on the
entire test set by the best performing model into
three variants.

• Type-1 Error : Model predicts a positive (Non-
NA) relation label R1 and ground label is also
a positive (non-NA) relation label R2 but R2
is not the same as R1.

• Type-2 Error : Model predicts NA relation
label but ground label is a positive (non-NA)
relation label.

• Type-3 Error : Model predicts positive (non-
NA) relation label but ground label is NA re-
lation label.

We present the distribution of these three errors
in Table 6. Predicting non-NA as NA and NA as
non-NA relation make up most (55-85%) of the
errors. We believe that eliminating such kinds of
errors would be an important focus area in DS-RE
research, especially for datasets which are better
representative of real world settings.
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Language Type-1 Error (%) Type-2 Error (%) Type-3 Error (%)
English 44.49 31.17 24.33
French 29.69 36.14 34.15
Spanish 35.08 36.37 28.54
German 14.94 45.28 39.77

Table 6: Types of Errors made in different languages for mBERT+MNRE on DiS-ReX

4.4 Is mBERT+Att Language Agnostic?
It is believed that sharing mBERT encoder across
languages is advantageous for cross-lingual trans-
fer (Wu and Dredze, 2019). This is reflected in
our experiments too where mBERT+Att strongly
outperforms PCNN+Att.

mBERT+Att produces a single embedding for
a multilingual bag, summarizing mBERT embed-
dings of individual sentences. We posit that for
this model to achieve its true potential on DiS-ReX,
mBERT encoder must learn to map all sentences to
a language-agnostic representation space, or else
the downstream bag attention model may get con-
fused between intra-language and inter-language
variability. We investigate this further by raising
the question: is the mBERT encoder learning lan-
guage agnostic embeddings?

For this we encode all sentences in multilingual
bags (that contain all languages) using the encoder
of trained mBERT+Att model and plot the sentence
embeddings using tSNE. We show an illustrative
figure for the bag (Swiss, Switzerland) in Figure 1.
We find that mBERT clusters sentences of one lan-
guage together, irrespective of their content (more
figures in Appendix). This suggests that mBERT
embeddings strongly retain language information,
and are not language-agnostic.

This may prove to be a significant obstactle to-
wards progress on our task, since the noise-filtering
intra-bag attention may end up capturing variance
across languages more than variance in semantics.
This may also explain why mBERT+MNRE per-
forms better, since it generates embeddings of sub-
bags of each language separately, instead of a single
embedding for a multilingual bag.

5 Conclusion

We propose DiS-ReX, a novel dataset for Multi
DS-RE in 4 languages. We show that it is a more
realistic and challenging benchmark compared to
the existing dataset. DiS-ReX has a fairly well-
represented distribution of relation types, includes
instances with no-relation between entity-pairs and

Figure 1: tSNE plot of bag (Swiss, Switzerland)

the relation-types selected show several real-world
characteristics like inverse relations, different re-
lations with high overlap, etc. We also publish
first baseline numbers on the task of Multi DS-RE
by extending existing state-of-the-art models. A
detailed analysis of model performance suggests
several research challenges for future: (1) learn-
ing language-agnostic sentence embeddings, (2)
robustness to related relations (inverse; overlap-
ping but semantically different), and (3) handling
multi-label entity-pairs. Recently, Rathore et al.
(2022) develop a multilingual DS-RE model named
PARE, which reports improved performance on the
DiS-ReX dataset.
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A Appendix

B Calculation of Efficiency

For a dataset of size n over k classes, where ith class has ni instances:

Efficiency = −
∑k

i=1

ni
n

log
ni
n

log k

Efficiency lies between 0 and 1. A higher value suggests that the class-distribution is closer to uniform.

C Baseline architecture

C.1 BERT Encoder
To obtain a distributed representation of a sentence x, we use mBERT. In order to encode positional
information into the model we use Entity Markers scheme introduced by (Soares et al., 2019). We add
special tokens [E1] , [\E1] to mark start and end of the head entity and [E2] , [\E2] to mark start and end
of the tail entity. This modified sentence is fed into a pretrained BERT model and the output head and tail
tokens are concatenated to get the final sentence representation x̃ji for each sentence xji in our bag.

C.2 Intra Bag Attention
To obtain representation of bag B, we apply selective sentence-level attention (Lin et al., 2016). We
obtain real-valued vector B̃ for the bag as a weighted sum of sentence representations x̃ji :

B̃ =
∑

i,j α
j
i ∗ x̃ji

where αj
i measures attention score of x̃ji with a specific relation r :-

αj
i = exp(x̃j

i ·r)∑
k,l

exp(x̃k
l ·r)

This reduces the effect of noisy labels on the final bag representation.
Finally, we obtain conditional probability p(r|B, θ) = softmax(o). Here we obtain o which represents

scores for all relation types.

o = RB̃ + d

R is the matrix of relation representations. Our objective function is the cross-entropy loss and is
defined as follows :-

L(θ) =
∑b

i=1 p(ri|Bi, θ)

where b denotes the number of bags in our training data

C.3 MNRE and Cross-Lingual Attention
In order to extend the Intra Bag Attention to multilingual setting, (Lin et al., 2017) introduce separate
relation embeddings for each language and propose creating several representations of a bag by taking
attention of sentences in language j with relation embedding of language k. Formally, the cross-lingual
representation Sjk is defined as a weighted sum of those sentence vectors x̃ji in the jth language where
αi
jk is the attention score of each sentence with respect to the kth language.

Sjk =
∑

i α
j
ik ∗ x̃ji

αj
ik = exp(x̃j

i ·rk)∑
l
exp(x̃j

l ·rk)

o = (Rk + M)Sjk + d

Rk is the matrix of relation representations (rk) in language k and M is a global relation matrix
initialized randomly. Similar to (Lin et al., 2016), probability p(r|Sjk, θ) = softmax(o). To obtain score
of relation r for bag B :

f(B, r) =
∑

jk log p(r|Sj,k, θ)

Loss function is negative log likelihood over all bags in the dataset.
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Language DiS-ReX (PCNN+Att) DiS-ReX (mBERT+Att) DiS-ReX (mBERT+MNRE)
AUC Micro F1 AUC Micro F1 AUC Micro F1

English 0.687 0.642 0.781 0.713 0.796 0.733
French 0.714 0.662 0.814 0.746 0.822 0.760
Spanish 0.697 0.644 0.799 0.729 0.816 0.751
German 0.614 0.588 0.757 0.716 0.755 0.717

All languages 0.678 0.634 0.806 0.741 0.817 0.759

Table 7: Language-wise AUC and Micro F1 for baseline models on DiS-ReX

D Training details

For training we use AdamW optimizer (Kingma and Ba, 2017; Loshchilov and Hutter, 2019), with
lr=0.001, betas=(0.9, 0.999), eps=1e-08. Weight decay is 0.01 for all parameters except bias and layer
norm parameters. Hyperparameters were selected using manual tuning on the dataset. We train the
mBERT models for 5 epochs and the PCNN+Att model for 60 epochs. We follow the framework of
OpenNRE (Han et al., 2019) and select bag size = 2 for all models. For testing, we choose the weights
with best validation AUC. Correct prediction of NA class is not counted in the calculation of Micro F1
and AUC. We use a single Tesla V100 32 GB GPU for all of our experiments.

mBERT+MNRE baseline takes 8 hours for 1 epoch. mBERT+Att takes 3 hours for 1 epoch. PCNN+Att
takes 3 hours for 60 epochs.

Training, validation and testing splits for both DiS-ReX and RELX-Distant are in the ratio of 7:1:2. We
made sure that the bags in testing set do not overlap with the bags in the training set.

E Detailed Statistics of mBERT Baselines

In Table 7, we present results on all langauges for our three baselines on DiS-ReX. In tables 8, 9 , we
present the distribution of errors made by the mBERT+Att and mBERT+MNRE models

In Table 10 and 11, we present the results on bags having 1,2,3 and 4 labels in ground truth us-
ing mBERT+Att and mBERT+MNRE respectively.

In Table 12, we present the results on all classes of the best baseline model (mBERT+MNRE)
when run on our DiS-ReX dataset.

Language Type-1 Error (%) Type-2 Error (%) Type-3 Error (%)
English 43.44 26.66 29.90
French 29.73 30.45 39.82
Spanish 33.82 30.61 35.57
German 15.03 39.60 45.37

Table 8: Types of Errors made in different languages for mBERT+Att

Language Type-1 Error (%) Type-2 Error (%) Type-3 Error (%)
English 44.49 31.17 24.33
French 29.69 36.14 34.15
Spanish 35.08 36.37 28.54
German 14.94 45.28 39.77

Table 9: Types of Errors made in different languages for mBERT+MNRE
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Number of relation labels Micro-F1 Precision Recall
1 0.836 0.846 0.825
2 0.662 0.912 0.520
3 0.500 0.939 0.341
4 0.449 0.846 0.305

Table 10: Comparing performance of mBERT+Att on entity pairs with different number of labels in the ground
truth

Number of relation labels Micro-F1 Precision Recall
1 0.842 0.865 0.820
2 0.673 0.934 0.525
3 0.518 0.959 0.354
4 0.348 0.937 0.214

Table 11: Comparing performance of mBERT+MNRE on entity pairs with different number of labels in the ground
truth

(a) (cincinnati,ohio) (b) (black sabbath, tony iommi)

(c) (miami,florida) (d) (sumatra, indonesia)

Figure 2: tSNE plot of a few multilingual bags. Languages are marked with different colours

F Some more examples of tSNE plots for mBERT+Att

In figure 2, we provide some more example of tSNE plots for multilingual bags.
We take the following bags:

(cincinnati, ohio) ; (black sabbath, tony iommi)
(miami, florida) ; (sumatra, indonesia)

We use sklearn implementation of tSNE and set the perplexity to be 5.
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Relation Label F1 Precision Recall
predecessor 67.58 76.31 60.65
nationality 67.29 64.68 70.12

artist 76.78 74.79 78.87
region 81.43 81.14 81.73

department 95.08 95.28 94.88
successor 72.16 75.32 69.26
location 69.82 65.36 74.93

bandMember 73.45 73.45 73.45
isPartOf 66.50 59.52 75.33

hometown 73.03 70.14 76.17
previousWork 68.83 64.89 73.27

riverMouth 72.63 78.97 67.24
team 81.66 85.85 77.86

recordLabel 86.85 87.24 86.46
associatedBand 71.26 61.69 84.36

author 78.87 83.30 74.88
influenced 61.35 65.81 57.46
birthPlace 75.00 75.52 74.48

formerBandMember 57.94 59.62 56.36
leaderName 71.16 70.97 71.35
deathPlace 66.24 64.15 68.46

city 78.96 81.93 76.19
province 78.82 78.73 78.92

influencedBy 59.29 65.26 54.32
locationCountry 62.58 64.76 60.55

related 75.94 74.35 77.59
director 83.59 79.36 88.29
capital 53.68 48.69 59.82

largestCity 65.89 71.57 61.04
NA 95.08 95.56 94.61

country 86.57 85.77 87.39
starring 86.32 86.52 86.12

subsequentWork 71.65 70.23 73.12
producer 53.30 51.20 55.58

headquarter 68.54 66.08 71.18
state 82.54 78.32 87.26

locatedInArea 72.23 70.44 74.10
All relations 70.67 - -

Table 12: Class-wise performance scores for MNRE (our best performing model)

G Qualitative Analysis

In this section, we give some examples of randomly selected non NA instances in our dataset:
English:

• Sentence: another dialect spoken in tioman island is a distinct malay variant and most closely
related to riau archipelago malay subdialect spoken in natuna and anambas islands in the south

china sea together forming a dialect continuum between the bornean malay with the mainland malay
Entities: (tioman island, the south china sea)
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Relations: http://dbpedia.org/ontology/location

• Sentence: in 2017 jenny durkan was elected as the first openly lesbian mayor of seattle
Entities: (jenny durkan, seattle)

Relations: http://dbpedia.org/ontology/birthPlace

German:

• Sentence: danach kamen abgeleitete klassen hinzu ein strengeres typsystem und während stroustrup
"c with classes” ("c mit klassen”) entwickelte woraus später c++ wurde schrieb er auch cfront einen

compiler der aus c with classes zunächst c-code als erzeugte
Entities: (c,c++)

Relations: http://dbpedia.org/ontology/influenced

• Sentence: früher auch ur ist ein 96.1 km langer nebenfluss der sauer entlang der grenze von
deutschland zu den westlichen nachbarstaaten belgien und luxemburg

Entities: (sauer, deutschland)
Relations: http://dbpedia.org/ontology/locatedInArea

French:

• Sentence: à la mort de boleslas v le pudique duc princeps de pologne la guerre civile en mazovie
empêche conrad de revendiquer le trône de cracovie

Entities: (boleslas v le pudique, cracovie)
Relations: http://dbpedia.org/ontology/deathPlace

• Sentence: les entreprises masson masson est le dirigeant effectif des trois entreprises du groupe
cette situation se reflète désormais dans l actionnariat et les raisons sociales des sociétés qui
deviennent joseph masson sons and company (montréal) masson langevin sons and company

(québec) masson sons and company (glasgow) cette dernière société basée en écosse a surtout
vocation de gérer les achats

Entities: (joseph masson, québec)
Relations: http://dbpedia.org/ontology/birthPlace

Spanish:

• Sentence: en 2003 apareció en anything else película de woody allen junto a christina ricci y jason
biggs además actuó en la película para televisión l

Entities: (anything else, jason biggs)
Relations: http://dbpedia.org/ontology/starring

• Sentence: es una comuna y población de francia en la región de borgoña departamento de yonne en
el distrito de sens y cantón de sens-ouest

Entities: (sens, yonne)
Relations: http://dbpedia.org/ontology/department

H Additional Dataset Statistics

In Table 13, we present the number of bags common across 2,3 and all 4 languages. In table 14 and 15,
we present the number of bags and sentences in each class on all 4 languages in our dataset. In figure 3
we present a histogram depicting number of bags present for each relation class.
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Number of languages Number of Bags
2 59709
3 9494
4 1488

Table 13: Number of bags common across 2,3 and all languages
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Figure 3: Number of bags vs relation class in DiS-ReX (all languages combined)
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Relation Label English French German Spanish All languages
NA 149874 142467 149034 148806 590181

isPartOf 2548 645 465 490 4148
state 1882 1762 3537 429 7610

largestCity 265 342 199 393 1199
birthPlace 7861 9532 3341 9484 30218
deathPlace 4377 5629 277 4709 14992
nationality 2205 4413 143 2265 9026

country 10024 9618 3065 9808 32515
capital 544 651 397 891 2483

city 1415 4257 7930 1844 15446
author 1483 1224 94 460 3261

previousWork 348 696 305 1127 2476
location 5655 1300 1180 1685 9820

riverMouth 464 880 3303 154 4801
locatedInArea 1324 785 5715 608 8432

hometown 1689 435 163 4474 6761
successor 1574 2959 74 1618 6225
influenced 820 453 61 188 1522

headquarter 1122 922 460 1895 4399
province 225 1121 1272 2405 5023

associatedBand 3669 384 107 2555 6715
subsequentWork 390 760 344 1248 2742
locationCountry 925 799 2237 361 4322

bandMember 1327 1909 300 3092 6628
director 1258 3003 1592 2089 7942

team 1329 564 461 634 2988
artist 1188 3891 1241 2670 8990

related 1439 375 117 6262 8193
producer 1381 2848 1401 3044 8674

predecessor 475 2814 81 273 3643
leaderName 353 236 270 223 1082

formerBandMember 960 1153 174 1345 3632
recordLabel 791 881 199 2107 3978

region 1529 3673 1907 2249 9358
influencedBy 954 533 86 291 1864

starring 3040 7018 3087 4179 17324
department 99 5486 323 3157 9065
All relations 216806 226418 194942 229512 876743

Table 14: Comprehensive bag-wise statistics of the dataset
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Relation Label English French German Spanish All languages
NA 231271 167509 278360 224156 901296

isPartOf 16085 2794 2566 1880 23325
state 11979 13135 13705 1405 40224

largestCity 18811 4163 8949 3136 35059
birthPlace 15738 16624 4376 14359 51097
deathPlace 11498 12208 539 8888 33133
nationality 5848 9560 219 4330 19957

country 88787 43911 13148 64660 210506
capital 19887 4713 17227 5318 47145

city 4490 11156 23631 3740 43017
author 3387 4121 335 1417 9260

previousWork 6507 1276 450 2318 10551
location 15538 4757 4656 6014 30965

riverMouth 1172 2442 12467 420 16501
locatedInArea 4320 4152 18890 1904 29266

hometown 7648 796 1067 8971 18482
successor 4700 6963 128 3118 14909
influenced 2416 1147 635 394 4592

headquarter 5419 2399 2030 5736 15584
province 1082 2472 2710 11672 17936

associatedBand 7390 713 136 8437 16676
subsequentWork 6541 1318 517 2526 10902
locationCountry 3204 2836 8226 1229 15495

bandMember 3592 5910 475 8763 18740
director 2005 7811 2970 3961 16747

team 1830 814 694 1396 4734
artist 2893 9591 3156 6472 22112

related 4526 928 171 17432 23057
producer 2459 6398 2647 6384 17888

predecessor 2592 7003 162 600 10357
leaderName 1549 1074 452 448 3523

formerBandMember 2975 3452 279 4091 10797
recordLabel 1320 1214 219 4149 6902

region 5836 11860 5901 4485 28082
influencedBy 2524 1482 913 536 5455

starring 4484 14578 4616 6676 30354
department 196 15807 693 4997 21693
All relations 532499 409087 438315 456418 1858012

Table 15: Comprehensive sentence-wise statistics of the dataset
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Abstract
In the domain of Morphology, Inflection is a
fundamental and important task that gained a
lot of traction in recent years, mostly via SIG-
MORPHON’s shared-tasks. With average ac-
curacy above 0.9 over the scores of all lan-
guages, the task is considered mostly solved
using relatively generic neural seq2seq models,
even with little data provided. In this work,
we propose to re-evaluate morphological in-
flection models by employing harder train-test
splits that will challenge the generalization ca-
pacity of the models. In particular, as op-
posed to the naïve split-by-form, we propose
a split-by-lemma method to challenge the per-
formance on existing benchmarks. Our exper-
iments with the three top-ranked systems on
the SIGMORPHON’s 2020 shared-task show
that the lemma-split presents an average drop
of 30 percentage points in macro-average for
the 90 languages included. The effect is most
significant for low-resourced languages with
a drop as high as 95 points, but even high-
resourced languages lose about 10 points on
average. Our results clearly show that general-
izing inflection to unseen lemmas is far from
being solved, presenting a simple yet effective
means to promote more sophisticated models.

1 Introduction

In recent years, morphological (re)inflection tasks
in NLP have gained a lot of attention, most notably
with the introduction of SIGMORPHON’s shared
tasks (Cotterell et al., 2016, 2017, 2018; Vylomova
et al., 2020) in tandem with the expansion of Uni-
Morph (McCarthy et al., 2020), a multi-lingual
dataset of inflection tables. The shared-tasks sam-
ple data from UniMorph includes lists of triplets
in the form of (lemma, features, form) for many
languages, and the shared-task organizers maintain
standard splits for a fair system comparison.

The best-performing systems to-date in all inflec-
tion shared-tasks are neural sequence-to-sequence
models used in many NLP tasks. An LSTM-based

model won 2016’s task (Kann and Schütze, 2016),
and a transformer came on top in 2020 (Canby
et al., 2020). In 2020’s task the best model achieved
exact-match accuracy that transcended 0.9 macro-
averaged over up to 90 languages from various lan-
guage families and types. This trend of high results
recurred in works done on data collected indepen-
dently as well (e.g. Malouf, 2017, Silfverberg and
Hulden, 2018, inter alia).

Interestingly, the averaged results of 2020’s
shared-task include languages for which very lit-
tle data was provided, sometimes as little as a
couple of hundreds of examples. This has led
to a view considering morphological inflection a
relatively simple task that is essentially already
solved, as reflected in the saturation of the results
over the year and the declining submissions to the
shared tasks.1 This also led the community to grav-
itate towards works attempting to solve the same
(re)inflection tasks with little or no supervision
(McCarthy et al., 2019; Jin et al., 2020; Goldman
and Tsarfaty, 2021).

However, before moving on we should ask our-
selves whether morphological inflection is indeed
solved or may the good performance be attributed
to some artifacts in the data. This was shown to be
true for many NLP tasks in which slight modifica-
tions of the data can result in a more challenging
dataset, e.g., the addition of unanswerable ques-
tions to question answering benchmarks (Rajpurkar
et al., 2018), or the addition of expert-annotated
minimal pairs to a variety of tasks (Gardner et al.,
2020). A common modification is re-splitting the
data such that the test set is more challenging and
closer to the intended use of the models in the
wild (Søgaard et al., 2021). As the performance
on morphological inflection models seems to have
saturated on high scores, a similar rethinking of the
data used is warranted.

1The shared task of 2021 had seen only two submissions
(Pimentel et al., 2021).
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In this work we propose to construct more dif-
ficult datasets for morphological (re)inflection by
splitting them such that the test set will include no
forms of lemmas appearing in the train set. This
splitting method will allow assessing the models
in a challenging scenario closer to their desired
function in practice, where training data usually
includes full inflection tables and learning to inflect
the uncovered lemmas is the target.

We show, by re-splitting the data from task 0 of
SIGMORPHON’s 2020 shared-task, that the pro-
posed split reveals a greater difficulty of morpho-
logical inflection. Retesting 3 of the 4 top-ranked
systems of the shared-task on the new splits leads to
a decrease of 30 points averaged over the systems
for all 90 languages included in the shared-task.
We further show that the effect is more prominent
for low-resourced languages, where the drop can
be as large as 95 points, though high-resourced
languages may suffer from up to a 10 points drop
as well. We conclude that in order to properly as-
sess the performance of (re)inflection models and
to drive the field forward, the data and related splits
should be carefully examined and improved to pro-
vide a more challenging evaluation, more reflective
of their real-world use.

2 (Re)inflection and Memorization

Inflection and reinflection are two of the most dom-
inant tasks in computational morphology. In the
inflection task, the input is a lemma and a feature-
bundle, and we aim to predict the respective in-
flected word-form. In reinflection, the input is an
inflected word-form along with its features bun-
dle, plus a feature-bundle without a form, and
we aim to predict the respective inflected-form
for the same lemma. The training input in SIG-
MORPHON’s shared-tasks is a random split of the
available (lemma,form,features) triplets such that
no triplet occurring in the train-set occurs in the
test-set.2

In such a setting, models can short-cut their way
to better predictions in cases where forms from
the same lemma appear in both the train and test
data. This may allow models to memorize lemma-
specific alternations that make morphological in-
flection a challenging task to begin with. Consider
for example the notoriously unpredictable German
plurality marking, where several allomorphs are

2This is true for all SIGMORPHON’s inflection shared
tasks, save the paradigm completion task of 2017.

associated with nouns with no clear rule govern-
ing the process. Kind, for example, is pluralized
with the suffix -er resulting in Kinder tagged as
NOM;PL. Assuming a model saw this example in
the train set it is pretty easy to predict Kindern for
the same lemma with DAT;PL features,3 but without
knowledge of the suffix used to pluralize Kind the
predictions Kinden and Kinds are just as likely.

3 Related Work

Many subfields of NLP and machine learning in
general suggested hard splits as means to improve
the probing of models’ ability to solve the under-
lying task, and to make sure models do not simply
employ loopholes in the data.

In the realm of sentence simplification, Narayan
et al. (2017) suggested the WEBSPLIT dataset,
where models are required to split and rephrase
complex sentences associated with a meaning rep-
resentation over a knowledge-base. Aharoni and
Goldberg (2018) found that some facts appeared
in both train and test sets and provided a harder
split denying models the ability to use memorized
facts. Aharoni and Goldberg (2020) also suggested
a general splitting method for machine translation
such that the domains are as disjoint as possible.

In semantic parsing, Finegan-Dollak et al. (2018)
suggested a better split for parsing natural lan-
guage questions to SQL queries by making sure
that queries of the same template do not occur in
both train and test, while Lachmy et al. (2021) split
their HEXAGONS data such that any one visual pat-
tern used for the task cannot appear in both train
and test. Furthermore, Loula et al. (2018) adver-
sarially split semantic parsing for navigation data
to assess their models’ capability to use composi-
tionality. In spoken language understanding Arora
et al. (2021) designed a splitting method that will
account for variation in both speaker identity and
linguistic content.

In general, concerns regarding data splits and
their undesired influence on model assessments led
Gorman and Bedrick (2019) to advocate random
splitting instead of standard ones. In reaction, Sø-
gaard et al. (2021) pointed to the flaws of random
splits and suggested adversarial splits to challenge
models further. Here we call for paying attention
to the splits employed in evaluating morphological
models, and improve on them.

3The addition of the dative marker -n is very regular.
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Accuracy Edit Distance
Split Form Lemma Form Lemma
DeepSpin-02 0.90 0.76 0.23 0.58
CULing 0.88 0.63 0.29 1.02
Base trm-single 0.90 0.53 0.23 1.32
Base LSTM 0.85 0.39 0.34 1.79
Average 0.88 0.58 0.27 1.18

Table 1: Exact-match accuracy and edit-distance for
our baseline and 3 of the 4 top-ranked systems of SIG-
MORPHON’s 2020 shared-task, all reported on the
original split of the shared-task (form split) and on our
harder lemma split. Best system per column is in bold.

Accuracy
Split Form Lemma
Afro-Asiatic 0.93 (0.95)T 0.51 (0.80)D

Austronesian 0.78 (0.82)T 0.45 (0.70)D

Germanic 0.86 (0.88)D 0.63 (0.74)D

Indo-Iranian 0.93 (0.97)D 0.55 (0.86)D

Niger-Congo 0.95 (0.98)T 0.56 (0.90)D

Oto-Manguean 0.84 (0.86)T 0.53 (0.60)D

Romance 0.97 (0.99)T 0.69 (0.86)D

Turkic 0.95 (0.96)T 0.64 (0.89)D

Uralic 0.88 (0.90)C 0.65 (0.72)D

Table 2: Aggregated results for the various language
families. We provide the performance averaged across
all systems, and in parenthesis the performance of the
best system per family. The best system is identifi-
able in subscript: C - CULing, T - Base trm-single, D
- DeepSpin-02. We include here only families with at
least 3 languages in the data.

4 Experiments

In order to better assess the difficulty of morpho-
logical inflection, we compare the performances of
3 of the top-ranked system at task 0 (inflection) of
SIGMORPHON’s 2020 shared-task. We examined
each system on both the the standard (form) split
and the novel (lemma) split.

When re-splitting,4 we kept the same proportions
of the form-split data, i.e. we split the inflection ta-
bles 70%, 10% and 20% for the train, development
and test set. In terms of examples the proportions
may vary as not all tables are of equal size. In prac-
tice, the averaged train set size in examples terms
was only 3.5% smaller in the lemma-split data, on
average.5

4The split was done randomly as is standard in SIGMOR-
PHON tasks, although frequency-based sampling is also con-
ceivable and is sometimes used, as in Cotterell et al. (2018).

5The newly-split data is available at https://github.
com/OnlpLab/LemmaSplitting.

4.1 The Languages

SIGMORHPON’s 2020 shared-task includes
datasets for 90 typologically and genealogically
diverse languages from 14 language families. The
languages are varied along almost any typological
dimension, from fusional to agglutinative, small
inflection tables to vast ones. They include mostly
prefixing and mostly suffixing languages with rep-
resentation of infixing and circumfixing as well.
The languages vary also in use, including widely-
used languages such as English and Hindi and mori-
bund or extinct languages like Dakota and Middle
High German.6

4.2 The Models

We tested the effects of lemma-splitting on our own
LSTM-based model as well as 3 of the 4 top-ranked
systems in the shared task.7

Base LSTM We implemented a character-based
sequence-to-sequence model which consists of a
1-layer bi-directional LSTM Encoder and a 1-layer
unidirectional LSTM Decoder with a global soft
attention layer (Bahdanau et al., 2014). Our model
was trained for 50 epochs with no model selection.8

Base trm-single The shared-task’s organizers
supplied various baselines, some based on a trans-
former architecture that was adapted for character-
level tasks (Wu et al., 2021).9 All baseline models
include 4 encoder and 4 decoder layers, consist-
ing of a multi-head self-attention layer and 2 feed-
forward layers, equipped with a skip-connection.
In every decoder layer a multi-head attention layer
attends to the encoder’s outputs. The network was
trained for 4,000 warm-up steps and up to 20,000
more steps, each step over a batch of size 400. The
model was examined with and without augmented
data, trained separately on each language or each
language family. One of the baseline setups, train-
ing a model per language without augmented data,
made it to the top 4 systems and we include it here.

6The full list with the originally released data are
at https://github.com/sigmorphon2020/
task0-data.

7The best performing system, UIUC (Canby et al., 2020),
did not have a publicly available implementation.

8The code is available at https://github.com/
OnlpLab/LemmaSplitting.

9The code is available at https://github.com/
shijie-wu/neural-transducer.
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DeepSpin Peters and Martins (2020) submitted a
recurrent neural network – dubbed DeepSpin-02.10

The system is composed of 2 bi-directional LSTM
encoders with bi-linear gated Attention (Luong
et al., 2015), one for the lemma characters and
one for the features characters, and a unidirectional
LSTM Decoder for generating the outputs. The in-
novation in the architecture is the use of sparsemax
(Martins and Astudillo, 2016) instead of softmax
in the attention layer.11

CULing Liu and Hulden (2020)’s system is also
based on the transformer architecture, with hyper-
parameters very similar to base trm-single.12 Their
innovation is in restructuring the data such that the
model learns to inflect from any given cell in the
inflection table rather than solely from the lemma.

4.3 Results
Table 1 summarizes our main results. We clearly
see a drop in the performance for all systems, with
an average of 30 points. The table also shows that
splitting the data according to lemmas allows dis-
cerning between systems that appear to perform
quite similarly on the form-split data. The best
system on the lemma-split data, DeepSpin-02, out-
performs the second-ranked CULing system by
about 13 points with both baseline systems per-
forming significantly worse. The results in terms
of averaged edit distance show the same trends.

DeepSpin-02 emerges victorious also in Table
2, where results are broken down by language fam-
ily. The table shows that DeepSpin-02 is the best
performer over all language families when data is
lemma-split, in contrast to the mixed picture over
the form-split data.

The average performance per language family
seems to be controlled by training data availability.
For example, Germanic languages show average
drop of 23 points, while for Niger-Congo languages
the drop is 39 points on average.

In order to further examine the relation between
the amount of training data and drop in perfor-
mance we plotted in Figure 1 the drop per sys-
tem and per language against the size of the avail-

10The code is available at https://github.com/
deep-spin/sigmorphon-seq2seq.

11The system submitted as DeepSpin-01 uses 1.5-entmax
(Peters and Martins, 2019) rather than sparsemax. Both sys-
tems perform highly similarly, hence we do not detail results
for both.

12The code is available at https://github.
com/LINGuistLIU/principal_parts_for_
inflection.

Figure 1: Performance drop for the various systems
when moving from form to lemma split as a function
of the size of the train data. The effect is clearly more
significant for lower-resourced languages.

Figure 2: Performance drop for the various language
families when moving from form to lemma split as a
function of the size of the train data. We include here
only families with at least 3 languages in the data, the
rest are classified under misc.

able train data, color-coded to indicate systems. It
shows that the major drops in performance that
contributed the most to the overall gap between
the splits are in those low-resourced language. Re-
markably, for some systems and languages the drop
can be as high as 95 points. On the other hand, on
high-resourced languages with 40,000 training ex-
amples or more, all systems didn’t lose much. The
analysis also shows the advantage of DeepSpin-02
in the lower-resourced settings that made it the best
performer overall.

When color-coding the same broken-down data
for linguistic family membership rather than sys-
tem, as we do in Figure 2, it becomes clear that
there is no evidence for specific families being eas-
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ier for inflection when little data is provided. The
figure does show the remarkable discrepancy in
annotation effort, as the high-resourced languages
mostly belong to 2 families: Germanic and Uralic.

5 Discussion

We proposed a method for splitting morphologi-
cal datasets such that there is no lemma overlap
between the splits. On the re-split of SIGMOR-
PHON’s 2020 shared-task data, we showed that all
top-ranked systems suffer significant drops in per-
formance. The new split examines models’ general-
ization abilities in conditions more similar to their
desired usage in the wild and allows better discern-
ing between the systems in order to point to more
promising directions for future research — more
so than the original form-split data on which all
systems fared similarly. The new splitting method
is likely to lead to more sophisticated modeling,
for instance, in the spirit of the model proposed by
Liu and Hulden (2021). The suggested move to a
harder split is not unlike many other NLP tasks, in
which challenging splits are suggested to drive the
field forward. We thus call for morphological stud-
ies to carefully attend to the data used and expose
the actual difficulties in modelling morphology, in
future research and future shared tasks.
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Abstract

Before entering the neural network, a token is
generally converted to the corresponding one-
hot representation, which is a discrete distri-
bution of the vocabulary. Smoothed represen-
tation is the probability of candidate tokens
obtained from a pre-trained masked language
model, which can be seen as a more infor-
mative substitution to the one-hot representa-
tion. We propose an efficient data augmenta-
tion method, termed text smoothing, by con-
verting a sentence from its one-hot represen-
tation to a controllable smoothed representa-
tion. We evaluate text smoothing on different
benchmarks in a low-resource regime. Exper-
imental results show that text smoothing out-
performs various mainstream data augmenta-
tion methods by a substantial margin. More-
over, text smoothing can be combined with
those data augmentation methods to achieve
better performance. Our code are available at
https://github.com/caskcsg/TextSmoothing.

1 Introduction

Data augmentation is a widely used technique, es-
pecially in the low-resource regime. It increases
the size of the training data to alleviate overfit-
ting and improve the robustness of deep neural
networks. In the field of natural language process-
ing (NLP), various data augmentation techniques
have been proposed. One most commonly used
method is to randomly select tokens in a sentence
and replace them with semantically similar tokens
to synthesize a new sentence (Wei and Zou, 2019;
Kobayashi, 2018). (Kobayashi, 2018) proposes
contextual augmentation to predict the probabil-
ity distribution of replacement tokens by using the
LSTM language model and sampling the replace-
ment tokens according to the probability distribu-
tion. (Wu et al., 2019a,b) uses BERT’s (Devlin
et al., 2018) masked language modeling (MLM)

∗The first two authors contribute equally.
†Corresponding author.

Figure 1: The blue part demonstrates the use of text
smoothing data augmentation for downstream tasks, and
the red part directly uses the original input.

task to extend contextual augmentation by consid-
ering deep bi-directional context. (Kumar et al.,
2020) further propose to use different types of trans-
former based pre-trained models for conditional
data augmentation in the low-resource regime.

MLM takes masked sentences as input, and typ-
ically 15% of the original tokens in the sentences
will be replaced by the [MASK] token. Before
entering MLM, each token in sentences needs to
be converted to its one-hot representation, a vec-
tor of the vocabulary size with only one position
is 1 while the rest positions are 0. MLM outputs
the probability distribution of the vocabulary size
of each mask position. Through large-scale pre-
training, it is expected that the probability distri-
bution is as close as possible to the ground-truth
one-hot representation. Compared with the one-
hot representation, the probability distribution pre-
dicted by pre-trained MLM is a “smoothed” repre-
sentation, which can be seen as a set of candidate
tokens with different weights. Usually, most of the
weights are distributed on contextual-compatible
tokens. Multiplying the smooth representation by
the word embedding matrix can obtain a weighted
summation of the word embeddings of the candi-
date words, termed smoothed embedding, which
is more informative and context-rich than the one-
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hot’s embedding obtained through lookup opera-
tion. Therefore, the use of smoothed representation
instead of one-hot representation as the input of
the model can be seen as an efficient weighted data
augmentation method. To get the smoothed rep-
resentation of all the tokens of the entire sentence
with only one forward process in MLM, we do not
explicitly mask the input. Instead, we turn on the
dropout of MLM and dynamically randomly dis-
card a portion of the weight and hidden state at
each layer.

An unneglectable situation is that some tokens
appear more frequently than others in similar con-
texts during pre-training, which will cause the
model to have a preference for these tokens. This is
harmful for downstream tasks such as fine-grained
sentiment classification. For example, given “The
quality of this shirt is average .", the “average" to-
ken is most relevant to the label. The smoothed
representation through the MLM at the position
of “average" is shown in Figure 2. Although the
probability of “average" is the highest, more proba-
bilities are concentrated on tokens conflict with the
task label, such as “high", “good" or “poor”. Such
a smoothed representation is hardly a good aug-
mented input for the task. To solve this problem,
(Wu et al., 2019a) proposed to train label embed-
ding to constraint MLM predict label compatible
tokens. However, under the condition of low re-
sources, it is not easy to have enough label data
to provide supervision. Inspired by the practical
data augmentation method mixup (Zhang et al.,
2017) in the computer vision field, we interpolate
the smoothed representation with the original one-
hot representation. Through interpolation, we can
enlarge the probability of the original token, and
the probabilities are still mostly distributed on the
context-compatible words, as shown in the figure
2.

We combine the two stages as text smooth-
ing: obtaining a smooth representation through
MLM and interpolating to constrain the represen-
tation more controllable. To evaluate the effect
of text smoothing, we perform experiments with
low-resource settings on three classification bench-
marks. In all experiments, text smoothing achieves
better performance than other data augmentation
methods. Further, we are pleased to find that text
smoothing can be combined with other data aug-
mentation methods to improve the tasks further. To
the best of our knowledge, this is the first method to

Figure 2: Interpolation of the smoothed representation
and the original one-hot representation.

improve a variety of mainstream data augmentation
methods.

2 Related Work

Various NLP data augmentation techniques have
been proposed and they are mainly divided into two
categories: one is to modify raw input directly, and
the other interferes with the embedding (Miyato
et al., 2016; Zhu et al., 2019). The most commonly
used method to modify the raw input is the token
replacement: randomly select tokens in a sentence
and replace them with semantically similar tokens
to synthesize a new sentence. (Wei and Zou, 2019)
directly uses the synonym table WordNet(Miller,
1998) for replacement. (Kobayashi, 2018) proposes
contextual augmentation to predict the probabil-
ity distribution of replacement tokens with two
causal language models. (Wu et al., 2019a) extends
contextual augmentation with BERT’s masked lan-
guage modeling (MLM) to consider bi-directional
context. (Gao et al., 2019) softly augments a ran-
domly chosen token in a sentence by replacing
its one-hot representation with the distribution of
the vocabulary provided by the causal language
model in machine translation. Unlike (Gao et al.,
2019), we use MLM to generate smoothed repre-
sentation, which considers the deep bi-directional
context more adequately. And our method has bet-
ter parallelism, which can efficiently obtain the
smoothed representation of the entire sentence in
one forward process. Moreover, we propose to con-
strain smoothed representation more controllable
through interpolation for classification tasks.

3 Our Method

3.1 Smoothed Representation
We use BERT as a representative example of
MLM. Given a downstream task dataset, namely
D = {ti, pi, si, li}Ni=1, where N is the number of
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sentence = "My favorite fruit is pear ."
lambd = 0.1 # interpolation hyperparameter
mlm.train() # enable dropout, dynamically mask
tensor_input = tokenizer(sentence, return_tensors="pt")
onehot_repr = convert_to_onehot(**tensor_input)
smoothed_repr = softmax(mlm(**tensor_input).logits[0])
interpolated_repr = lambd * onehot_repr + (1 - lambd) * smoothed_repr

Listing 1: Codes to implement text smoothing in PyTorch

instances, ti is the one-hot encoding of a text (a
single sentence or a sentence pair), pi is the posi-
tional encoding of ti, si is the segment encoding
of ti and li is the label of this instance. We feed
the one-hot encoding ti, positional encoding pi as
well as the segment encoding si into BERT, and
fetch the output of the last layer of the transformer
encoder in BERT, which is denoted as:

−→
ti = BERT(ti) (1)

where
−→
ti ∈ Rseq_len,emb_size is a 2D dense vector

in shape of [sequence_len, embedding_size]. We
then multiply

−→
ti with the word embedding ma-

trix W ∈ Rvocab_size,embed_size in BERT, to get the
MLM prediction results, which is defined as:

MLM(ti) = softmax(
−→
tiW

T ) (2)

where each row in MLM(ti) is a probability distri-
bution over the token vocabulary, representing the
context-compatible token choices in that position
of the input text learned by pre-trained BERT.

3.2 Mixup Strategy
The mixup (Zhang et al., 2017) is defined as:

x̃ = λxi + (1− λ)xj (3)

ỹ = λyi + (1− λ)yj (4)

where (xi, yi) and (xj , yj) are two feature-target
vectors drawn at random from the training data, and
λ ∈ [0, 1]. In text smoothing, the one-hot repre-
sentation and smoothed representation are derived
from the same raw input, their lables are identical
and the interpolation operation will not change the
label. So the mixup operation can be simplified to:

t̃i = λ · ti + (1− λ) · MLM(ti) (5)

where ti is the one-hot representation, MLM(ti) is
the smoothed representation, t̃i is the interpolated
representation and λ is the balance hyperparameter
to control interpolation strength. In the downstream
tasks, we use interpolated representation instead of
the original one-hot representation as input.

SST-2 SNIPS TREC
Train 20 70 60
Dev 20 70 60
Test 1821 700 500

Table 1: Data statistics in low-resource regime settings.

4 Experiment

4.1 Baseline Approaches

EDA(Wei and Zou, 2019) consists of four simple
operations: synonym replacement, random inser-
tion, random swap, and random deletion.
Back Translation (Shleifer, 2019) translate a sen-
tence to a temporary language (EN-DE) and then
translate back the previously translated text into the
source language (DE-EN).
CBERT (Wu et al., 2019a) masks some tokens
and predicts their contextual substitutions with pre-
trained BERT.
BERTexpand, BERTprepend (Kumar et al.,
2020) conditions BERT by prepending class labels
to all examples of given class. “expand" a the label
to model vocabulary, while “prepend" without.
GPT2context (Kumar et al., 2020) provides a
prompt to the pre-trained GPT model and keep-
ing generating until the EOS token.
BARTword, BARTspan (Kumar et al., 2020) con-
ditions BART by prepending class labels to all ex-
amples of given class. BARTword masks a single
word while BARTspan masks a continuous chunk.

4.2 Experiment Setting

Our experiment strictly follows the settings in the
(Kumar et al., 2020) paper on three text classifica-
tion datasets downloaded from the links 1.
SST-2 (Socher et al., 2013) is a movie reviews sen-
timent classification task with two labels.
SNIPS (Coucke et al., 2018) is a task of over
16,000 crowd-sourced queries distributed among 7
user intents of various complexity.

1SST-2 and TREC:https://github.com/1024er/
cbert_aug,
SNIPS:https://github.com/MiuLab/
SlotGated-SLU/tree/master/data/snips
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Method SST-2 SNIPS TREC Avg.
No Aug 52.93 (5.01) 79.38 (3.20) 48.56 (11.53) 60.29(6.58)
EDA 53.82 (4.44) 85.78 (2.96) 52.57 (10.49) 64.06(5.96)
BackTrans. 57.45 (5.56) 86.45 (2.40) 66.16 (8.52) 70.02(5.49)
CBERT 57.36 (6.72) 85.79 (3.46) 64.33 (10.90) 69.16(7.03)
BERTexpand 56.34 (6.48) 86.11 (2.70) 65.33 (6.05) 69.26(5.08)
BERTprepend 56.11 (6.33) 86.77 (1.61) 64.74 (9.61) 69.21(5.85)
GPT2context 55.40 (6.71) 86.59 (2.73) 54.29 (10.12) 65.43(6.52)
BARTword 57.97 (6.80) 86.78 (2.59) 63.73 (9.84) 69.49(6.41)
BARTspan 57.68 (7.06) 87.24 (1.39) 67.30 (6.13) 70.74(4.86)
Text smoothing 59.37(7.79) 88.85(1.49) 67.51(7.46) 71.91 (5.58)

Table 2: Evaluating data augmentation methods on different datasets in a low-resource regime.

Method SST-2 SNIPS TREC Avg.
EDA 59.66 (5.57) 87.53 (2.31) 55.95 (7.90) 67.71 (5.26)
+ text smoothing 64.84(6.82) 88.54(3.03) 67.68(9.70) 73.69(6.52)
BackTrans. 60.60 (7.40) 86.04 (2.20) 64.57 (7.48) 70.40 (5.70)
+ text smoothing 61.66(7.62) 88.72(1.99) 69.17(10.51) 73.19(6.7)
CBERT 60.10 (4.57) 86.85 (2.06) 63.56 (8.09) 70.17 (4.91)
+ text smoothing 61.65(6.65) 88.18(2.85) 67.84(9.70) 72.56(6.4)
BERTexpand 59.85 (6.16) 86.12 (2.45) 62.67 (7.59) 69.55 (5.40)
+ text smoothing 62.04(7.93) 89.49(2.05) 65.89(7.48) 72.47(5.82)
BERTprepend 60.28 (5.80) 86.86 (2.46) 65.20 (6.88) 70.78 (5.05)
+ text smoothing 62.75(7.14) 88.04(1.92) 68.07(7.30) 72.95(5.45)
GPT2context 57.46 (4.96) 84.10 (2.39) 46.47 (12.80) 62.68 (6.72)
+ text smoothing 60.66(6.72) 87.68(1.60) 59.13(11.33) 69.16(6.55)
BARTword 60.99(7.15) 86.98(1.96) 61.29(10.00) 69.76(6.37)
+ text smoothing 62.67(7.40) 88.50(2.10) 67.75(6.50) 72.97(5.33)
BARTspan 63.42(5.58) 87.34(2.17) 62.47(8.11) 71.08(5.29)
+ text smoothing 62.37(7.18) 89.06(2.18) 70.89(6.81) 74.11(5.39)

Table 3: The effect of text smoothing combined with other data augmentation methods in low-resource regime.

TREC (Li and Roth, 2002) contains six question
types collected from 4,500 English questions.

We randomly subsample 10 examples per class
for each experiment for both training and develop-
ment set to simulate a low-resource regime. Data
statistics of the three datasets are shown in Table
1. Following (Kumar et al., 2020), we replace nu-
meric class labels with their text versions.

We first compare the effects of text smoothing
and baselines data augmentation methods on dif-
ferent datasets in a low-resource regime. Then we
further explore the effect of combining text smooth-
ing with each baseline method. Considering that
the amount of data increases to 2 times after com-
bination, we expand the data used in the baseline
experiments to the same amount for the fairness of
comparison. All experiments are repeated 15 times
to account for stochasticity and results are reported
as Mean (STD) accuracy on the full test set.

4.3 Experimental Results
As shown in Table2, text smoothing brings the
largest improvement to the model on the three
datasets compared with other data augmenta-
tion methods. The previously best method is
BARTspan, which is exceeded by Text smoothing
with 1.17% in average.

Moreover, we are pleased to find that text
smoothing can be well combined with various data
augmentation methods, further improving the base-
line data augmentation methods. As shown in Ta-
ble3, text smoothing can bring significant improve-
ments of 5.98%, 2.79%, 2.39%, 2.92%, 2.17%,
6.48%, 3.21%, 3.03% to EDA, BackTrans, CBERT,
BERTexpand, BERTprepend, GPT2context, BART-
word, and BARTspan, respectively. To the best of
our knowledge, this is the first method to improve a
variety of mainstream data augmentation methods.

5 Conclusoins

This article proposes text smoothing, an effective
data augmentation method, by converting sentences
from their one-hot representations to smoothing
representations. In the case of a low data regime,
text smoothing is significantly better than various
data augmentation methods. Furthermore, text
smoothing can further be combined with various
data augmentation methods to obtain better perfor-
mance.
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