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Abstract

Different linguistic expressions can conceptu-
alize the same event from different viewpoints
by emphasizing certain participants over oth-
ers. Here, we investigate a case where this
has social consequences: how do linguistic ex-
pressions of gender-based violence (GBV) in-
fluence who we perceive as responsible? We
build on previous psycholinguistic research in
this area and conduct a large-scale perception
survey of GBV descriptions automatically ex-
tracted from a corpus of Italian newspapers.
We then train regression models that predict the
salience of GBV participants with respect to dif-
ferent dimensions of perceived responsibility.
Our best model (fine-tuned BERT) shows solid
overall performance, with large differences be-
tween dimensions and participants: salient fo-
cus is more predictable than salient blame, and
perpetrators’ salience is more predictable than
victims’ salience. Experiments with ridge re-
gression models using different representations
show that features based on linguistic theory
perform similarly to word-based features. Over-
all, we show that different linguistic choices do
trigger different perceptions of responsibility,
and that such perceptions can be modelled auto-
matically. This work can be a core instrument
to raise awareness of the consequences of dif-
ferent perspectivizations in the general public
and in news producers alike.

1 Introduction and background

The same event can be described in many differ-
ent ways, according to who reports on it, and the
choices they make. They can opt for some words
rather than others, for example, or they can use a
passive rather than an active construction, or more
widely, they can – consciously or not – provide
the reader with a specific perspective over what
happened.

Such choices do not just pertain to the realm of
stylistic subtleties; rather, they can have substan-
tial consequences on how we think of – or frame –

Figure 1: “Cyclist slams into car door”
Figure 1: “Car driver opens door and hits cyclist”
Figure 1: “Cyclist injured in road accident on 5th Street”
Figure 1: “Collision between bike and car”
We use alternative captions to illustrate how the same
event can be described from alternative perspectives,
which can evoke different perceptions in the attribution
of responsibility to the actors involved.

events. Indeed, it is known that the way a piece of
news is written, especially in terms of perspective-
taking, heavily influences the way readers perceive
attribution of responsibility in the events described
(Iyengar, 1994). Figure 11 illustrates how the same
event can be reported on from different viewpoints,
in ways that do affect the perception of the partic-
ipants’ responsibilities. We are interested in un-
packing responsibility attribution using NLP tools
in the context of a socially relevant phenomenon,
namely gender-based violence (GBV).

Violence against women is worryingly common
and therefore often reported in the news. A re-
port by the European parliament (Corradi, 2021)
details an estimate of 87,000 women intentionally

1Drawing inspired by the illustration in https:
//www.outsideonline.com/culture/opinion/
look-you-open-your-car-door/ (accessed 2022-09-
22).

https://www.outsideonline.com/culture/opinion/look-you-open-your-car-door/
https://www.outsideonline.com/culture/opinion/look-you-open-your-car-door/
https://www.outsideonline.com/culture/opinion/look-you-open-your-car-door/
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killed in 2017. While Italy is listed in this report
as one of the European countries with the lowest
number of femicides, they are still too frequent and
have been constant in the last 25 years (0.6 per
100,000 women in 1982 and 0.4 per 100,000 in
2017). Most discouragingly, a report from Novem-
ber 2018 by two Italian research institutes points
out that the stereotype of a shared responsibility
between the violence victim and its perpetrator is
still widespread among young generations: “56.8%
of boys and 38.8% of girls believe that the female is
at least partly responsible for the violence she has
suffered" (Laboratorio Adolescenza and Istituto
IARD, 2018).

Working on Italian news, Pinelli and Zanchi
(2021) observe that in descriptions of femicides, the
use of syntactic constructions with varying levels
of transitivity – from transitive active constructions
on one side of the spectrum, via passives and anti-
causatives to nominalization constructions on the
other side – corresponds to various degrees of re-
sponsibility attributed to the (male) perpetrator. For
example, while “he killed her” (active/transitive)
makes the involvement of an active agent fully ex-
plicit, with “she was killed (by him)” (passive) the
event is accessed via the patient shifting attention
away from the agent, and expressions such as “the
murder” or even “the event” (nominal construction)
moves both participants to the background. In a
related contribution, Meluzzi et al. (2021) inves-
tigate the impact of argument structure construc-
tions on responsibility attributions by means of a
survey on artificially-constructed GBV reports in
Italian. Their results further confirm the findings of
Pinelli and Zanchi (2021) on the effects of readers’
perception on the agentivity and responsibility of
the perpetrators and the victims. The outcomes of
both studies is in line with previous work in psy-
cholinguistics showing that in events involving vio-
lence (at any level), the linguistic backgrounding
of agents hinders their responsibility and promotes
victim blaming (Huttenlocher et al., 1968; Henley
et al., 1995; Bohner, 2002; Gray and Wegner, 2009;
Hart and Fuoli, 2020; Zhou et al., 2021).

Based on such framing choices, how will the
general reader perceive the described event? Can
we model such perceptions automatically? In this
paper we aim to answer these questions, still fo-
cusing on descriptions of femicides in Italian news,
and exploiting frame semantics (Fillmore, 2006)
as a theoretical and practical tool, as well as most

recent NLP approaches.

Using specific pre-selected semantic frames, au-
tomatically extracted using a state-of-the-art seman-
tic parser (Xia et al., 2021), we identify descrip-
tions of GBV events from Italian newspapers. On
these descriptions we collect human judgements
through a large-scale survey where we ask partici-
pants to read the texts and ascribe a degree of per-
ceived responsibility to the perpetrator, the victim,
or to some more abstract concept (e.g. “jealousy",
“rage"). More details are provided in §2.

Next, we model perception of responsibility au-
tomatically by developing a battery of regression
models (both from scratch as well as atop pre-
trained transformer models) exploiting a variety of
linguistic cues which range from surface to frame-
based features. The training objective of such mod-
els is the prediction of the human perception scores.
We achieve a strong correlation with a transformer-
based model. The fine-grained character both of
the survey and the result analysis that we conducted
also allows us to observe differences in prediction
complexity for the various aspects that we consider.
Modeling and evaluation are discussed in §3.

The results we obtain show that different lin-
guistic choices do indeed trigger different per-
ceptions of responsibility, and that such percep-
tions can be modelled automatically. This find-
ing not only confirms previous research which was
conducted (manually) on a much smaller scale, but
also opens up the possibility to conduct large-scale
analyses of texts exposing to both producers and
consumers of texts which perspectivization strate-
gies are at play and their effects.2

2 Femicide perception dataset

We designed an online questionnaire study in which
participants were presented with sentences ex-
tracted from the RAI Femicides Corpus (Belluati,
2021), a collection of 2,734 news articles covering
937 confirmed femicide cases perpetrated in Italy in
2015-2017, and asked to rate the level of agentivity
and responsibility expressed in each sentence. The
results of the questionnaire demonstrate a clear ef-
fect of semantic frames and syntactic constructions
on the perception of descriptions of femicides.

2Our data and code are available at gitlab.com/
sociofillmore/perceived-perspective-prediction.

gitlab.com/sociofillmore/perceived-perspective-prediction
gitlab.com/sociofillmore/perceived-perspective-prediction
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2.1 Question formulation
The level of responsibility ascribed to event partici-
pants can be expressed in multiple ways triggering
different perceptions in the readers. Since respon-
sibility is a complex concept, we break it down
into three dimensions in order to make it (i) more
understandable for our participants, and (ii) to get a
more nuanced picture of readers’ perceptions. The
three dimensions are:

1. FOCUS: does the sentence focus on the agent
or on something else?

2. CAUSE: does the sentence describe the event
as being caused primarily by a human or by
something else?

3. BLAME: does the sentence attribute blame to
the agent or to something else?

Example FOCUS CAUSE BLAME
ascribed to the murderer

Her fiancé brutally murdered her + + +
Blinded by jealousy, he killed her + + ±
Her husband’s jealousy killed her + − ±
Her blind love for him became fatal ± − −
A tragic incident occurred in Rome − − −

Table 1: Hypothesized perceptual ratings relative to the
murderer (examples are artificial)

Table 1 shows hypothesized ratings on these
dimensions for a number of artificial examples,
demonstrating that the three dimensions are closely
related, but do not always match: for example, the
first and second sentences both focus on the role
of the murderer and describe his actions as the
cause, but the second sentence arguably attributes
less blame to the murderer by describing him as
‘blinded’ by jealousy, implying that he does not
bear full responsibility to his actions. Note that the
ratings presented in the table merely represent a
hypothesis about how the sentences are likely to
be perceived; perception is inherently subjective
and these examples should not be taken as a ‘gold
standard’ of any kind.

To put the amount of responsibility attributed to
the murderer in perspective, we also asked read-
ers about the perceived level of focus, causation,
and blame placed on the victim, an object (e.g. a
weapon), a concept or emotion (e.g. jealousy), or
on nothing at all. For a given sentence, partici-
pants were asked to give ratings on a 5-point Likert
scale to each of these categories. Participants also
had the option to indicate that the sentence was

irrelevant and skip answering it. The full set of
questions is given in Table 2. Note that, taking
into account preliminary results from a pilot study,
the categories have been adapted slightly to each
individual question: for example, we omitted the
‘none’ category for the focus dimension (since there
always has to be focus on something), and in the
‘cause’ dimension we made the descriptions of each
category slightly more elaborate.

2.2 Sentence selection

Relevant sentences were extracted from the cor-
pus following a two-step process: First, occur-
rences of semantic frames were automatically ex-
tracted using the LOME parser (Xia et al., 2021).
This information was combined with an automatic
dependency parse using SpaCy (Honnibal et al.,
2020) to classify syntactic constructions. For ex-
ample, he murdered her would be classified as
“KILLING:active” (KILLING frame, expressed with
active syntax), she died as “DEATH:intransitive”,
and the tragedy as “CATASTROPHE:nonverbal”.3

In a second step, we selected typical frames
(Vossen et al., 2020) that encode possible ways of
expressing the murder event with various degrees
of emphasis on the various participants, and ran-
domly sampled sentences containing at least one
of these frames. Typical frames were selected by
manually annotating the example sentences from
Pinelli and Zanchi (2021) with FrameNet frames,
and selecting the frames evoked by words that refer
to (or imply) the event of the death of the victim
(“he killed her“ she died“, “she was found dead“,
“a tragic incident“). This yielded the set of frames
{KILLING, DEATH, DEAD_OR_ALIVE, EVENT,
CATASTROPHE }, all of which can be used to de-
scribe exactly the same event but with different lev-
els of dynamism (being dead vs. dying), agentivity
(killing vs. dying), and generality (someone dying
vs. something happening). We excluded frames
that refer to events that are related to but distinct
from the murder itself, such as CAUSE_HARM and
USE_FIREARM (“he stabbed her”, “he fired his
gun” – these may refer to the cause of death, but
do not include the death itself), or OFFENSES (“he
was charged with murder” – this refers to the crime
as a judicial concept, not as a real-world event). We
then sampled sentences from our corpus in such a
way that we created a corpus with an equal num-

3In this context, “nonverbal” means ‘without a verb’; in
this example, tragedy is an event expressed by a noun.
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Dimension Question Murderer Victim Object Concept None

FOCUS La frase concentra
l’attenzione principalmente...

sull’assassino sulla vittima su un oggetto
su un concetto astratto
o un’emozione

-

‘The sentence puts most
attention ...’

‘on the assassin’ ‘on the victim’ ‘on an object’
‘on an abstract concept
or emotion’

-

CAUSE La morte della donna è
descritta come ...

causata da un essere
umano

-
causata da un oggetto
(es. una pistola)

causata da un’emozione
(es. gelosia)

spontanea, priva di un
agente scatenante

‘The murder of the woman
is described as ... ’

‘caused by a human
being’

-
‘caused by an object
(e.g. a gun)’

‘caused by an emotion
(e.g. jealousy)’

‘spontaneous, without
a triggering agent’

BLAME La frase accusa... l’assassino la vittima un oggetto
un concetto astratto
o un’emozione

nessuno

‘The sentence accuses ...’ ‘the murderer’ ‘the victim’ ‘an object’
‘an abstract concept
or an emotion’

‘no one’

Table 2: Question dimensions and attributes

ber of examples of each frame-construction pair,
and equal numbers of headlines and body-text sen-
tences.

2.3 Practical implementation

Given the considerable cognitive load of analyz-
ing (sometimes complex) sentences as well as the
emotional load of reading text about a heavy and
distressing topic, participants were asked to pro-
vide ratings on only one dimension, for a set of 50
sentences. Furthermore, attempting to find a bal-
ance between the depth (number of annotations per
sentence) and breath (total number of annotations)
of our annotations, we decided to set a target of 10
participants for each sentence and each dimension,
meaning that 30 participants are needed to fully
annotate each block of 50 sentences.

In order to distribute participants evenly across
sentence sets and dimensions, without knowing the
response rate in advance, we created 60 groups
(20 sets of 50 sentences [= 1,000 in total] × three
dimensions) and assigned participants to groups
on a rolling basis: one group was open at a time,
and once the required number of participants was
reached, it was automatically closed and the next
group was opened. Once a group was full, we
manually inspected the responses for completeness
and quality. Due to the subjective nature of the
task, there are no ‘wrong’ responses per se, but we
considered responses to be of low quality if they
met at least one of the following three criteria: (i)
implausibly fast completion of the questionnaire,4

(ii) suspicious patterns of marking sentences as ir-
relevant and skipping them (e.g. skipping many
sentences in a row), or (iii) suspicious response pat-

4We considered responses ‘too fast’ if they took less than
6 minutes (for 50 sentences, i.e. 7 sec./sentence, not including
time spent reading instructions).

participant all female male
scores mean std mean std mean std

blame murderer 2.35 1.89 2.07 1.80 2.75 2.01
victim 0.49 0.92 0.44 0.92 0.55 0.92
object 0.46 1.01 0.44 1.02 0.50 0.99
concept 0.82 1.30 0.83 1.33 0.79 1.25
no-one 1.36 1.74 1.49 1.76 1.19 1.71

cause human 3.51 1.68 3.54 1.67 3.48 1.69
object 1.37 1.85 1.36 1.84 1.40 1.91
concept 0.86 1.32 0.88 1.31 0.76 1.34
no-one 1.59 1.59 1.58 1.59 1.61 1.58

focus murderer 2.26 1.94 2.23 1.91 2.30 1.97
victim 2.85 1.60 2.68 1.59 3.07 1.61
object 1.35 1.65 1.33 1.65 1.39 1.65
concept 1.65 1.65 1.56 1.69 1.76 1.59

Table 3: Summary of perception scores per question and
attribute

terns (e.g. always giving the same ratings to each
sentence).

The link to the survey platform5 was distributed
amongst university students enrolled in bachelor’s
and master’s degrees in different programs at sev-
eral universities in Italy. Responses were collected
anonymously, but participants were asked to state
their gender, age, and profession.

2.4 Results
Our final dataset covers 400 sentences with ratings
from 240 participants in total (153 identifying as fe-
male, 86 as male, 1 as non-binary; mean age 23.4).
In Table 3, a summary of the perception scores ag-
gregated across sentences is given. We give both
the mean score (in green, on a scale from 0-5), av-
eraged over all participants and all sentences, and
the standard deviation of averaged scores across
sentences. Overall, the attributes corresponding to

5We used Qualtrics (https://www.qualtrics.com/) to
present stimuli and collect responses, alongside an in-house
system for managing participants and payments.

https://www.qualtrics.com/
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the perpetrator tend to have higher average scores
but also more variance than the other attributes (ex-
cept focus/victim, which has a higher average but
lower variance). More details about the distribution
of scores per question and attribute are given in the
Appendix. Due to the inherently subjective nature
of the task, and in line with previous studies on
perceptual norms (e.g., Brysbaert et al. 2014), we
did not calculate inter-annotator agreement scores.

Table 4 (reproduced from Minnema et al. 2022)
shows average scores for the focus question, split
by typical frame and construction. This shows sig-
nificant effects: sentences containing the KILLING

frame tend to put higher focus on the murderer,
and substantially more so when using an active
construction. Meanwhile, the use of the CATAS-
TROPHE, DEAD_OR_ALIVE, and DEATH frames,
as well as the KILLING frame used in an active
or passive construction increases the focus on the
victim. On the other hand, there were no signifi-
cant differences in focus scores for the object, and
significant but smaller differences in focus on a
concept or emotion. In each of these cases, the
findings correspond to what we expected based on
linguistic theory: if an event participant is lexically
encoded in the predicate and syntactically required
to be expressed, it is more likely that this partici-
pant will be perceived as being under focus. More
focus on the murderer and the victim was also ex-
pected, both based on the content of the sentences,
and on the fact that several frames (e.g. KILLING)
lexically encode the presence of a victim and/or a
killer, but not necessarily that of an inanimate con-
cept or emotion (possibly except CATASTROPHE).

3 Perception score prediction

In this section, we introduce models for automati-
cally predicting femicide perception scores, as well
as a suite of evaluation measures for evaluating
these models. We model our task as a multi-output
regression task: given a sentence S, we want to
predict a perception vector p⃗, in which every entry
pi represents the value of a particular Likert dimen-
sion from the questionnaire (e.g. ‘blame on the
victim’, ‘focus on an object’).

3.1 Participant aggregation

In order to train a single model that generalizes over
individual participants, we first z-score the percep-
tion values for each sentence and each participant
and then take the average value across participants.

frame/construction murderer** victim** object concept /
emotion*

CATASTROPHE

nonverbal 1.319 2.713 0.760 2.190
DEAD_OR_ALIVE

nonverbal 1.195 3.387 1.386 1.993
intransitive 1.983 3.529 1.566 1.539

DEATH

nonverbal 0.967 3.247 1.507 1.914
intransitive 1.867 3.921 1.690 1.286

EVENT

nonverbal 1.431 1.503 1.186 2.339
impersonal 1.169 2.201 1.309 1.949

KILLING

nonverbal 2.007 2.387 1.032 1.673
other 2.410 2.345 1.198 1.663
active 3.897 2.659 1.570 1.651
passive 1.947 3.425 1.491 1.315

Table 4: Mean perception scores for “the main focus
is on X”. ‘*’ = differences between frame-construction
pairs are significant at α = 0.05, ‘**’ = significant
at α = 0.001 (Kruskal-Wallis non-parametric H-test).
Cells with a value > 2.5 are highlighted in green.

Z-scores are calculated separately for each Likert
dimension and participant to account for two types
of variability: i) within-dimension score intensity
preference and ii) between-dimension preference.
Type (i) refers to different participants making dif-
ferent use of the score range: depending on confi-
dence levels and other factors, participants might
choose to make heavy use of the extremities of the
range (e.g. very often assign ‘0’ or ‘5’) or concen-
trate most of their scores in a particular part of the
range (i.e. around the center or near the high or
low end). Type (ii) refers to the possibility of par-
ticipants having a tendency to always assign higher
or lower scores to particular dimensions. For ex-
ample, some participants may always give a higher
score to ‘blame on the murderer’ vs. ‘blame on
the victim’. By performing regression towards z-
scored perception values, we force our models to
predict between-sentence variability: we are most
interested in predicting how each sentence is per-
ceived relative to other sentences (e.g., does this
sentence put above-average blame on the victim?
below-average focus on the murderer?) and less
in absolute scores since these are highly subjective
and depend on many individual biases.

3.2 Metrics

We evaluate our multi-output regression problem
from several angles. First, we use Root Mean
Squared Error (RMSE) to measure error rates.
This is complemented by R2, which estimates the
proportion of variation in the perception scores
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that is explained by the regression models. R2 is
defined both for each dimension and as an aver-
age over dimensions. Next, Cosine (COS) mea-
sures the cosine similarity between the gold and
predicted vectors of perception values and provides
an estimate of how well the relations between the
dimensions are preserved in the mapping.

An alternative interpretation is the Most Salient
Attribute (MSA) metric: we evaluate regression
as accuracy on the classification task of predicting
which Likert dimension has the highest (z-scored)
perception value for each question (implemented
as simply computing argmax over the output di-
mensions corresponding to each question). For
example, if for a particular sentence, “concept” is
the highest-scoring dimension for the blame ques-
tion, this means that “blame on a concept” is more
salient in this sentence compared to other sentences.
Note that the fact that z-scores were computed indi-
vidually for each dimension makes a major differ-
ence here: the dimension with the highest z-scored
value does not necessarily also have the highest
absolute value. Similarly to the risks of assigning
higher or lower scores to particular dimensions,
in this case participants may give more points to
“murderer” on the blame question than to “con-
cept”, even in sentences where “concept” is very
salient. In such cases, “concept” would always
have a lower absolute value than “murderer”, but
might have have a higher z-scored value in sen-
tences where a relatively high score was given to
“concept” and a relatively low one to “murderer”.

3.3 Models

We compare two types of models: ridge regression
models (a type of linear regression with L2 regular-
ization) trained on different types of input features,
and a selection of relevant pre-trained transformer
models, fine-tuned for multi-output regression. For
reference, we also run a ‘dummy’ baseline model
that always predicts the training set mean for each
variable.6

Features For the ridge models, we use a series
of feature representations with increasing levels of
richness. By comparing models trained on differ-
ent representations, we gain insights into what kind
of information is useful for predicting (different
aspects of) perception scores. Features are divided
into three categories: Surface features represent the

6https://scikit-learn.org/stable/modules/
generated/sklearn.dummy.DummyRegressor.html

lexical content of the input sentences, either with
simple (unigram) bag-of-words (bow) vectors, or
with pre-trained FastText (ft) embeddings (Grave
et al., 2018).7 By contrast, Frames features are
based on the frame semantic parses of the sen-
tence. The first variant, f1, is similar to a bag-
of-words, but using counts of any frame instances
(e.g. frm:Commerce_buy) and semantic role in-
stances (e.g. rol:Commerce_buy:Seller) present
in the sentence instead of unigram counts. Vari-
ant f2 is similar but includes only mentions of our
pre-defined frames-of-interest (KILLING, DEATH,
. . . ). Moreover, f1+ and f2+ are versions of f1 and
f2 that concatenate the bag-of-frame features to
the unigram features from bow. Finally, Sentence
features are transformer-derived sentence-level rep-
resentations. SentenceBERT (sb) (Reimers and
Gurevych, 2019) uses representations derived from
XLM-R (Conneau et al., 2020);8 BERT-IT Mean
(bm) and XLM-R Mean (xm) use last-layer rep-
resentations, averaged over tokens, from Italian
BERT XXL and XLM-R, respectively.

Transformers We also implement a neural re-
gression model that consists of a simple linear layer
on top of a pre-trained transformer encoder.9 We
experiment with several variants of BERT with
different pretraining corpora and model sizes. Ital-
ian BERT XXL Base (BERT-IT) is a base-size
monolingual BERT model trained on the Italian
Wikipedia and the OPUS corpus; BERTino is a
distilled version of this model. We compare these
with Multilingual BERT Base (Devlin et al., 2019)
and Multilingual DistilBERT (Sanh et al., 2019),
trained on concatenated Wikipedia dumps for 104
language, and XLM-RoBERTa Base (Conneau
et al., 2020), trained on CommonCrawl data for
100 languages. We use cased models in all cases.

Implementation Ridge regression models were
implemented using scikit-learn (Pedregosa et al.,
2011). Transformer models were implemented us-
ing Huggingface Transformers (Wolf et al., 2019).
We split the dataset into 75% training and 25%

7We chose FastText over competing static embedding mod-
els because of its ability to handle out-of-vocabulary tokens.
Sentence-level representations were computed by taking the
mean over all unigram vectors in the sentence, weighted by
occurrence count (i.e., if a word occurs several times in a
sentence, it will have a higher weight).

8We used pre-trained SentenceBERT models available
from https://www.sbert.net/.

9Huggingface Hub links to the exact models used are pro-
vided in the Appendix.

https://scikit-learn.org/stable/modules/generated/sklearn.dummy.DummyRegressor.html
https://scikit-learn.org/stable/modules/generated/sklearn.dummy.DummyRegressor.html
https://www.sbert.net/
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test data. We used 6-fold cross-validation within
the training set to search for hyperparameters (i.e.,
six models were trained for each possible setup):
α for ridge regression; initial Adam learning rate
and weight decay for transformers. The parameters
with best performance across folds were then used
for training the final model.

3.4 Results

Table 5 shows the main results on the test set for
the RMSE, COS and R2 metrics. Strongest re-
sults are obtained with the fine-tuned monolingual
BERT models across all measures, with an overall
R2 scores around 0.45, meaning that these mod-
els explain almost half of the observed variance in
perception scores. The multilingual BERT models
(mBERT and XLM-R) perform consistently worse,
with an average R2 of 0.38 or below. Interestingly,
we observe a drop in performance between the full-
size and distilled models for mBERT, but not for the
monolingual Italian BERT, where BERTino even
performs slightly better than the original model.
Drops in R2 do not always align with drops in
cosine scores: for example, XLM-R scores 0.06
R2 points lower than BERT-IT/base, but the co-
sine score drops by only 0.01, while mBERT/dist
loses 0.10 points on R2 and 0.09 on COS. Thus, it
appears that some models (like XLM-R) are less
accurate at predicting the exact magnitude of per-
ception scores but relatively good at capturing the
overall score pattern across dimensions.

While the ridge regression models perform sub-
stantially worse than the transformer models, com-
paring the results between different feature rep-
resentations is insightful for understanding what
information is needed to predict perception: the
Surface and Frames models all perform similarly
with R2 scores around 0.20 (with f2 as a negative
outlier), while the models with Neural features per-
form better (R2 0.28-0.33). Simple counts of uni-
grams (bow) and frames (f1) give very similar over-
all scores; concatenating these features (f1+) leads
to a small improvement (+0.03 R2). This suggests
that frames are useful for summarizing relevant
lexical material (grouping together lexical units),
but that the additional information about seman-
tic and syntactic structure that is provided by role
and construction labels does not lead to substantial
gains. Using FastText embeddings instead of un-
igrams does not lead to gains, either. Meanwhile,
comparing ridge models trained on transformer-

derived features, we find best results with mean
last layer representations from Italian BERT (bm),
with slightly lower scores for the two models based
on XLM-R (sb and xm); surprisingly, Sentence-
BERT (sb) does not seem to have an advantage
over averaged last-layer representations (xm).

Comparing R2 scores across different questions
and attributes reveals large differences in difficulty
of prediction: for example, blame on murderer gets
good scores across models, while blame on victim
has relatively poor scores even for the strongest
models (e.g. 0.24 for BERTino), and at-baseline
(or worse) scores for the weaker models — notably,
distilled mBERT, which performs decently on other
attributes. Caused by no-one is even harder to pre-
dict, with no model scoring above 0.10. The Focus
question has the overall best and most consistent
performance, especially for the Italian BERT-based
models, which achieve decent performance (0.46-
0.66 R2) for each of the four attributes.

This pattern is also reflected in MSA (Table 6):
for Focus, it is substantially easier to predict the di-
mension with the highest score than for Blame and
Cause. However, all models perform well above
chance level for each of the questions, with the
strongest overall scores for BERTino (56-72%).

The gain in performance achieved by the BERT-
based models with respect to the surface feature
models varies substantially between attributes. For
example, the bow model has a surprisingly high
score for blame on murderer (R2 0.49), with only
moderate gains from the BERT-IT and BERTino
models (resp. +0.06 and +0.12 points). By con-
trast, bow scores poorly on focus on concept (R2

0.13), whereas BERT-IT and BERTino have good
scores (R2 0.63/0.64). To get additional insight
into the differences between models, we performed
a feature attribution analysis. For the bow and
f1+ ridge regression models, we simply extracted
the feature weights with the lowest and highest
absolute values; for transformers, we applied the
integrated gradients interpretation method (Sun-
dararajan et al., 2017)10 to obtain token-based at-
tribution values for all sentences in the test set,
and used the averaged values for tokens above a
frequency threshold (k ≥ 5, on a test set of 300
sentences) as an approximation of the overall fea-
ture importance. The results for blame on mur-
derer and focus on concept are shown in Table 7.

10We used the implementation provided by the
transformers-interpret package, see https://github.
com/cdpierse/transformers-interpret

https://github.com/cdpierse/transformers-interpret
https://github.com/cdpierse/transformers-interpret
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model baseline ridge transformer
features Surface Frames Neural bert-it mbert xlmr

bow ft f1 f1+ f2 f2+ sb bm xm base dist base dist base
RMSE 0.67 0.59 0.60 0.59 0.58 0.63 0.59 0.56 0.54 0.56 0.48 0.47 0.51 0.53 0.51
COS -0.02 0.49 0.46 0.48 0.52 0.36 0.50 0.55 0.58 0.55 0.67 0.69 0.65 0.58 0.66

Average -0.01 0.20 0.19 0.20 0.23 0.08 0.18 0.28 0.33 0.28 0.44 0.45 0.38 0.34 0.38
murderer 0.00 0.49 0.28 0.30 0.36 0.11 0.37 0.48 0.44 0.46 0.56 0.61 0.51 0.47 0.50
victim 0.00 -0.05 -0.01 -0.03 -0.03 0.00 -0.08 0.09 0.13 0.09 0.17 0.24 0.15 0.01 0.10
concept 0.00 0.05 0.11 0.08 0.07 0.02 0.09 0.22 0.27 0.23 0.37 0.33 0.26 0.12 0.25
object 0.00 0.06 0.13 0.11 0.11 0.11 0.04 0.14 0.18 0.14 0.25 0.31 0.22 0.25 0.20

Blame

no-one -0.02 0.32 0.18 0.21 0.24 0.02 0.28 0.37 0.28 0.39 0.39 0.33 0.40 0.34 0.29
human -0.01 0.38 0.28 0.27 0.35 0.13 0.31 0.50 0.37 0.37 0.56 0.60 0.51 0.49 0.41
object 0.00 0.45 0.31 0.51 0.55 0.40 0.51 0.35 0.54 0.44 0.80 0.81 0.79 0.68 0.74
no-one -0.01 -0.16 0.09 -0.05 -0.11 -0.18 -0.23 -0.22 0.03 -0.12 -0.07 -0.07 0.10 0.11 -0.09

Cause

concept -0.01 0.11 0.03 0.20 0.19 -0.02 0.11 0.07 0.19 0.00 0.39 0.31 0.04 0.18 0.31
murderer -0.01 0.51 0.33 0.34 0.43 0.15 0.42 0.48 0.43 0.51 0.66 0.65 0.61 0.61 0.58
victim -0.03 0.33 0.29 0.26 0.33 0.20 0.31 0.49 0.56 0.48 0.59 0.63 0.49 0.48 0.61
concept 0.00 0.13 0.28 0.31 0.32 0.09 0.16 0.30 0.47 0.25 0.63 0.64 0.64 0.46 0.64

R2

Focus

object 0.00 0.06 0.21 0.14 0.13 0.08 0.07 0.32 0.36 0.41 0.46 0.46 0.19 0.21 0.37

Table 5: Regression results overview: RMSE, Cosine Similarity, and R2 scores

model baseline ridge transformer
features Surface Frames Neural bert-it mbert xlmr

bow ft f1 f1+ f2 f2+ sb bm xm base dist base dist base
Blame 0.26 0.44 0.46 0.44 0.47 0.39 0.46 0.49 0.52 0.47 0.50 0.56 0.51 0.47 0.53
Cause 0.27 0.45 0.49 0.49 0.55 0.45 0.55 0.46 0.52 0.56 0.64 0.67 0.59 0.57 0.60
Focus 0.24 0.56 0.63 0.49 0.57 0.42 0.57 0.62 0.62 0.60 0.73 0.72 0.62 0.57 0.70
mean 0.26 0.48 0.53 0.47 0.53 0.42 0.53 0.52 0.55 0.54 0.62 0.65 0.57 0.54 0.61

Table 6: Most Salient Attribute scores

blame: murderer focus: concept
ridge/bow ridge/f1+ bertino ridge/bow ridge/f1+ bertino

feature attr feature attr feature attr feature attr feature attr feature attr

+1
ex
[’ex’ (ex-partner)]

0.38 rol:Killing:Killer 0.21
killer
[’killer’]

0.79
che
[’that’ (rel.pn./comp.)]

0.20
che
[’that’ (rpn./cmp.)]

0.12
femminicidio
[’femicide’]

0.49

+2
uccide
[’he/she/it kills’]

0.33
ex
[’ex’ (ex-partner)]

0.15
uccide
[’he/she/it kills’]

0.75
pista
[’course of events’]

0.19
sara
[’he/she/it will be’]

0.09
figlio
[’son’]

0.31

+3
moglie
[’wife’]

0.31 frm:Pers_rel 0.14
assassino
[’murderer’]

0.71
passionale
[’out of passion’]

0.19
pista
[’course of events’]

0.08
non
[’not’]

0.17

+4
uccise
[’killed’ (ptc, f.pl.)]

0.24 frm:Killing 0.13
ex
[’ex’ (ex-partner)]

0.62
sara
[’he/she/it will be’]

0.19
non
[’not’]

0.08 : 0.17

+5
assassino
[’murderer’]

0.22 cx:Pers_rel++nvrb 0.13
fidanzato
[’boyfriend’]

0.51
femminicidio
[’femicide’]

0.17
femminicidio
[’femicide’]

0.08
suicidio
[’suicide’]

0.15

-5
sono
[’I am’ / ’they are’]

-0.14 rol:Event:Event -0.06
una
[’a’ (f.)]

-0.14
omicida
[’murderer’]

-0.13
nell’
[’in the’]

-0.07
uccisa
[’killed’ (ptc, f.sg.)]

-0.32

-4
della
[’of the’ (+ f.noun)]

-0.15
sono
[’I am’ / ’they are’]

-0.06 . -0.14
trovata
[’found’ (ptc, f.sg.)]

-0.14
della
[’of the’ (+ f.noun)]

-0.07
morta
[’dead’ (f.sg.)]

-0.32

-3 - -0.16 frm:Event -0.08
sono
[’I am’ / ’they are’]

-0.15
nell’
[’in the’]

-0.14
due
[’two’]

-0.07
killer
[’killer’]

-0.38

-2
accaduto
[’happened’]

-0.17
della
[’of the’ (+ f.noun)]

-0.08
trovata
[’found’ (ptc, f.sg.)]

-0.20
ospedale
[’hospital’]

-0.16 cx:Buildings++nvrb -0.07
auto
[’car’]

-0.41

-1 . -0.35 . -0.13
morta
[’dead’ (f.sg.)]

-0.21
due
[’two’]

-0.16 frm:Buildings -0.09
uccide
[’he/she/it kills’]

-0.42

Table 7: Comparison of most informative features for an ‘easy’ attribute (blame/murderer) and a
‘hard’ attribute (focus/concept). [Abbreviations: rol=semantic role, frm=frame, cx=construction, nvrb=nonverbal,
Pers_rel=Personal_relationship; f.=feminine [grammar], ptc.=participle, sg.=singular, pl.=plural, rel.pn.=relative pronoun,
cmp.=complementizer]
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For blame on murderer, all three models seem to
focus on similar lexical items: for example, “uc-
cide” (‘(he) kills’) has a high positive attribution
value in both the bow ridge regression and the fine-
tuned BERTino model, and in f1+ we find a pos-
itive score for the KILLING frame, which is an
abstraction over killing-related words. We also
find that personal relationships (‘wife’, ‘ex’, PER-
SONAL_RELATIONSHIP) get positive attributions
in all three models. By contrast, we find negative
attribution values for “accaduto” (‘happened’) and
the corresponding EVENT frame in bow and f1,
which maps neatly onto our observations discussed
in §2.4. For focus on concept, no insightful differ-
ences between the three models are immediately
obvious. We do find several intuitively relevant fea-
tures in each model: “passionale” (‘out of passion’)
and “femminicidio” (‘femicide’) could to exam-
ples of concepts that sentences could give focus
to, whereas “omicida” (‘murderer/murderous’) and
“killer” could be seen as emphasizing the role of a
human agent rather than an abstract concept.

4 Conclusion & Future Work

This paper has presented a detailed analysis of hu-
man perceptions of responsibility in Italian news
reporting on GBV. The judgments we collected con-
firm the findings of previous work on the impact
of specific grammatical constructions and semantic
frames, and the perceptions they trigger in readers.

On the basis of the results of our survey, we have
investigated to what extent different NLP architec-
tures can predict the human perception judgements.
The results of our experiments indicate that fine-
tuning monolingual transformers leads to the best
results across multiple evaluation measures. This
opens up the possibility of integrating systems able
to identify potential perception effects as support
tools for media professionals.

In the future, we plan to run a more detailed
analysis of the data considering differences along
individual and demographic dimensions of the re-
spondents. In addition to this, natural follow-up
experiments will focus on the application of the
approach to other languages and cultural contexts
both targeting GBV as well as other socially rel-
evant topics, e.g. car crashes (Te Brömmelstroet,
2020).

Ethics Statement

Limitations This work has a strong connection
with multiple theoretical frameworks: Frame Se-
mantics, Construction Grammar, and Critical Dis-
course Analysis. The way we have structured the
questionnaire aimed at collecting data from human
participants with respect to different sentences -
which in different ways contained variations in syn-
tactic structures and semantic frames that could be
linked to findings and claims about the “perception”
and its effects in the interpretation of sentences.
The use of state-of-the-art NLP tools to identify
these properties in a large collection of data repre-
sents both an advantage (i.e., allows to deal with
a large number of data, reducing human subjec-
tive interpretation) and a limit (i.e., errors from the
systems may result in non optimal examples for
human judgements).

While representing an unicum in the language re-
source panorama, since there are no previous com-
parable and available corpora, the number of avail-
able sentences used to train the models is some-
what limited. The final corpus, however, represents
an optimal compromise between number of judge-
ments needed to obtain a solid representations of
perceptions by users and number of data points that
could be used by stochastic NLP architectures to
learn from the data.

Finally, the outcome of the perception judge-
ments can be generalized to the population of Ital-
ian young adults attending universities (i.e., un-
dergrad students). This is a limitation of the data
collection process. We tried to minimize this by
reaching out to students in multiple universities
(i.e., geographical variation) and at different facul-
ties (from Arts/Humanities, to Computer Science
and Physics) and disciplines (from Linguistics, to
Media and Communication Studies, Computer Sci-
ence, and Physics).

Data collection The questionnaire was con-
ducted using the Qualtrics XM platform. Participa-
tion to the questionnaire was on a voluntarily basis.
Participants could interrupt their participation in
any moment. Only fully completed questionnaires
have been retained. Participants received compen-
sation (5 euros) - upon completion of the ques-
tionnaire. Participants have been recruited mainly
among undergraduate students at different universi-
ties in Italy.

Participation was fully anonymous: 1) partici-
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pants could access the questionnaire via a unique
special access token that could be obtained by fill-
ing in a form; 2) no personal information other
than the participants’ email address was stored;
3) IP addresses were not stored or tracked; 4) the
special access token and the participants’ email
were decoupled. Participants could receive their
compensation only by providing the unique access
token.

Dual use The experiments we have run inves-
tigate to what extent models are able to predict
human perceptions along three dimensions with re-
spect to GBV. The very nature of the task limits the
potential misuse by malevolent agents. At the same
time, malevolent agents can purposefully misrep-
resent the results to minimize the negative aspects
associated to the reporting of the phenomenon by
media. By making the models and the data pub-
licly available, together with a detailed explanation
of how the models work and how results should
be interpreted in a correct way, we mitigate these
risks.

Intended use As it is the case for supervised
models, sensitivity to the training material is high.
At the moment, we have not tested the portability
of the models to other topics. We do recommend to
use these models only on data compatible with the
phenomenon we have taken into account, i.e., GBV
against women. Although the application of the
models to any other type of texts reporting violence
and killing against other targets may still give some
valid results, we discourage its use since risks of un-
foreseen behaviors are high, with potential harmful
consequences for the victims of violence.
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A Appendix

A.1 Questionnaire Results
Figures A.2 through A.4 show the distribution of z-
scored perception scores per question and attribute.

A.2 Transformer models
Below are details about the exact versions of the
pre-trained transformer models that we used:

• Italian BERT XXL (BERT-IT): pub-
lished by the Bavarian State Library
at https://huggingface.co/dbmdz/
bert-base-italian-xxl-cased. N.B.:
‘XXL’ refers to the corpus size, not the size of
the model itself.

• BERTino: https://huggingface.co/
indigo-ai/BERTino; this is a DistilBERT
model, using Italian BERT XXL as its teacher
but trained on a different corpus.

• Multilingual BERT (mBERT):
https://huggingface.co/
bert-base-multilingual-cased

• Multilingual DistilBERT:
https://huggingface.co/
distilbert-base-multilingual-cased

• XLM-RoBERTa:
https://huggingface.co/
xlm-roberta-base

Figure A.2: Density plot of aggregated z-scores for
blame

https://huggingface.co/dbmdz/bert-base-italian-xxl-cased
https://huggingface.co/dbmdz/bert-base-italian-xxl-cased
https://huggingface.co/indigo-ai/BERTino
https://huggingface.co/indigo-ai/BERTino
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/bert-base-multilingual-cased
https://huggingface.co/distilbert-base-multilingual-cased
https://huggingface.co/distilbert-base-multilingual-cased
https://huggingface.co/xlm-roberta-base
https://huggingface.co/xlm-roberta-base
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Figure A.3: Density plot of aggregated z-scores for
cause

Figure A.4: Density plot of aggregated z-scores for
blame


