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Abstract

Arabic is the official language of 22 coun-
tries, spoken by more than 400 million
speakers. Each one of this country uses
at least on dialect for daily life conver-
sation. Then, Arabic has at least 22 di-
alects. Each dialect can be written in Ara-
bic or Arabizi Scripts. The most recent re-
searches focus on constructing a language
model and a training corpus for each di-
alect, in each script. Following this tech-
nique means constructing 46 different re-
sources (by including the Modern Stan-
dard Arabic, MSA) for handling only one
language. In this paper, we extract ONE
corpus, and we propose ONE algorithm
to automatically construct ONE training
corpus using ONE classification model ar-
chitecture for sentiment analysis MSA and
different dialects. After manually review-
ing the training corpus, the obtained re-
sults outperform all the research literature
results for the targeted test corpora.

1 Introduction

All the survey works in the literature (Habash,
2010; Farghaly and Shaalan, 2009; Harrat et al.,
2017) classify Arabic in three main varieties:
1) Classical Arabic (CA), 2) Modern Standard
Arabic (MSA) and 3) Dialectal Arabic (Boudad
et al., 2017). Arabic Dialects are another form
of Arabic used in daily life communication.
Each dialect shares many features with MSA,
but they globally differ in some aspects. Ara-
bic and its dialects can be written either in
Arabic Script or in Arabizi one. Arabizi is a
form of writing Arabic text that relies on Latin
letters, numerals and punctuation rather than
Arabic letters (Guellil et al., 2019a,b). For ex-

ample, the Arabic sentence: �
é
	
K A

�
gQ

	
¯ ú




	
G @ �P, mean-

ing ”I am happy,” is written in Arabizi as
”rani fer7ana”. Arabizi is generally used by
Arab speakers in social media or chat and
SMS applications. Almost all the work on Ara-
bic sentiment analysis focus on constructing
new resources (new lexicons(Abdul-Mageed
and Diab, 2012; Mataoui et al., 2016; Moham-
mad et al., 2016a; Gilbert et al., 2018), new
training corpora(Aly and Atiya, 2013; ElSahar
and El-Beltagy, 2015; Mourad and Darwish,
2013; Rahab et al., 2019; Alahmary et al., 2019;
Al-Twairesh et al., 2017), new language mod-
els(Baly et al., 2020)) for each dialect. More
recently, particular attention has been given to
Arabizi as well(Baert et al., 2020). However,
constructing a unique resource for each dialect
is time and effort consuming. Moreover, this
resource will be exploitable only for the tar-
geted dialect.

This paper proposes a general algorithm con-
structing a language model from a large cor-
pus and a training corpus automatically to
bridge the gap. It also proposes the translitera-
tion of the Arabizi messages into Arabic. This
approach was applied to Algerian dialect (a
Maghrebi dialect), having a lack of resources.
However, the constructed model was used for
classifying the sentiment of messages written
in MSA, Tunisian dialect or even Egyptian
dialect. The results were very encouraging.
However, the manual review of a small part of
the training corpus constructed automatically
leads to outperform all the research literature
results for the testing corpora cited above.
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2 The research works inspiring the
proposed work

The aim of the proposed model is to anal-
yse the sentiment of Arabic message (writ-
ten with both Arabic/Arabizi scripts). In this
context, we need to focus on three categories
of works: 1) Works on Arabizi translitera-
tion. 2) Works on lexicon-based approach.
3) Works on corpus-based approach. In the
following sections, we present the set of
strengths/weaknesses of the research works
inspiring our proposed approach.

2.1 The research works inspiring our
transliteration approach

The transliteration approach is firstly inspired
by the work presented by van et al. (van der
Wees et al., 2016), where the authors used a ta-
ble extracted from Wikipedia1 for the passage
from Arabizi to Arabic. We also present a pas-
sage table from Arabizi to Arabic. However,
we also use a set of passage rules for handling
the position of letters and some missed cases
in the literature studied approaches. The pro-
posed approach is also inspired by the works
presented in (Al-Badrashiny et al., 2014; Dar-
wish, 2013; May et al., 2014; van der Wees et al.,
2016). All these authors generate a set of pos-
sible candidates for the transliteration of an
Arabizi word into Arabic. The major issue of
these approaches is the omission of some can-
didates because the vowels are not properly
handled. Finally, This work is also inspired
by the proposed approach in (Darwish, 2014;
van der Wees et al., 2016) using a language
model to determine the best possible candi-
date for a word in Arabizi. On the other hand,
these works assimilate the task of translitera-
tion to a translation task. The major drawback
of these approaches is that they depend on a
parallel corpus. The used corpus is usually
constructed manually.

2.2 The research works inspiring our
lexicon-based approach

The proposed sentiment lexicon construction
approach is firstly inspired by the group of
approaches using the automatic translation
of an existing English lexicon (Mohammad
et al., 2016a; Salameh et al., 2015; Mohammad

1https://en.wikipedia.org/wiki/Arabic chat alphabet

et al., 2016b; Abdul-Mageed and Diab, 2012;
Abdulla et al., 2014). The majority of these ap-
proaches are based on Google translate. How-
ever, Google translate deals with MSA only
(i.e. Google translate is not adequate for trans-
lating dialects). Moreover, the Arabic/English
dictionaries are covering MSA and some di-
alects such as Egyptian and Levantine. Lim-
ited resources are dedicated to Maghrebi di-
alects such as Tunisian, Moroccan or Algerian
dialects. Hence, we opt to use Glosbe API 2,
which is an online API offering the translation
from/to MSA and almost all dialects. This API
is open-source (i.e. no fees are required for us-
ing it). The proposed approach is also inspired
by the work using a semi-automatic construc-
tion (El-Beltagy, 2016) where the authors man-
ually review the constructed lexicon.

For handling morphological aspects of Ara-
bic dialects, some works relying on stemming
tools, dedicated to MSA. For example, the
work of Mataoui et al. (Mataoui et al., 2016)
used the Khoja stemmer (Khoja and Garside,
1999) for stemming the DALG, which is de-
signed for MSA. In our work, we treat ag-
glutination by employing an algorithm that
supports the originality of the studied dialect
(DALG), principally related to its prefixes, suf-
fixes, and negative pronouns. The work of
Al-Twairesh et al. (Al-Twairesh et al., 2017)
also inspires the proposed approach. This
work is relying on sentiments words for au-
tomatically annotating large corpus in Saudi
dialects. However, in contrast to this work,
our approach is not only concentrating on sen-
timent words, but it is also based on a senti-
ment algorithm for handling opposition, Ara-
bic morphology and negation.

2.3 The research works inspiring our
corpus-based approach

The works that firstly inspire our proposed
(Pak and Paroubek, 2010; Hogenboom et al.,
2013; Yadav and Pandya, 2017) are not dedi-
cated to Arabic but other languages (English
and Dutch) The main idea of these works is to
use emoticons for automatically tag a large cor-
pus. Hence, the proposed contribution also ex-
ploits the presence of emoticons to determine
the sentiment of messages. However, it can be

2https://en.glosbe.com/
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seen that all emoticons are not appropriate for
determining sentiment. Hence, our proposed
approach also considers emoticons for annota-
tion but not all emoticons, only the emoticons
with the strongest sentiment (either positive
or negative). Our approach of constructing
corpus is also inspired by the work of Gamal
et al. (Gamal et al., 2019) that they relied on a
sentiment lexicon to automatically annotate a
sentiment corpus. However, their algorithm
relies only on the positive and negative words
count. For these authors, if the number of pos-
itives words is higher than or equal twice the
number of negatives words than the message
is considered as positive, and the same philos-
ophy is applied for the negative messages. In
contrast to these authors, we developed more
sophisticated algorithms handling Arabic ag-
glutination, opposition and negation. We also
consider a set of heuristics, including the num-
ber of words.

Our contribution is also inspired by the work
of Medhaffar et al. (Medhaffar et al., 2017),
which is the unique work, to the best of our
knowledge, focusing on Arabic and Arabizi
at the same time. However, in contrast to
this work, we used a more voluminous cor-
pus (which was constructed automatically),
and we propose a transliteration step. Finally,
our contribution is also inspired by the ap-
proach proposed by Duwairi et al. (Duwairi
et al., 2016). Hence, we firstly define and ap-
ply a transliteration step. However, in con-
trast to this work, our contribution is dealing
with ambiguities treatment (especially vow-
els ambiguities), and our corpus sentiment is
constructed automatically, so it is more volu-
minous than the corpora which the authors
constructed manually.

3 Methodology

3.1 The proposed algorithm

The general algorithm proposed and devel-
oped in the context of this work is presented
in Algorithm 1.

It can be seen from Algorithm 1 that the pro-
posed steps are executed in the following or-
der :

1. The first step is to manually construct

some resources including the list of
the identifiers of some famous Algerian
pages, the list of positive/negative emoti-
cons and expressions, the list of pre-
fixes/suffixes and finally the list of nega-
tion/ opposition terms. This step is illus-
trated by the function MANUALRESCON-
STRUCTION().

2. The second step is to automatically ex-
tract comments from Facebook pages
(using the collected identifiers). This
step is illustrated by the function
COMMENTSEXTRACTION(Facebookkey).

3. The third step is to automatically
construct the Algerian sentiment
lexicon by relying on an existing
English sentiment lexicon. This
step is illustrated by the function
AUTOMATICARLEXCONSTRUCT(Englex).

4. The fourth step is to review the
constructed lexicon manually. This
step is illustrated by the function
MANUALLEXREVIEW(AlglexV1).

5. The fifth step is to automatically
annotate each message from the cor-
pus (extracted from Facebook). This
step is illustrated by the function
ANNOTATE(AlglexV2, m, Lemp, Lemn,
Lexp, Lexn, Lpr, Ls f , Lneg, Lop, pos, neg).

6. The sixth step is to transliterate each mes-
sage in the used Arabizi corpus. This
step is illustrated by the function ARABIZ-
ITRANSLITERATE(CORPUS). For translter-
ation we rely on the same algorithm pro-
posed and used by Guellil et al. (Guellil
et al., 2018c, 2020a, 2018a)

7. The last step is to classify the senti-
ment (written with Arabic script) in
both corpora (the initially Arabic one
and the transliterated one). This
step is illustrated by the function
SENTIMENTCLASS(corpus, SentiAlg).

3.2 The used models for classification

For classification, we use two kinds of algo-
rithms, shallow and deep. For both classifica-
tions, we extract features with word embed-
ding techniques. With shallow classification,
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Algorithm 1 Sentiment analysis of Arabic/ Arabizi messages
Input:

Englex : English lexicon,
ArTestcorp[] : List of Arabic sentiment corpora,
ArabiziTestcorp[] : List of Arabizi sentiment corpora,
ArabiziTrTestcorp[] : List of Arabizi transliterated sentiment corpora,
FacebookKey: A key for accessing RestFB API

Output:
AlglexV1 : Algerian Lexicon V1,
AlglexV2 : Algerian lexicon V2,
Arcorp1 ,Arcorp2 : Large Arabic corpora,
SentiAlg : Automatic annotated Algerian (Arabic) corpus
L f : List identifiant of Facebook pages,
Lemp: List of positive emoticons,
Lemn: List of negative emoticons,
Lexp: List of positive expressions,
Lexn: List of negative expressions,
Lpr: List of prefixes, Ls f : List of suffixes,
Lneg: List of negation terms,
Lop: List of opposition terms3

1: SentiAlg← ∅
2: L f , Lemp, Lemn, Lexp, Lexn, Lpr, Ls f , Lneg, Lop ←MANUALRESCONSTRUCTION()
3: Arcorp1 ,Arcorp2 ←COMMENTSEXTRACTION(Facebookkey)
4: AlglexV1 ←AUTOMATICARLEXCONSTRUCT(Englex)
5: AlglexV2 ←MANUALLEXREVIEW(AlglexV1)
6: for each m ∈ Arcorp2 do
7: polarity← ANNOTATE(AlglexV2, m, Lemp, Lemn, Lexp, Lexn, Lpr, Ls f , Lneg, Lop)
8: add m, polarity in SentiAlg
9: end for

10: for each corpus ∈ ArTestcorp do
11: SENTIMENTCLASS(corpus, SentiAlg)
12: end for
13: for each corpus ∈ ArabiziTestcorp do
14: Corpustr ← ARABIZITRANSLITERATE(corpus, Arcorp1)
15: ADD(ArabiziTrTestcorp, Corpustr)
16: SENTIMENTCLASSIFICATION(Corpustr, SentiAlg)
17: end for

we use Word2vec algorithm. While we use
fastText for deep classification. For Word2vec,
we used a context of 10 words to produce rep-
resentations for both CBOW and SG of length
300. For classification we use five Algorithms
such as: GaussianNB (GNB), LogisticRegres-
sion (LR), RandomForset (RF), SGDClassifier
(SGD, with loss=’log’ and penalty=’l1’) and
LinearSVC (LSVC with C=’1e1’). For deep
learning classification, we first used the model
presented by Attia et al. (Attia et al., 2018) with
five layers using 300 filters and a width equal

to 7. To enrich this model, our approach also
uses the CBOW and SG of FastText for calcu-
lating the weights of embedding matrix. Also,
our approach used other deep learning algo-
rithms, such as LSTM and Bi-LSTM. Table 1
gives more details about the configuration and
architecture of the layers of our models on the
training corpus. For all the models, we use an
epoch equal to 100 with an early stopping pa-
rameter. This parameter is used for stopping
the iteration in the absence of improvements
(for handling overfitting). This parameter al-
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lows stopping the models after 20 epochs (on
average). Adam optimiser is used in all the
deep learning experiments.

4 Evaluation and Discussion

4.1 Dataset

For the experiments part, the following dataset
were used:

1) A large corpus (Ar corpus2), extracted in
November 2017, and containing 15,407,910
messages with 7,926,504 written in Arabic let-
ters.

2) ALG Senti(Guellil et al., 2018b, 2020a)
is an annotated sentiment corpus which
was automatically constructed based on AL-
GLex V2(Guellil et al., 2020b) and on the sen-
timent algorithm that we proposed and im-
plemented. The annotation process also con-
siders other features such as the sentiment
score of the message and the number of posi-
tives/negatives words recognised in the lexi-
con. The final corpus contains 127,004 positive
messages and 127,004 negative ones.

3) TSAC4 (Medhaffar et al., 2017) is a Tunisian
sentiment corpus. This corpus is the unique
corpus in the research literature, to the best of
our knowledge, containing both Arabic and
Arabizi. For testing our approach on other cor-
pus presented in the research literature, we
propose to transliterate the Arabizi part of
TSAC into Arabic, using our transliteration
approach.

4) SANA Alg5 (Rahab et al., 2019) is an Alge-
rian annotated sentiment corpus. This corpus
includes 513 messages that were manually an-
notated.

5) ASTD/QCRI/ARTwitter6 (Altowayan and
Tao, 2016) is an Arabic corpus including 1,589
tweets from astd(Nabil et al., 2015), 1, 951
tweets from ArTwitter (Abdulla et al., 2013)
and 754 from QCRI(Mourad and Darwish,
2013)

4https://github.com/fbougares/TSAC
5http://rahab.e-monsite.com/medias/files/corpus.rar
6https://github.com/iamaziz/ar-

embeddings/tree/master/datasets

4.2 Experimental results

The aim of this work is to classify an Ara-
bic message into positive/negative automat-
ically. More particularly to use a language
model and the resources constructed for one
dialect for classifying the sentiments of an an-
other dialect (and MSA). Hence, for validat-
ing our approach , we applied it on four cor-
pora annotated manually by natives speak-
ers. Two of these corpora are in Algerian
dialect (Senti Alg(Guellil et al., 2018b,a) and
Sana Alg(Rahab et al., 2019)), one of them is
in MSA (ASTD QCRI ArTwitter)(Altowayan
and Tao, 2016) and the last one in Tunisian di-
alect (TSAC)(Medhaffar et al., 2017). Two of
these corpora include both Arabic and Arabizi
(Senti Alg and TSAC) and the others are dedi-
cated to Arabic script. Our purpose behind the
different experiments is not only to validate
our approach but to also highlight its adapt-
ability to MSA and other dialects written with
both scripts Arabic and Arabizi. For doing so,
we apply the following steps:

1. For Senti Alg, we focus on both sides,
Arabic and Arabizi. For Arabizi part, we
investigate the results using both auto-
matic and manual transliteration.

2. As Sana Alg and ASTD QCRI ARTwitter
use only Arabic script, no need for the
transliteration process.

3. As TSAC Test represents a combination
between Arabic and Arabizi messages, for
each experiment on TSAC, we use both,
the initial test (Initial test) corpus and the
test corpus obtained after applying the
proposed translietration system (Translit-
erated test).

The different experiments and the obtained
results are presented in the following sections.

4.2.1 Results on Algerian dialect

Results on the Arabic side of Senti Alg
(Senti Alg test Arabic) The experiments
done on Senti_Alg_test_Arabic show that
the best results are obtained using CBOW
of Word2vec model combined with GNB
classifier (F1= 87.77). For deep learning classi-
fication, the combination of FastText, CBOW
and MLP gives the best results (F1-score=

Senti_Alg_test_Arabic
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Model Layers output shape params
embedding 1(default/CBOW/SG) (None,12,300) 41789100

conv1d d (None,12,300) 630300
global max pooling1d 1 (None,300) 0

CNN dropout 1 (None,300) 0
dense 1 (None,600) 180600
dense 2 (None,2) 1202

embedding 1(default/CBOW/SG) (None,12,300) 41789100
dense 1 (None,12,64) 19264

global max pooling1d 1 (None,64) 0
MLP dropout 1 (None,64) 0

dense 3 (None,600) 39000
dense 4 (None,2) 1202

embedding 1(default/CBOW/SG) (None,12,300) 41789100
lstm 1 (None,12,64) 93440

global max pooling1d 1 (None,64) 0
LSTM dropout 1 (None,64) 0

dense 1 (None,600) 39000
dense 2 (None,2) 1202

embedding 1(default/CBOW/SG) (None,12,300) 41789100
bidirectional 1 (None,12,128) 186880

global max pooling1d 1 (None,6128) 0
Bi-LSTM dropout 1 (None,128) 0

dense 1 (None,600) 77400
dense 2 (None,2) 1202

Table 1: Deep learning models architecture

80.99). However, the results obtained using
Word2vec model combined with shallow
classifiers outperform those obtained using
FastText model combined with deep learning
classifiers. It can also be seen from this
Table that CBOW model results generally
outperform the results returned by using the
SG model. More details are presented (in the
Appendices, section 7) in the Table 1)

Results on the Arabizi side of Senti Alg
(Senti Alg test Arabizi) obtained on the
Arabizi side of Senti Alg, that we named
Senti_Alg_test_Arabizi. However, as our
language model and training corpus is in Ara-
bic script, the corpus Senti_Alg_test_Arabizi
was firstly transliterated. For showing the
efficiency of our transliteration system, we
transliterate this corpus in both ways, au-
tomatically (for obtaining Senti_Alg_test_

trauto) and manually (for obtaining Senti_

Alg_test_trmanu). The best results for the
corpus Senti_Alg_test_trauto were obtained
using SG of Word2vec combined with SGD

classifier (F1= 75.23). For deep learning
classification, the combination of FastText,
CBOW and CNN gives the best results for
the corpus Senti_Alg_test_trauto (F1-score=
69.78). However, the results obtained using
Word2vec model combined with shallow clas-
sifiers outperform those obtained using fast-
Text model combined with deep learning clas-
sifiers. The results obtained by using the
corpus transliterated manually (Senti_Alg_
test_trmanu) are better than those obtained
on the corpus transliterated automatically
((Senti_Alg_test_trauto). However, the im-
provement between both transliterations is
non-consequential (0.9, less than 1 point For
F1-score). This small improvement rate high-
lights the quality of the proposed translitera-
tion system. More details are presented (in the
Appendices, section 7) in the Table 2)

Results on SANA Alg The experiments
done on SANA_Alg show that the best results
were obtained using CBOW of word2vec com-
bined with GNB classifier (F1= 81.00). For

Senti_Alg_test_Arabizi
Senti_Alg_test_Arabizi
Senti_Alg_test_trauto
Senti_Alg_test_trauto
Senti_Alg_test_trmanu
Senti_Alg_test_trmanu
Senti_Alg_test_trauto
Senti_Alg_test_trauto
Senti_Alg_test_trmanu
Senti_Alg_test_trmanu
(Senti_Alg_test_trauto
SANA_Alg
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Test corpora Metrics Best results Embedding Models Classifier
P 93.50 Word2vec CBOW GNB

Senti Alg test Arabic R 90.40 Word2vec CBOW SGD
F1 87.77 Word2vec CBOW SGD
P 82.18 Word2vec CBOW GNB

Senti Alg test trauto R 82.00 Word2vec SG SGD
F1 75.23 Word2vec SG SGD
P 85.47 Word2vec CBOW GNB

Senti Alg test trmanu R 77.20 Word2vec SG SGD
F1 76.13 Word2vec SG SGD
P 82.74 Word2vec SG SGD

SANA Alg R 96.67 Word2vec SG GNB
F1 81.00 Word2vec CBOW GNB
P 88.97 Word2vec CBOW SGD

TSAC Test R 95.82 Word2vec SG SGD
F1 77.29 Word2vec SG LSVC
P 91.66 FastText CBOW Bi-LSTM

TSAC Test Tr R 91.65 Word2vec SG SGD
F1 91.59 FastText SG MLP
P 77.65 Word2vec CBOW SGD

ASTD/QCRI/ARTwitter R 85.61 Word2vec CBOW GNB
F1 80.58 Word2vec CBOW GNB

Table 2: Synthesis of the best obtained results

deep learning classification, the combination
of FastText, CBOW and LSTM gives the best
results (F1-score= 63.29). However, the results
obtained using Word2vec model combined
with shallow classifiers outperform those ob-
tained using FastText model combined with
deep learning classifiers. The CBOW model
results generally outperform the results re-
turned by using the SG model. More details
are presented (in the Appendices, section 7) in
the Table 3).

4.2.2 Results on Tunisian dialect

For the experiments, we use both versions of
the Tunisian corpus. We denote the version
in its current state (before transliteration) as
TSAC test. We denote the version after pro-
ceeding to the transliteration as TSAC Test Tr.
To compare the sentiment analysis results ob-
tained before and after transliteration step, we
divide Table 4 into two parts: the first one
illustrates the sentiment classification results
obtained on TSAC test and the second one,
the results obtained on TSAC Test Tr. For the
experiments done on both corpora, it can be
seen that the best results were obtained using

SG of Word2vec combined with SGD classi-
fier (F1= 73.69). For deep learning classifica-
tion, the combination of FastText, CBOW/SG
and CNN gives the best results for the corpus
TSAC Test (F1-score= 52.88). For the corpus
TSAC Test Tr, the best results were obtained
using SG of Word2vec combined with SGD
classifier (F1= 75.24). For deep learning classi-
fication, the combination of FastText, CBOW
and CNN gives the best results for the corpus
TSAC Test Tr (F1-score= 62.98). More details
are presented (in the Appendices, section 7) in
the Table 4)

4.2.3 Results on MSA

Experiments using ASTD/QCRI/ARTwitter
The experiments done on ASTD/QCRI/

ARTwitter show that the best results obtained
using CBOW of word2vec combined with
GNB classifier (F1= 80.58). For deep learning
classification, the combination of FastText,
CBOW and CNN gives the best results
(F1-score= 64.03). However, the results
obtained using Word2vec model combined
with shallow classifiers outperform those
obtained using FastText model combined with

ASTD/QCRI/ARTwitter
ASTD/QCRI/ARTwitter
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deep learning classifiers. More details are
presented (in the Appendices, Section 7) in
the Table 6)

5 Synthesis and corpus validation

5.1 Synthesis

The best results obtained from the different
experiments and that we discussed in Section
4.2 are summarised in Table 2.

For Algerian dialect, the corpora that we
used (i.e. Senti_Alg_test_Arabic, Senti_

Alg_test_trauto and Senti_Alg_test_trmanu)
were presented and used in many research pa-
pers (Guellil et al., 2017, 2018b,a; Imane et al.,
2019). We based on the issues of each pre-
sented research work to improve the results
presented in this paper (where the best F1=
87.77% for the Arabic side and F=76.13% for
the Arabizi side, after transliteration). The
best results obtained on SANA Alg are up to
81.00% (for F1-score). This result outperforms
the results presented in the research literature,
where the F1-score presented by Rahab et al.
.(Rahab et al., 2019) was up to 75%. Hence, our
approach and corpus lead to an improvement
of 6% on this corpus.

For Tunisian dialect, it can be seen that the
results obtained by using the corpus transliter-
ated (TSAC_Test_Tr) are relatively better than
those obtained on the initial corpus (TSAC_

Test) (without transliteration). Medhaffar et
al. (Medhaffar et al., 2017) obtained an F1-
score up to 78% for TSAC Test corpus. Our
best results by using our approach on the cor-
pus (Senti Alg) is up to 75.24% (F1-score). The
results are then comparable to the results ob-
tained by the authors (even with a corpus con-
structed automatically and dedicated to Al-
gerian dialect). However, our transliteration
system drastically improves the results. The
results are up to 91.59% after transliterating
both the training and the testing corpus (by
using TSAC train for the training). Hence an
improvement of 14% was observed on this
corpus. Another interesting observation is
that, except for the training corpus, all the
approach and corpora used for TSAC corpus
are the same that we used for our other ex-
periments. The vast corpus used for train-
ing Word2vec and fastText dedicated to Al-

gerian dialect. The language model used for
extracting the best candidate transliteration
was also dedicated to Algerian dialect. Finally,
concerning MSA, we opt for using the corpus
ASTD/QCRI/ArTwitter (Altowayan and Tao,
2016). The best results obtained by Altowayen
et al. (Altowayan and Tao, 2016) are up to
79.62% (for F1-score). It can be seen from Table
6 that the best results that we obtained are up
to 80.58% (for F1-score). Moreover, This cor-
pus is dedicated to MSA with a focus on Egyp-
tian dialect (for ASTD). Hence, our approach
and corpus, which are dedicated to Algerian
dialect, outperforms the results presented for
corpora dedicated to MSA and Egyptian di-
alect.

5.2 Manual corpus validation

To validate the constructed corpus automati-
cally, we focus on a sample containing 3,048
messages (1,488 positives and 1,560 negatives).
Afterwards, we manually review this sam-
ple. The messages that are correctly anno-
tated were kept, and the messages which were
wrongly annotated were corrected. Our first
observation is that, among the 3,048 messages
that are manually reviewed, 85.17% (2,596
messages) were correctly annotated. To the
best of our knowledge, this corpus is the first
manually checked annotated sentiment cor-
pus that handles DALG as well as MSA. For
showing the efficiency of the manually re-
viewed corpus, we present Table 3. Almost
all the results were improved with the corpus,
which was reviewed manually. The best F1
on Senti Alg test Arabic is now up to 90.16 (it
was up to 87.77 with Senti Alg auto). The best
F1 on Senti Alg test trauto is now up to 80.95
(it was up to 75.23 with Senti Alg auto). The
best F1 on Senti Alg test trmanu is now up to
83.10 (it was up to 76.13 with Senti Alg auto).
The best F1 on ASTD/QCRI/ARTwitter is
now up to 81.75 (it was up to 80.58 with
Senti Alg auto). The decrease for SANA Alg
is insignificant, where the best F1 was up to
81.00, and now it is up to 80.97.

Concerning the experiments on Tunisian cor-
pus (TSAC), It can be seen from Table 3 the
reviewed corpus outperforms the results ob-
tained by the Algerian corpus constructed au-
tomatically. For the corpus constructed auto-

Senti_Alg_test_Arabic
Senti_Alg_test_trauto
Senti_Alg_test_trauto
Senti_Alg_test_trmanu
(TSAC_Test_Tr)
(TSAC_Test)
(TSAC_Test)
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Test corpora Metrics Best results Embedding Models Classifier
P 95.43 Word2vec SG LR

Senti Alg test Arabic R 91.60 Word2vec SG SGD
F1 90.16 Word2vec SG SGD
P 88.21 Word2vec SG LR

Senti Alg test trauto R 78.40 fastText CBOW Bi-LSTM
F1 80.95 Word2vec SG LR
P 90.73 Word2vec SG LR

Senti Alg test trmanu R 82.00 Word2vec SG SVC
F1 83.10 Word2vec SG SGD
P 91.36 Word2vec CBOW SGD

SANA Alg R 93.75 Word2vec SG GNB
F1 80.97 Word2vec SG LR
P 88.94 Word2vec CBOW SGD

TSAC Test R 92.82 Word2vec SG SGD
F1 75.61 Word2vec SG SGD
P 87.14 Word2vec SG LR

TSAC Test Tr R 87.41 Word2vec CBOW SGD
F1 80.69 Word2vec SG SGD
P 89.29 Word2vec SG SGD

ASTD/QCRI/ARTwitter R 88.36 Word2vec SG GNB
F1 81.75 Word2vec SG LR

Table 3: Synthesis of the best-obtained results on the manually reviewed corpus

matically, F1 was up to 73.69 (for TSAC Test)
and up to 75.24 (for TSAC Test TR). By us-
ing the manually reviewed corpus, F1 is up
to 75.61 (for TSAC Test) and up to 80.69
(for TSAC Tr). These results outperform the
results presented in the research literature
((Medhaffar et al., 2017)), where the best-
presented F1 was up to 78.00. Hence, the man-
ual reviewing of a corpus which was initially
constructed automatically outperforms all the
results presented in the research literature.

6 Conclusion

The major contribution in this paper is the new
perspectives that it opens:

• Automatic training corpus construction.

• Using one language model trained for
one dialect to MSA and either to other
dialects.

• Moreover, using the training corpus of
one dialect to others (which is a case of
transfer learning).

• Stop handling Arabizi as it is. Transliter-
taion is crucial for improving the results.

Moreover, only simple word embedding mod-
els were used (word2vec and fastText). It
was for showing the efficacy of the approach
even with the fastest models. However, in
the future, we are planning to improve this
approach with the most recent models such
as BERT(Devlin et al., 2018) or ELMO(Peters
et al., 2018).
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7 Appendices

In this section, more details about the obtained
results on each model, corpus are given.
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Model Type ML Algo Arabic
P R F1

GNB 93.50 74.80 83.11
LR 82.09 88.00 84.94

CBOW RF 85.07 75.20 79.83
SGD 85.28 90.40 87.77

LSVC 82.71 88.00 85.27
Word2vec

GNB 90.34 74.80 81.84
LR 85.10 86.80 85.94

SG RF 85.59 76.00 80.51
SGD 84.62 88.00 86.27

LSVC 85.32 86.00 85.66
CNN 80.03 80.00 79.99

CBOW MLP 81.04 81.00 80.99
LSTM 79.65 79.60 79.59

Bi-LSTM 79.92 79.60 79.54
FastText

CNN 78.44 78.20 78.15
MLP 79.63 79.60 79.59

SG LSTM 79.04 79.00 78.99
Bi-LSTM 76.84 76.80 76.79

Figure 1: Results on the Arabic side of Senti Alg
(Senti Alg test Arabic)

Model Type ML Algo Senti Alg test trauto Senti Alg test trmanu
P R F1 P R F1

GNB 82.18 57.20 67.45 85.47 58.80 69.67
LR 69.81 74.00 71.84 75.00 76.80 75.89

CBOW RF 73.06 64.00 68.23 72.20 64.40 68.08
SGD 69.10 79.60 73.98 73.71 74.00 73.85

LSVC 70.04 72.00 71.01 75.70 76.00 75.85
Word2vec

GNB 79.50 63.60 70.67 85.41 63.20 72.64
LR 68.40 73.60 70.91 73.08 76.00 74.51

SG RF 72.29 66.80 69.44 76.47 67.60 71.76
SGD 69.49 82.00 75.23 75.10 77.20 76.13

LSVC 69.08 72.40 70.70 72.76 74.80 73.77
CNN 69.85 69.80 69.78 73.65 73.60 73.58

CBOW MLP 67.64 67.60 67.58 71.81 71.80 71.80
LSTM 68.69 68.60 68.56 70.01 70.00 70.00

Bi-LSTM 68.95 68.80 68.74 71.93 71.40 71.22
FastText

CNN 68.52 68.20 68.06 73.29 72.60 72.40
MLP 68.25 68.20 68.18 71.37 71.20 71.14

SG LSTM 69.42 69.40 69.39 72.60 72.60 72.60
Bi-LSTM 68.84 68.80 68.78 70.60 70.60 70.60

Figure 2: Results on the Arabizi side of Senti Alg (Senti Alg test Arabizi) after translitera-
tion
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Model Type ML Algo SANA Alg
P R F1

GNB 81.17 80.83 81.00
LR 76.23 70.83 73.43

CBOW RF 71.54 77.50 74.40
SGD 80.28 72.92 76.42

LSVC 74.44 69.17 71.71
Word2vec

GNB 62.37 96.67 75.82
LR 79.09 72.50 75.65

SG RF 72.05 76.25 74.09
SGD 82.74 67.92 74.60

LSVC 78.80 71.25 74.84
CNN 62.26 62.30 62.28

CBOW MLP 59.65 60.00 59.64
LSTM 63.42 63.22 63.29

Bi-LSTM 62.08 62.07 60.29
FastText

CNN 60.76 61.15 60.22
MLP 57.57 57.93 57.62

SG LSTM 60.37 60.23 60.29
Bi-LSTM 59.28 59.77 58.87

Figure 3: Results on SANA Alg

Model Type ML Algo TSAC Test TSAC Test Tr
P R F1 P R F1

GNB 80.31 36.71 50.38 81.25 65.76 72.69
LR 61.38 88.82 72.60 70.06 77.35 73.53

CBOW RF 58.75 78.82 67.32 70.01 64.41 67.10
SGD 61.81 89.29 73.05 71.72 77.88 74.68

LSVC 61.38 87.88 72.28 70.27 76.76 73.38
Word2vec

GNB 60.92 89.76 72.58 71.51 76.76 74.04
LR 75.45 41.76 53.77 72.37 76.41 74.33

SG RF 59.15 77.59 67.12 67.28 60.35 63.63
SGD 62.02 90.76 73.69 71.44 79.47 75.24

LSVC 75.09 38.82 51.18 72.48 75.76 74.09
CNN 59.69 56.62 52.88 63.84 63.32 62.98

CBOW MLP 58.86 55.97 52.06 62.65 62.50 62.39
LSTM 59.12 55.79 51.36 63.01 62.21 61.61

Bi-LSTM 57.36 55.29 51.93 62.08 61.91 61.78
FastText

CNN 57.70 55.79 52.88 61.45 61.38 61.33
MLP 55.87 54.21 50.71 62.21 62.15 62.10

SG LSTM 56.33 42.4 50.11 61.09 60.85 60.65
Bi-LSTM 57.25 54.88 50.87 61.36 61.15 60.96

Figure 4: Results on TSAC Test by using Senti Alg as training
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Model Type ML Algo TSAC Test TSAC Test Tr
P R F1 P R F1

GNB 78.65 32.29 45.79 82.39 57.24 67.55
LR 65.08 89.47 75.35 84.76 84.76 84.76

CBOW RF 62.51 83.76 71.59 87.13 78.82 82.77
SGD 64.34 92.12 75.76 82.55 89.06 85.68

LSVC 85.70 42.65 56.95 84.65 87.29 85.95
Word2vec

GNB 76.39 31.59 44.69 82.70 56.53 67.16
LR 65.66 89.88 75.89 87.26 87.41 87.33

SG RF 83.45 33.82 48.14 87.53 78.88 82.98
SGD 65.46 89.65 75.67 83.76 91.65 87.53

LSVC 88.10 43.53 58.27 86.64 88.12 87.37
CNN 75.53 66.50 63.25 89.94 89.65 89.63

CBOW MLP 75.29 67.21 64.36 90.81 90.76 90.76
LSTM 75.71 67.41 64.55 91.52 91.41 91.41

Bi-LSTM 77.53 67.44 64.16 91.66 91.21 91.18
FastText

CNN 75.85 66.85 63.69 91.58 91.47 91.46
MLP 76.13 67.50 64.57 91.65 91.59 91.59

SG LSTM 75.78 66.91 63.80 90.85 90.71 90.70
Bi-LSTM 77.10 65.59 61.50 91.39 91.03 91.01

Figure 5: Results on TSAC Test using TSAC train Tr

Model Type ML Algo Arabic
P R F1

GNB 76.11 85.61 80.58
LR 71.93 75.31 73.58

CBOW RF 69.79 68.00 69.28
SGD 77.65 73.45 75.49

LSVC 70.90 74.66 72.73
Word2vec

GNB 66.33 92.59 77.29
LR 71.67 77.64 74.54

SG RF 71.09 67.12 69.05
SGD 71.12 82.58 76.42

LSVC 71.40 77.08 74.13
CNN 64.24 64.11 64.03

CBOW MLP 62.65 62.65 62.65
LSTM 61.40 61.09 60.81

Bi-LSTM 62.97 62.88 62.81
FastText

CNN 63.30 63.27 63.26
MLP 60.83 60.81 60.78

SG LSTM 60.58 60.43 60.30
Bi-LSTM 60.48 60.41 60.34

Figure 6: Results of ASTD/QCRI/ArTwitter


