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Abstract

Automatic summarization aims to extract im-
portant information from large amounts of tex-
tual data in order to create a shorter version
of the original texts while preserving its infor-
mation. Training traditional extractive sum-
marization models relies heavily on human-
engineered labels such as sentence-level an-
notations of summary-worthiness. However,
in many use cases, such human-engineered
labels do not exist and manually annotating
thousands of documents for the purpose of
training models may not be feasible. On the
other hand, indirect signals for summariza-
tion are often available, such as agent actions
for customer service dialogues, headlines for
news articles, diagnosis for Electronic Health
Records, etc. In this paper, we develop a gen-
eral framework that generates extractive sum-
marization as a byproduct of supervised learn-
ing tasks for indirect signals via the help of
attention mechanism. We test our models on
customer service dialogues and experimental
results demonstrated that our models can re-
liably select informative sentences and words
for automatic summarization.

1 Introduction

Automatic summarization systems are useful in
many applications where they aim to create a con-
cise version of large amounts of textual data. Much
effort has been devoted to developing automatic
summarization systems in recent years by using
deep learning, such as sentence compression with
LSTMs (Filippova et al., 2015), sentence summa-
rization with neural attention networks (Rush et al.,
2015; Chopra et al., 2016), text summarization us-
ing sequence-to-sequence RNNs (Nallapati et al.,
2016), end-to-end dialogue description generation
(Pan et al., 2018), and summarization with deep
reinforced models (Paulus et al., 2017). These
approaches fall into one of two broad categories:

extractive and abstractive. Extractive summariza-
tion directly chooses and assembles sentences and
words from the original texts as the summary. Ab-
stractive summarization collects high quality in-
formation and a summary is written in a concise
manner. Central to both approaches is the avail-
ability of labeled data for training. For extrac-
tive summarization, training requires sentences and
words being labeled as summary-worthy or not.
For abstractive summarization, training requires
document-summary pairs where each document
has a summary available to supervise the training
of a model that can produce such summaries to
capture the highlights of the document. However,
such labeled data may not be available in many
applications. On the other hand, indirect signals for
summarization are often accessible. For example,
for dialogues, the resulting actions contain valu-
able signals for summarization. For a news article,
its category (such as Politics, Sports, Technology,
Weather, etc.) and its title could provide guidance
on summary key points. For an Electronic Health
Record (EHR), the concluding diagnosis can be a
very important piece of information.

In this paper, we develop a general framework
for automatic extractive summarization for scenar-
ios where there are no pre-labeled sentences/words
for summary-worthiness but other indirect signals
are available. Imagine how a human annotator
reads texts and produces summaries. Instead of
reading through the entire texts, memorizing all
information, and then writing up a summary based
on memories, humans often read the texts word by
word, sentence by sentence, and highlight those
containing key information such as the resulting
actions for a dialogue, the category for a news arti-
cle, the diagnosis for an EHR, etc. Our approach
mimics this human behavior on picking out im-
portant content by using an attention mechanism
(Bahdanau et al., 2014; Xu et al., 2015; Yang et al.,
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2016). The model structure composes a hierarchi-
cal attention network (Yang et al., 2016) as the
reader, a downstream ancillary prediction task of
the indirect signal, and an extractor for identifying
important words and sentences for automatic ex-
tractive summarization. We use a dataset for the
ancillary task in the learning process to prediction
the indirect signals. During the learning process,
the reader first composes a sequence of word vec-
tors into a sentence vector for each sentence, and
then composes the sequence of sentence vectors
into a document vector. It has an attention layer on
both word level and sentence level to score each
word and each sentence in order to locate the region
of focus during prediction of the indirect signals.
These attention scores are then used to extract in-
formative sentences and words for summarization,
which is a byproduct of the supervised learning
process for the indirect signals.

The most distinguishing feature of our approach
from other extractive summarization approaches is
that it does not require a large training corpus of
documents with labels indicating which sentences
or words should be in the summary. We test our
models on customer service dialogues. The re-
sults show that the trained attention scores reflect
a linguistically plausible representation of the im-
portance for each sentence and word. Therefore, it
provides an intuitive way to extract summarization
in the absence of pre-labeled sentences or words
for supervised learning.

The main contributions of this work are:

• We propose a novel framework for the task
of extractive summarization in the absence of
labeled data.

• Previous literatures have focused on evalua-
tion for model performance of prediction. In
our work, we perform in-depth evaluation of
the attention scores’ linguistic plausibility and
compare them to human performance.

We first formally define the task in Section 2 and
then introduce the general framework in Section 3.
We describe our experiment settings in Section 4
and present our results in Section 5. Finally, we
discuss related work in Section 6 and conclude in
Section 7.

2 Task Definition

Assume that the input texts consist of a sequence
of L sentences. Sentence i contains a sequence

of Ti words (wi1, ..., wiTi). The task is to extract
the l most informative sentences and the kj most
informative words for each of the selected sentence
j. We first rank each sentence in the document
based on its informativeness using attention scores,
and then select a subset of the l most informative
sentences (where l ≤ L). We then rank the words
in each of the selected l sentences and highlight the
most informative kj words for sentence j (where
kj ≤ Tj).

3 Attention Based Extractive
Summarization

In this section, we propose a novel architecture that
generates extractive summarization as a byproduct
of the supervised learning tasks for indirect signals
via the help of attention mechanism. The sentences
and words that have provided strong signals to the
supervised learning tasks will naturally have high
attention weights and become good candidates for
the summary. We call this process weakly super-
vised extractive summarization with attention. The
architecture consists of a Hierarchical Attention
Network (HAN) (Yang et al., 2016) reader that
composes the source texts into a continuous-space
vector representation, a downstream ancillary pre-
diction task that takes the representation and gener-
ates the output for the indirect signal, and an extrac-
tor for identifying important words and sentences
for automatic extractive summarization.

3.1 Hierarchical Attention Network Reader

One of the key components of our summarization
model is a hierarchical attention network reader
that is structured by four elements: a word encoder,
a word-level attention layer, a sentence encoder
and a sentence-level attention layer. The reader
first operates at the word level and reads the se-
quences of source texts as the input, leading to
the acquisition of sentence-level representations.
Next, it composes the sequence of sentence vec-
tors into a document vector that is then used for
our downstream supervised learning task. The two
attention layers, a word-level attention layer and
a sentence-level attention layer, locate the region
of focus when acquiring the representation vectors.
Those attention weights are learned based on the
downstream supervised learning task and will be
used for extracting summaries. The reader archi-
tecture is illustrated in Figure 1, panel A. It mimics
the process of human annotation. When reading
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a document, humans often distill the highlights
by writing down the keywords and key sentences
that give the document its context and generate the
summary based on these highlighted words and
sentences.

Figure 1: Model architecture. Panel A is the hierarchi-
cal attention network reader. Panel B.1 is the down-
stream supervised learner for a classification model.
Panel B.2 is the downstream supervised learner for a
seq2seq model. Panel B.3 is the downstream super-
vised learner for a seq2seq model with dynamic atten-
tion.

Assume the source texts contain L sentences and
sentence i contains Ti words (wi1, ..., wiTi). We
let xit denote the input vector for the tth word in the
ith sentence. The word encoder maps (xi1, ..., xiTi)
to a sequence of word annotations (hi1, ..., hiTi)
using a recurrent neural network where hit =
f(xit, hit−1). Here f is some nonlinear func-
tion such as LSTM or GRU. For instance, Yang
et al. (2016) used a bi-directional GRU (Chung
et al., 2014; Cho et al., 2014b) for f where hit
is obtained by concatenating the forward hidden
state −−−→GRU(xit) and the backward one←−−−GRU(xit):
hit =

[−−−→
GRU(xit),

←−−−
GRU(xit)

]
for t = 1, ..., Ti.

To apply an attention mechanism and extract
important words in the sentence, we let uit =

tanh(Wwhit + bw); αit =
exp(uT

ituw)∑
t
exp(uT

ituw)
; si =∑

t αithit where t = 1, ..., Ti. Here uw is the con-
text vector at the word level. It is randomly initial-
ized and jointly learned during the training process.
Similarly, the sentence encoder maps the sequence
of sentence vectors (s1, ..., sL) to a sequence of
sentence annotations (h1, ..., hL) using a recurrent
neural network. Then we use a sentence level con-
text vector us to measure the importance of the sen-
tences: ui = tanh(Wshi+bs); αi =

exp(uT
i us)∑

i
exp(uT

i us)

where i = 1, ..., L. Similar to uw, us is randomly
initialized and jointly learned during the training
process.

3.2 Downstream Supervised Learner

The downstream supervised learner is an ancillary
prediction task for the indirect signal. A byprod-
uct of this supervised learning task is the attention
scores from the attention layers on both word level
and sentence level. These attention scores reflect
how strong of a signal they provide to the down-
stream supervised learning task, therefore, those
with a high attention score naturally are good can-
didates for the summary. We present three types of
downstream supervised learners, suitable for differ-
ent formats of the indirect signal.

3.2.1 Classification

When the indirect signal is a categorical variable,
the downstream supervised learner takes on the
form of a classifier. The fixed-state vector rep-
resentation of the source texts is calculated as
v =

∑L
i=1 αihi. It can then be fed into a soft-

max layer to output a label for classification, as
shown in Figure 1, panel B.1. For instance, the
downstream ancillary task can be news category
classification when the input texts are news articles,
or disease classification when the inputs are EHRs.

3.2.2 Seq2seq

When the indirect signal is a sequential output,
(y1, ..., yM ), the downstream supervised learner
takes on the form of a recurrent neural network
decoder whose initial hidden state is set to the
fixed length representation v. The decoder is
trained to generate the output sequence by pre-
dicting the next symbol ym given the hidden state
of the decoder at time m, which is computed by
hm = f ′(hm−1, ym−1, v). Choices for f ′ include
LSTM, GRU, BiRNN, or any other variations of a
recurrent neural network. The decoder architecture
is shown in Figure 1, panel B.2.

One potential issue with this approach is that the
use of the fixed-length vector v is a bottleneck in
improving the performance of this encoder-decoder
architecture. Cho et al. (2014a) showed that be-
cause all the necessary information of a source
input needs to be compressed into the fixed-length
vector, the performance of such architecture deteri-
orates as the length of input increases.
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3.2.3 Seq2seq with Dynamic Attention
In order to address the bottleneck issue, we propose
to add a dynamic attention (Bahdanau et al., 2014;
Wu et al., 2016; Gehring et al., 2017) to the seq2seq
decoder. The dynamic attention enables every posi-
tion in the decoder to search through all positions
in the input texts for important information, which
are subsequently used to form the summarization.

As shown in Figure 1, panel B.3, at each step
m the model attends over all sentence annota-
tions (h1, ..., hL) and calculates the hidden state as
hm = f ′(hm−1, ym−1, vm) where vm is computed

as vm =
∑L

i=1 αmihi, and αmi =
exp(uT

i ums)∑
i
exp(uT

i ums)
.

It should be noted that unlike the seq2seq task in
Section 3.2.2, here a distinct set of attention scores
αm1, ..., αmL is calculated for each target word ym.
This is similar to the “encoder-decoder attention”
layer in the transformer (Vaswani et al., 2017). The
attention scores αm1, ..., αmL show how important
each sentence is in deciding the next state and gen-
erating the output word ym. The context vector
ums can be seen as a high-level representation of
a fixed query “what are the informative sentences
for the output ym” for m = 1, ...,M , similar to
those used in memory networks (Sukhbaatar et al.,
2015; Kumar et al., 2016). Here umss are randomly
initialized and jointly learned during the training
process.

3.3 Sentence and Word Extractor
For the classification ancillary task (presented in
3.2.1) and the seq2seq ancillary task (presented in
3.2.2), we rank each sentence by its corresponding
αi. For the seq2seq with dynamic attention ancil-
lary task (presented in 3.2.3), because we calculate
a distinct set of attention scores αm1, ..., αmL for
each target word ym, we rank each sentence by
the total attention scores received for all output
words (y1, ..., yM ) where sentence j’s total atten-
tion score is

∑M
m=1 αmj . Lastly, we rank each

word within sentence j by its corresponding αjt,
where t = 1, ..., Tj . For extractive summarization,
we select the l highest ranked sentences and the
kj highest ranked words for each of the selected
sentence j.

4 Experimental Setup

In this paper, we conduct experiments to evaluate
the plausibility of the attention scores to extract
informative words and sentence for the use case of
summarizing Amazon customer service dialogues.

In a customer service context, dialogue summaries
are especially useful in terms of providing contexts
and highlights for contact transfers, escalations,
and offline analysis. Our proposed approach ad-
dresses the issue of absence of labeled data and
solves the problem for automatic extractive sum-
marization. Table 1 gives an example of a customer
agent dialogue from a customer service chat con-
tact. A customer service contact summary typically
contains information on what the customer’s ques-
tion or issue was, and what answer or solution the
agent offered. Often labels indicating which sen-
tences or words from the dialogue should be in the
summary are not available while indirect signals
on customer issue and agent action are stored and
accessible. For example, for the customer service
contact in Table 1, the customer issue code is “can-
cel order” and the agent action code is “full refund”.
Therefore, we can use the customer issue code and
agent action code as the indirect signals for down-
stream ancillary prediction and obtain extractive
summarization as a byproduct of the supervised
learning tasks for indirect signals with the help of
attention mechanism. Even though the customer
issue code and the agent action code can already
provide a high level summary themselves, they of-
ten lack some key information, such as the amount
of the full refund, how long it takes for the cus-
tomer to receive the refund, whether the refund is
issued to a credit card or gift card, etc. Extractive
summarization is especially valuable in this case
because it can locate the sentences and words from
the original dialogue that are summary-worthy and
they contain much more comprehensive informa-
tion than the customer issue codes and agent action
codes themselves. Another advantage of this ap-
proach is that the model is flexible for extending to
different applications. For instance, depending on
the specific application of the summary, we may
require information on customer sentiment to be in-
cluded, in which case we can use the customer post
contact survey responses as our indirect signals
for downstream ancillary prediction. In the exam-
ple in Table 1, the customer’s post contact survey
response is 5 out of 5 for satisfaction ratings.

4.1 Dataset

We collect transcripts between customers and
agents from 1,681,809 anonymized Amazon cus-
tomer service chat contacts. Word vocabulary size
is 87,694 for customers and 113,446 for agents.
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Agent: Hello, how can I help you today?
Customer: I accidentally bought a kindle book with 1 click and want the order to be cancelled.
Agent: I see that there are 4 other e-books. Do you want to cancel all the items?
Customer: Yes please.
Agent: Thank you for confirming. Let me check with that, allow me a moment. Thank you for your patience.

I’ve cancelled your order and issued a full refund.
Customer: Fantastic. Thank you so much.
Agent: You’re welcome. Is there anything else I can assist you with today?
Customer: No, that’s it. You have been so helpful. I really appreciated it.
Agent: My pleasure. Thank you for contacting Amazon. We hope to see you again. Have a great rest of your day.

Table 1: An Example of a Customer Agent Dialogue

Figure 2 demonstrates the distribution of number
of sentences per dialogue and number of words
per sentence. On average, each dialogue has 27
sentences in total, among which 11 are from the
customer and 16 are from the agent. Each sen-
tence has an average of 12 words. Agents also
tend to speak longer sentences than the customer,
where the average number of words in a sentence
is 14 for agents while 9 for customers. We split the
dataset into approximately 80% for training, 10%
for validation, and 10% for testing to be used in the
ancillary prediction task.
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Figure 2: The first row demonstrates the distribution
of number of sentences per dialogue in customer ut-
terances, agent utterances, and customer utterances +
agent utterances. The second row demonstrates the dis-
tribution of number of words per sentence in customer
utterances, agent utterances, and customer utterances +
agent utterances.

4.2 Evaluation

We focus on in-depth evaluation of the attention
scores’ linguistic plausibility to extract sentences
and words for summarization. To create our eval-
uation data, we select a random sample of 1,000
customer service contacts from the testing dataset
for manual annotation. We have two annotators,

each of whom annotates 500 contacts, and a gold
annotator who further validates the annotation to
ensure quality and consistency between the two
annotators. The annotators are asked to do the
following:

1. For each contact, select the l most informa-
tive sentences from the dialogue and assem-
ble them as the sentence-level summary for
this contact. l is calculated as the ceiling of
20%×L, which is the smallest integer greater
than or equal to 20% of the total number of
sentences in the dialogue.

2. For each of the l selected sentences, select the
kj most informative words for sentence j and
assemble them as the word-level summary. kj
is calculated as the ceiling of 20% × Tj for
the selected sentence j, where Tj is the total
number of words in sentence j.

These sentence-level summaries are the reference
summaries for our sentence extraction methods and
the word-level summaries are the reference sum-
maries for our word extraction methods. We use the
popular automatic summarization metric ROUGE

(Lin and Hovy, 2003) to evaluate the quality of
the summarization. We report unigram overlap
(ROUGE-1) and bigram overlap (ROUGE-2) as the
metrics for informativeness and the longest com-
mon sub-sequence overlap (ROUGE-L) as the met-
ric for fluency. To our knowledge, this is the first
large scale dataset of customer service dialogues
that are manually labeled specifically for quantita-
tive evaluation of the attention scores’ plausibility
for extractive summarization.

4.3 Implementation Details

We use Bidirectional GRUs (Yang et al., 2016) for
both the word encoder and sentence encoder in
our hierarchical attention network reader. For the
seq2seq and the seq2seq with dynamic attention
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downstream supervised learners, we use GRUs as
the decoders. In our experiments, we use the tok-
enization script from Stanford’s CoreNLP toolkit
(Manning et al., 2014). The 100,000 most frequent
words (87.5% of total vocabulary) are used to train
our models. Any word not included in the shortlist
is mapped to a special token ([UNK]). We do not
apply any other special preprocessing, such as stop
words deleting or stemming, to the data. We use
200 for word embedding dimension and 50 hidden
units for each GRU. Each of the context vectors uw
and us has a dimension of 100, and is initialized at
random. We train our models with Adam (Kingma
and Ba, 2014) with an initial learning rate of 0.001.
The two momentum parameters are set to 0.9 and
0.999 respectively. We use a mini-batch size of 64.

4.4 Comparison Methods

We implement and compare several summarization
models.

• Classification (base): A typical customer ser-
vice dialogue starts with a customer describ-
ing an issue or asking a question, followed
by several conversation rounds for more con-
text, and ends with the agent taking actions to
resolve the issue or escalating to another chan-
nel. Therefore most of the information to pre-
dict the customer issue lies in the customer’s
utterance while most of the information for
agent action lies in the agent’s utterance. For
these reasons, we build two separate classi-
fication models (as defined in Section 3.2.1)
for customer issue and agent action, respec-
tively. The first model takes the concatenated
customer messages as the input and predicts
the category for the customer issue. In our
dataset, we group customer issues into 19 cat-
egories. Similarly, the second model takes the
concatenated agent messages to predict the
category for the agent action. We group agent
actions into 16 categories in our dataset.

• Classification (ensemble): We also built an
ensembled classification model where we con-
catenate all utterances in the dialogue using
their original order to predict a combined cat-
egory. Since there are 19 classes in customer
issue and 16 classes in agent action, there are
304 classes in total for the ensembled label.
As pointed out in Section 3.2.1, as customer
service contacts get longer and more complex,

the number of classes for this approach could
grow drastically and a classifier model will no
longer suffice. Another pain point for the clas-
sification models is that we need to come up
with a manual mapping to group all customer
issues and agent actions into a fixed number
of categories for each foreign language we
expand to. The seq2seq models will address
these issues.

• Seq2seq (base) is the set of two seq2seq mod-
els as defined in Section 3.2.2 to predict cus-
tomer issue as a sequential output, such as
“cancel order”, from customer utterance and
to predict agent action as a sequential output,
such as “full refund”, from agent utterance,
respectively.

• Seq2seq (ensemble) is the ensembled seq2seq
model where the input is the concatenated
utterances from both customer and agent and
the output is customer issue concatenated with
agent action. For example, for the dialogue in
Table 1, the sequential output is “cancel order
full refund”.

• Seq2seq + Att (base) is the set of two seq2seq
models with an attention mechanism as de-
fined in Section 3.2.3 to predict customer is-
sue from customer utterance and agent action
from agent utterance.

• Seq2seq + Att (ensemble) is the ensembled
seq2seq model with an attention mechanism
using concatenate utterances from both cus-
tomer and agent to predict concatenated cus-
tomer issue and agent action as a sequential
output.

5 Results

After each of the two annotators finish annotating
500 contacts, the gold annotator has validated their
results and verified that the standards and qualities
are consistent across all 1,000 contacts. Table 2
summarizes our evaluation results using ROUGE-
1,ROUGE-2, and ROUGE-L based on these 1,000
contacts. It is clear from the table that among all
models, the Seq2seq + Att models outperform the
rest with a significant margin with one exception
of ROUGE-2 in sentence extraction. It is inter-
esting to note that scores for the base models are
generally higher compared to the ensembled mod-
els for Classification and Seq2seq. This is due to
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the fact that transcripts (from either customer or
agent) in the base models are significantly shorter
than transcripts (from both customer and agent)
in the ensembled models, therefore it is easier for
the base models to compress all information into
a fixed-length vector. On the other hand, the en-
sembled model outperforms the base model for
Seq2seq + Att. This is due to two factors: 1) there
is still valuable information in agent’s utterance
to infer customer’s issue and valuable information
in the customer’s utterance to infer agent’s action;
2) Seq2seq + Att models have great advantage in
generating summaries with complicated and long
dialogues.

The word extraction models are less promising.
This is somewhat expected given that our models
select a pre-determined number (proportional to
sentence length) of words for each sentence while
the true number of key words in a sentence could
vary largely for sentences with the same length
but in different contexts. This suggests that an
alternative to our network would be to employ a
word extractor that can learn the optimal number of
words to extract given the context in the sentence
and in the entire dialogue. We leave this to future
work.

One of the motivations to use an attention mecha-
nism in the Seq2seq + Att models was to overcome
the bottleneck of a fixed-length context vector in
the basic encoder–decoder Seq2seq approach. In
Figure 3, we compare model performance for vary-
ing length of dialogues. We observe that the per-
formance of all models except for Seq2seq + Att
(base) and Seq2seq + Att (ensemble) dramatically
decreases as the length of the dialogue increases.
For shorter dialogues, Seq2seq + Att (base) and
Seq2seq + Att (ensemble) are slightly better than
the other models while for longer dialogues they
significantly outperform the others. They show no
significant performance deterioration even with dia-
logues of 50 or more sentences, which is critical for
customer service as the need for a good summary
increases as the length of a conversation grows.

6 Related Work

Much effort has been devoted to automatic sum-
marization in recent years due to an increasing
need to access and digest large amounts of textual
data. An ideal summarization system would under-
stand each document and generate an appropriate
summary directly from the results of that under-
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Figure 3: Model Performances with Respect to Dia-
logue Length (Total Number of Sentences in a Dia-
logue)

standing, which is the abstractive summarization
approach. However, a more practical approach to
this problem results in the use of an approxima-
tion where a summary is created by identifying and
subsequently concatenating the most salient text
units in a document, namely the extractive summa-
rization approach. The idea of creating a summary
by extracting text units directly from the source
document was introduced by Banko et al. (2000)
who viewed summarization as a problem analo-
gous to statistical machine translation where the
task is to generate summaries in a more concise
language from a source document in a more ver-
bose language. Our approach for the sequential
output to predict target words of customer issues
and agent actions is similar in spirit, however, our
work focuses on locating important sentences and
words in the original document using an attention
mechanism.

Other sentence extraction methods heavily re-
lied on human-engineered features such as sen-
tence position and length (Radev et al., 2004), the
words in the title, the presence of proper nouns,
word frequency (Nenkova et al., 2006), and event
features such as action nouns (Filatova and Hatzi-
vassiloglou, 2004). Kobayashi et al. (2015) and
Yogatama et al. (2015) developed a sentence ex-
traction approach based on pretrained sentence em-
beddings. Rush et al. (2015) proposed a neural
attention model for abstractive summarization for
individual sentences which was trained on a corpus
of pairs of headlines and first sentences in news
articles. Cheng and Lapata (2016) extended this
approach and developed a general framework for
document summarization. To address the lack of
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Sentence Extraction Word Extraction

Model ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L

Classification (base) 62.7 53.1 59.9 33.9 27.8 30.9

Classification(ensemble) 50.7 24.5 41.8 24.4 13.5 29.2

Seq2seq (base) 69.1 57.6 70.2 36.2 29.6 33.8

Seq2seq (ensemble) 64.4 48.4 64.5 30.3 22.9 35.9

Seq2seq + Att (base) 74.5 51.2 69.6 43.7 26.6 36.4

Seq2seq + Att(ensemble) 88.2 52.3 76.7 54.6 32.0 39.3

Table 2: ROUGE Evaluation

training data issue, they retrieved hundreds of thou-
sands of news articles and used the corresponding
highlights from the DailyMail website as the labels.

Liu et al. (2019) introduced auxiliary key point
sequences to automatically generate dialogue sum-
maries for customer service contacts at Didi, a lead-
ing mobile transportation company in China. A key
point sequence acts as an auxiliary label to help the
model learn the logic of the summary. The model
predicts the key point sequence first and then uses
it to guide the prediction of the summary. Didi
requires its customer service agents to write sum-
maries about dialogues with users, therefore, lack
of labeled data is not an issue in their use case.

Our work can be considered as a continuous
form of the hierarchical attention network imple-
mented in Yang et al. (2016). Unlike Yang et al.
(2016) which was developed for document clas-
sification and the prediction had to be a categor-
ical variable, we presented a few different types
of decoders that can make predictions on either
categorical outcomes (such as customer sentiment)
or sequential outcomes (such as customer issues
and agent actions). In this paper we explore the
application of hierarchical attention mechanism in
dialogue summarization in the absence of labeled
data. To the best of our knowledge this is the first
such instance.

7 Conclusion and Future Work

The conventional approach to summarize docu-
ments/texts does not apply to cases with lack of
existing summaries to supervise a training process.
In this paper, we propose a novel approach based
on ancillary labels and attention mechanism to ad-
dress this issue. We show that this approach gener-
ates intuitive summaries and the good performance
does not deteriorate as the length of dialogue in-
creases. We test the proposed models on Amazon
customer service contacts and reveal that the atten-

tion mechanism can correctly locate and retrieve
relevant sentences and words which are then used
to form the summaries.

We leave several summarization challenges as
open questions. For example, in our approach, we
set the summary length threshold of selected sen-
tences and words to 20% . Further evaluation can
be performed to observe the summarization perfor-
mance with respect to different summary lengths.
Furthermore, an alternative model that can jointly
learn the optimal number of sentences and words to
extract during training would be worthy of interest.
In our work, we rank the sentences/words with their
attention scores and use the sentences/words with
the highest scores as the summary. In other words,
we are more interested in the relative ranking of
each sentence/word rather than its exact scores.
Therefore, another future work direction is to in-
corporate a ranking algorithm in attention retrieval.
Lastly, machine-generated extractive summaries
may contain multiple sentences which are similar
in meaning, hence not a desirable factor. It is also
worthwhile to explore a redundancy elimination
approach that takes a machine generated summary
as a rough summary, identifies the semantic similar-
ity between sentences in the summary, and further
refines the summary by removing redundant seg-
ments.
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