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Abstract
This paper asks whether syntactic construc-
tions with more flexible constituent orderings
have a weaker tendency for dependency length
minimization (DLM). For test cases, I use verb
phrases in which the head verb has one di-
rect object noun phrase (NP) dependent and
exactly one adpositional phrase (PP) depen-
dent adjacent to each other on the same side
(e.g. Kobe praised [NP his oldest daughter]
[PP from the stands]). Data from multilin-
gual corpora of 36 languages show that when
combining all these languages together, there
is no consistent relationship between flexibil-
ity and DLM. When looking at specific order-
ing domains, on average there appears to be a
weaker preference for shorter dependencies in
constructions with more flexibility mostly in
preverbal contexts, while no correlation exists
between the two in postverbal domains.

1 Introduction

For decades, the literature on syntactic typology
has used ordering flexibility to classify different lan-
guage types (Dryer, 1997). The categorization of
the flexibility profile of a full language usually re-
lies on the relative order of main constituents such
as subject, object and/or indirect object (Siewierska,
1998). The notion of flexibility has mainly been
described as a categorical feature when it comes to
characterizing syntactic properties of particular lan-
guages (Hale, 1982). For instance, English is con-
sidered comparatively “fixed” and predominantly
SVO (Polinsky, 2012); German is deemed much
more flexible than English and is cast as “non-rigid
OV” (Hawkins, 1986); Japanese is treated as “rigid
OV”, with presumably more ordering flexibility
than languages like English but less freedom than
languages as German (Dryer, 2007).

Ordering flexibility should, however, be consid-
ered as a gradient parameter rather than a categor-
ical one, and the characterizations of whether a

language is “free” or “rigid” should take into con-
sideration the particular syntactic constructions in
question and the specific grammatical roles that
these constructions take upon. For instance, when
serving as a nominal modifier, adjectives in English
regularly appear before head nouns.

(1) reasonable argument

(2) good point

Also in English, as demonstrated in the follow-
ing examples, the adverbial phrase yesterday can
appear quite freely, whether it occurs before or after
its syntactic head raised, without yielding signif-
icant difference in the semantic interpretation of
each sentence.

(3) Yesterday I raised a good point in the paper.

(4) I raised a good point yesterday in the paper.

(5) I raised a good point in the paper yesterday.

On the other hand, in Mandarin Chinese, a
mixed-type language, when a sentence has the ad-
verbial phrase昨天, which also means yesterday,
things are different. As shown in the following
examples, while 昨天 has some flexibility when
occurring before its syntactic head,读了, it is rarely
placed after the head verb (in written contexts).

(6) 昨昨昨天天天
zuotian

我
wo
读了
dule

一本
yiben

书
shu

yesterday I read-Past one-Classifier book

(7) 我
wo
昨昨昨天天天读读读了了了
zuotian

一本
dule

书
yiben shu

I yesterday read-Past one-Classifier book

(8) *我
wo
读了
dule

一本
yiben

书
shu
昨昨昨天天天
zuotian

I read-Past one-Classifier book yesterday
‘Yesterday I read a book.’

The evidence for whether a language is more
or less flexible traditionally comes from data con-
structed by grammarians or from corpora of limited
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size (Siewierska, 1998). By contrast, large-scale
computational investigations of flexibility and its
crosslinguistic relationship with other word order
properties have been lacking (Gulordava and Merlo,
2015; Futrell et al., 2015b; Levshina, 2019). Tak-
ing advantage of multilingual corpora of 36 lan-
guages from the Universal Dependencies project
version 2.5 (UD) (Zeman et al., 2019), this paper
explores the gradient relationship between word or-
der variability and the extent of dependency length
minimization (DLM), the latter of which has been
claimed to be a universal principle of natural lan-
guages (Futrell et al., 2015a).

Results from recent work (Liu, 2020b; Futrell
et al., 2020) have shown that the extent of DLM
varies across languages. In particular, rigid head-
final and mixed-type languages appear to have
longer dependencies than predominantly head-
initial languages. One proposed explanation is
that certain languages have weaker preferences for
DLM is due to them having more ordering flexibil-
ity (Gildea and Temperley, 2010). The argument
goes that when there is more variability in the or-
ders of the constituents within a syntactic construc-
tion, the ordering preferences possibly abide less
by DLM and be more subject to other factors such
as argumenthood status (Culicover and Jackend-
off, 2005) and information status (Christianson and
Ferreira, 2005).

By contrast, it is also possible that these struc-
tures take advantage of this greater ordering free-
dom by positioning constituents of shorter length
closer to their syntactic heads in accordance with
DLM. Therefore the relationship between word or-
der freedom and the extent of shorter dependencies
across languages is not yet clear. The current study
takes up this question.

I use as test cases verb phrases (VP) in which the
head verb has a direct object noun phrase (NP) and
an adpositional phrase (PP) dependent adjacent to
each other on the same side of the verb. The typo-
logical distributions of this particular syntactic con-
struction (see §3.1) make it possible to investigate
whether in general structures with more flexibility
have a weaker preference for shorter dependencies
across languages.

Leveraging techniques that have been widely
adopted in work on quantitative typology (Cotterell
et al., 2019; Elsner et al., 2019), this paper makes
contributions towards the realm of ordering flexi-
bility by showing that:

(1) there is on average no clear or consistent rela-
tionship between flexibility and DLM across
languages;

(2) the preference for DLM is weaker in preverbal
than postverbal domains, a contrast that is less
constrained by particular language types;

(3) certain preverbal orderings with more variabil-
ity have a weaker extent of DLM, while no
correlation was found between the two postver-
bally; this contrast is different from the not-yet-
verified literature prediction (Hawkins, 1983,
1994) that syntactic orders in the head-final
domain are more rigid than those in the head-
initial contexts.

2 Background

2.1 Word order flexibility
Recently there have been some attempts to char-
acterize ordering variability of different languages
with naturalistic corpora or behavioral data. Futrell
et al. (2015b) have quantified word order freedom
across 34 languages with multilingual corpora, fo-
cusing on the flexibility of a language’s full word
order profile. Their results corresponded well with
previous grammatical descriptions of the word or-
ders of the languages examined. Additionally,
their findings offer validations to the long-standing
asymmetry in typology that languages which are
more flexible have more case marking, but not vice
versa (Sapir, 1921; Kiparsky, 1996).

Using diachronic corpora from Latin and An-
cient Greek, Gulordava and Merlo (2015) proposed
different measures for the flexibility of modifiers
(numerals and adjectives) and head noun within
NPs. Their results confirmed that the word orders
of both languages have become more fixed over
time. Levshina (2019) focused on the flexibility
of syntactic dependencies using multilingual data.
She demonstrated that statistical measures of order-
ing flexibility can be incorporated into the task of
language classifications better than more traditional
approaches based on language types.

Using acceptability judgment tasks to measure
flexibility, Namboodiripad (2019) compared the or-
dering variability of the six permutations of subject
(S), direct object (O) and verb (V) in English and
Malayalam. The results showed that the acceptabil-
ity rating differences between canonical (SVO in
English and SOV in Malayalam) and non-canonical
orders are much more significant in English than in
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Malayalam. Additionally, the experiments revealed
syntactic features of the two languages that previ-
ously lack careful descriptions. For instance, based
on the acceptability ratings, OVS in English is not
considered as that “bad”. When the verb does not
occur in the sentential-final position in Malayam,
SVO and OVS orders are comparably acceptable.

2.2 DLM

The Principle of DLM (Temperley and Gildea,
2018) claims that words that bear syntactic depen-
dency relations with each other prefer to appear
close to each other in order to shorten the overall
or average dependencies in the language. This prin-
ciple is closely related to three other theoretical
principles that have been widely applied in studies
on word orders and psycholinguistic processing:
Early Immediate Constituents (Hawkins, 1994),
Dependency Locality Theory (Gibson, 1998), and
Minimize Domains (Hawkins, 2004). These prin-
ciples are all motivated by the efficiency hypoth-
esis (Hawkins, 2014; Gibson et al., 2019), which
suggests that the typological distributions of lan-
guage structures are shaped by the pressures to ease
communication efficiency.

The crosslinguistic tendency for DLM is well-
attested. Futrell et al. (2015a) have shown that
grammars tend to minimize overall dependency
lengths with evidence in 37 languages (see also
earlier work by Liu (2008) for evidence from 20
languages and by Gildea and Temperley (2007) for
evidence from English and German). Liu (2020b)
demonstrated further, with data from 34 languages,
that there is a crosslinguistic preference for con-
stituents of shorter length to be adjacent to their
syntactic heads in constructions that allow gram-
matical syntactic alternations.

3 Experiments

3.1 The test case

To address the gradient relationship between order-
ing variability and DLM, 1 it is necessary to select
syntactic structures that are crosslinguistically com-
parable and also exhibit different extents of word
order freedom across languages. To do this, first
consider the following examples in English.

(9) Kobe praised
[
NP his oldest daughter

] [
PP from

the stands
]
.

1Code and data in quarantine at https://github.
com/zoeyliu18/Flexibility-DLM

(10) Kobe praised
[
PP from the stands

] [
NP his oldest

daughter
]
.

In (9) and (10), the head verb praised has a
direct object NP dependent and a PP oblique de-
pendent which is prepositional, both occurring af-
ter the head verb. The two sentences are truth-
conditionally equivalent, in the sense that switch-
ing the order of the NP and the PP does not change
the grammaticality nor the meaning of the sentence.
Between the two dependents, the direct object NP
is considered to be more argument-like (Merlo and
Ferrer, 2006) in comparison to the PP. Previous
work has shown extensively for English (Jackend-
off, 1977; Pollard and Sag, 1994) and for other
languages as well (Tomlin, 1986), that arguments
prefer to be adjacent to their syntactic heads than
adjuncts, a tendency formulated as the Principle of
Argument Closer. By this principle, the structure
of (9) will be more preferred to that of (10).

On the other hand, Hawkins (2014) proposed the
Principle of Argument Precedence as one of several
interacting principles determining the relative or-
der and flexibility of clause-level constituents. This
principle states that more argument-like linguistic
elements tend to occur before other dependents of
the same syntactic head. The motivation lies in
conceptual accessiblity (Bock and Warren, 1985):
more argument-like phrases are more accessible
given sentential context, and thus will occur first.
As noted in Hawkins (2014), this principle pro-
vides a valid explanation for why languages with a
dominant word order of (S)OVX (X representing
any oblique phrases) are more prevalent, while lan-
guages with a dominant order of (S)XVO are rare:
O is considered to be more argument-like than X
when they are governed by the same head verb, and
therefore prefers ordering precedence.

Now reconsider the English examples above.
Both the NP and the PP occur postverbally. When
the NP is closer to the head verb, it also precedes
the PP. In this case the Principle of Argument
Closer and the Principle of Argument Precedence
will be cooperating with each other and make the
same prediction regarding the order of the two de-
pendents. Accordingly, in a language with postver-
bal NP and PP headed by the same verb, there
should be mostly V-NP-PP orderings, i.e. a strong
tendency for the NP to be adjacent to the verb and
to be before the PP. In other words, the order of the
NP and the PP in such cases will be more fixed.

However, rigid OV languages such as Japanese
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have the mirror ordering pattern to that in English.
When a head verb has both a direct object NP and
a PP dependent on the same side, they tend to oc-
cur preverbally and the PP appears as postposi-
tional instead of prepositional. As illustrated below,
both sentences are also truth-conditionally equiv-
alent. Again the NP is deemed as more argument-
like than the PP. If the more argument-like phrase
prefers proximity to the head verb, the structure of
(11) will be preferred to that of (12).

(11)
[
PP 朝食 で

] [
NP パン を

]
食べる

chōshoku de pan o taberu
(I) breakfast for bread -ACC eat

(12)
[
NP パン を

] [
PP 朝食 で

]
食べる

pan o chōshoku de taberu
(I) bread -ACC breakfast for eat

‘I eat bread for breakfast.’

Note that in contrast to English, when the NP oc-
curs closer to the verb in Japanese, the PP precedes
the NP instead. While the Principle of Argument
Closer predicts a tendency for a PP-NP-V order, the
Principle of Argument Precedence will opt for an
NP-PP-V structure, thereby favoring (12). In this
case the two principles will be competing against
each other. Therefore when the language has pre-
verbal NP and PP dependents headed by the same
verb, the preference for the NP to be adjacent to the
head verb will be weaker. In comparison to when
the two dependents occur postverbally as in En-
glish, this means that the relative order of preverbal
NP and PP will be less fixed and more flexible.

The possibly different ordering flexibility be-
tween the NP and the PP across languages laid out
here points to a suitable test case to examine the gra-
dient relationship between flexibility and DLM, i.e.
whether syntactic constructions with more order-
ing freedom have a weaker preference for shorter
dependencies. In particular, it enables quantitative
validations of the potentially contrasting word order
freedom and DLM preferences between postverbal
and preverbal domains.

3.2 Data and preprocessing
I used multilingual corpora of contemporary lan-
guages from UD and extracted VPs in which the
head verb has one direct object NP and exactly one
PP oblique right next to each other on the same
side (e.g. Kobe praised [NP his oldest daughter ]
[PP from the stands ]) from every treebank.

For all instances extracted from each treebank,
the proportion of when the direct object NP appears

closer to the head verb as well as the proportion of
when the PP occurs closer were calculated. As the
difference in proportion between treebanks for the
same language was small, treebanks for the same
language were combined. Languages with fewer
than a total of 100 extracted instances were not in-
cluded. After preprocessing, the data set contained
36 languages in total. Among these languages,
twenty-nine ended up being Indo-European, except
for Arabic and Hebrew (Afro-Asiatic), Indonesian
(Austronesian), Wolof (Niger-Congo), Finish and
Estonian (Uralic), and Japanese (Japanese).

3.3 Measures
3.3.1 Measures for ordering flexibility
To approximate the ordering flexibility of the NP
and the PP within each VP instance, I used entropy,
a measure of dispersion that reflects the amount of
variability within a distribution. Previous work has
applied entropy to measure word order freedom
at different levels (Futrell et al., 2015b; Levshina,
2019). Futrell et al. (2015b) adopted conditional
entropy to compute word order freedom for a lan-
guage as a whole. Levshina (2019) used entropy
to measure ordering flexibility of particular head-
dependent pairs, such as the ordering freedom of
determiner and noun.

As shown in Eq 1, X is a binary variable that
denotes the relative order of the NP and the PP
(e.g. V-NP-PP vs. V-PP-NP; PP-NP-V vs. NP-
PP-V); P (xi) represents the probability of one par-
ticular order. For example, consider a language
that has 100 instances where the NP and the PP
appear postverbally. Within these instances, 80
appear as V-NP-PP while the other 20 appear as
V-PP-NP. The probability of the former is then
0.8, and the probability of the latter is 0.2. The
ordering freedom for when the NP and the PP
are postverbal in this case is then computed as:
−(0.8 ∗ log20.8 + 0.2 ∗ log20.2) = 0.72.

H(X) = −
2∑

i=1

P (xi)log2P (xi) (1)

The value of entropy ranges from 0 to 1, with
0 indicating there is no flexibility in the order of
the two dependents and 1 corresponding to the
maximum amount of flexibility. The higher the
entropy value is, the more flexible the ordering is.

95% confidence intervals for ordering flexibility
were estimated with bootstrapping (Efron, 1979)
for 1,000,000 iterations. The basic procedures for
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computation were as follows: (1) given a data set
of n VP instances in total, a random sample of n
instances was drawn with replacement; (2) within
the sample, the ordering flexibility of the NP and
the PP was approximated with entropy; (3) step
(1) and (2) were repeated for 1,000,000 iterations,
which resulted in a resampling distribution of the
entropy value from each iteration; (4) the mean and
95% confidence interval of the distribution derived
from step (3) were computed.

3.3.2 Measures for DLM
While dependency length has been shown to be
one of the most effective predictor in crosslinguis-
tic syntactic alternations (Liu, 2020a), it is not the
sole predictor. Therefore to more accurately mea-
sure the extent of DLM in the constructions studied
here within each language, mixed-effect logistic
regression models were adopted. More specifically,
within each ordering pattern of every language (see
§4), half of the original instances were randomly se-
lected and their structural variants were constructed
by exchanging the order of the NP and the PP. The
remaining half were kept the way they were.

Factor 1 0 -1
dependency
length

shorter
phrase

NP and PP
have same

longer
phrase

closer length closer
argument
status

NP closer PP closer

pronominality pronominal
phrase

NP and PP
have same

nonpronominal
phrase

closer pronominality closer

Table 1: Coding for fixed effects in regression models.

The outcome binary variable was the order of
the NP and the PP, Order, which was coded as 1
for all original instances and 0 for all variants. As
presented in Table 1, three automatically measur-
able factors were included in the models as fixed
effects: dependency length, argument status (i.e.
whether the NP is closer to the verb) and pronom-
inality, along with an interaction between depen-
dency length and pronominality in cases where the
interaction turned out to have a significant role.
The head verb of each VP instance was included
as a random effect. Regarding dependency length,
the length of every phrase was measured as the
number of tokens within the phrase based on the
treebank annotations; then within each VP instance,
the length of the NP and that of the PP were com-
pared to see whether the phrase of shorter length
occurs closer to the verb.

Every model was trained to predict the original
ordering. Estimates for 95% confidence intervals
of the coefficient of each factor were derived from
10,000-fold cross-validations. The coefficient value
of dependency length was then taken as an approx-
imate for the extent of DLM. A positive coefficient
that is significantly larger than 0 indicates a ten-
dency for the shorter constituent to be closer to the
head verb (regardless of whether it is the NP or
the PP), and thus corresponds to minimization of
overall dependency length.

To further evaluate the differences between the
estimated coefficient values of each language and
their ordering patterns (Gelman and Stern, 2006),
post-hoc pairwise comparison was performed via
adding interaction terms between each of the three
fixed factors and the particular ordering pattern (e.g.
Wolof postverbal vs. German preverbal).

Order ∼
(dependencylength+ argumenthood+
pronominality) ∗ ordering pattern

3.3.3 Measures for correlation between
ordering flexibility and DLM

The correlation between ordering flexibility and
the extent of DLM was computed with Bayesian
linear regression, predicting the extent of DLM
as a function of ordering flexibility (DLM ∼
flexibility). For languages with orders in both
preverbal and postverbal domains, given that the
extent of DLM is different comparing the two do-
mains for most of these languages (see §4.2), an
additional model was fit including the domain as
a fixed effect as well as interaction with flexibility
(DLM ∼ flexibility ∗ domain). Similar to the
pairwise comparison of DLM described above, the
interaction term here is to see whether the role of
flexibility differs in the two domains.

A weakly informative prior was adopted for each
parameter in the model (Ghosh et al., 2018), which
is helpful to set reasonable upper and lower bounds
for values within the posterior distributions (Lev-
shina, 2018). The prior followed a Student’s t dis-
tribution centered around 0 (mean µ = 0), with
ν = 3 degrees of freedom and scale σ = 8. The
default Markov Chain Monte Carlo sampling meth-
ods implemented in STAN was employed using
the R package brms (Bürkner et al., 2017). Each
model ran 2 chains with 3000 iterations in each
chain, with the first 500 iterations as burn-in sam-
ples. 95% confidence intervals for each model
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parameter were derived from their respective poste-
rior distributions. A coefficient value significantly
smaller/larger than 0 indicates a negative/positive
correlation.

4 Results

As this study is taking a data-driven approach, the
languages were grouped based on the observed or-
derings of the NP and the PP from corpora, rather
than based on traditional language families. Over-
all the data set exhibits three ordering patterns:

(1) one for languages with NP and PP only after
the head verb (e.g. Wolof; Finnish);

(2) one for languages with NP and PP both after
and before the head verb (e.g. Czech; Esto-
nian);

(3) one for languages with NP and PP only before
the head verb (e.g. Persian; Hindi).

4.1 Languages with postverbal orderings

Of all the languages, twenty have the NP and the
PP dependents both occurring after the head verb.
As shown in Figure 1, most of these languages are
Germanic or Romance languages. In particular, the
four Germanic languages, Danish, English, Norwe-
gian and Swedish all have comparatively less flexi-
bility 2, in contrast to the Romance languages. The
PPs appear as prepositional in 19 languages, and
postpositional in Finnish. Nevertheless, ordering
flexibility does not seem to depend on this differ-
ence. The word order freedom in Finnish (0.85)
is comparable to languages that are prepositional,
such as Galician (0.86) and Greek (0.82).

All of these languages exhibit a significant ten-
dency for DLM. On the other hand, there is no
significant correlation between ordering flexibil-
ity and DLM for these languages alone, based on
Bayesian regression (β = 0.08 (−0.51, 0..68)).
This means that among these languages, when they
have more ordering flexibility, they do not tend to
have a weaker extent of shorter dependencies.

4.2 Languages with both postverbal and
preverbal orderings

Now consider languages with mixed ordering pat-
terns, that is, languages in which the NP and the

2In this paper, the flexibility of the languages to be ana-
lyzed is discussed in the contexts of the particular construc-
tions investigated here.

PP can appear both after and before the verb, as in
Figure 2. These languages mainly fall into three
subtypes: Germanic, Romance and Slavic. Overall
most of these languages demonstrate great variabil-
ity in the order of the two dependents in postverbal
as well as in preverbal domains. On average, the
ordering flexibility of the two dependents when
they are postverbal is similar to when they are pre-
verbal. Among these languages, the PPs appear
as postpositional in Estonian, and prepositional in
the others. However, this does not seem to affect
ordering freedom either. The flexibility in Estonian
is comparable to that in languages such as Dutch or
German in both preverbal and postverbal domains.

On the other hand, in comparison to languages
where the two dependents only occur after the verb
(Figure 1), it is not obvious whether these lan-
guages are more flexible; although the latter have
a higher average value of flexibility in both the
preverbal and postverbal domains, the average for
languages from Figure 1 is influenced by quite a
number of languages (e.g. Indonesian, Serbian)
with much less flexibility.

Coupled with results from pairwise comparisons,
for most of these languages except Spanish, Croat-
ian and Catalan, the extent of shorter dependencies
is significantly different in preverbal and postverbal
orderings, with the former being much weaker than
the latter (Figure 2).

For preverbal orderings, results from Bayesian
regression show a strong negative correlation be-
tween ordering flexibility and the extent of DLM
(β = −1.85 (−2.57,−1.11)). By contrast, the
correlation does not hold for postverbal contexts
(β = −1.02 (−2.37, 0.39)). And when combin-
ing the two domains together, there does not ap-
pear to be a positive effect of flexibility on DLM
(β = −1.01 (−2.15, 0.19)) neither. These num-
bers suggest that the relationship between flexi-
bility and DLM relies on the particular ordering
structure in question.

4.3 Languages with preverbal orderings

In five languages from the data set, the NP and the
PP both occur before the head verb when they are
on the same side. As shown in Figure 3, on aver-
age the order of the NP and the PP appears to be
more flexible than languages with only postverbal
orders in Figure 1, and is comparable to languages
with mixed orderings in Figure 2. In the three rigid
OV languages, including Japanese and the two In-
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Arabic
Hebrew
English
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Swedish
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Galician
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Portuguese
Romanian

Serbian
Urkainian
Bulgarian

Greek
Indonesian

Latvian
Irish

Finnish
Wolof
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(a) Flexibility

Arabic
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Galician
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Portuguese
Romanian

Serbian
Urkainian
Bulgarian

Greek
Indonesian

Latvian
Irish

Finnish
Wolof

0 1 2

(b) DLM

Figure 1: Ordering flexibility and extent of DLM in languages with postverbal NP and PP. Average ordering
flexibility is 0.62 and average DLM is 1.49. Error bars represent 95% confidence intervals.

Catalan
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(a) Flexibility in postverbal domain
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Estonian

German

Polish
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Slovak

Slovenian
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(b) DLM in postverbal domain
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Slovenian
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(c) Flexibility in preverbal domain

Catalan

Croatian

Czech

Dutch

Estonian

German

Polish

Russian

Slovak

Slovenian

Spanish

0 1 2

(d) DLM in preverbal domain

Figure 2: Ordering flexibility and extent of DLM in languages with mixed orderings. In postverbal domains,
average ordering flexibility is 0.86 and average DLM is 1.30. In preverbal domains, average ordering flexibility is
0.85 and average DLM is 0.32. Error bars represent 95% confidence intervals.

dic languages, Urdu and Hindi, the PPs appear as
postpositional; whereas in the two non-rigid OV
languages, Afrikaans and Persian, the PPs appear
as prepositional. Yet there does not seem to be a
strong discrepancy in ordering freedom concern-
ing whether the PP is prepositional or postposi-
tional either. The flexibility for the rigid head-final
languages and that for Afrikaans is comparable to

each other. In contrast, Persian seems to have much
more ordering freedom.

On the other hand, the effect of dependency
length is robust yet also much weaker for these lan-
guages than when the NP and the PP are postver-
bal in general (Figure 1, Figure 2b), indicating
the extent of DLM is stronger in head-initial than
head-final domains. While no correlation was
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(a) Flexibility

Afrikaans

Persian

Urdu

Hindi

Japanese
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(b) DLM

Figure 3: Ordering flexibility and extent of DLM in languages with preverbal NP and PP. Average ordering flexi-
bility is 0.87 and average DLM is 0.67. Error bars represent 95% confidence intervals.

found between flexibility and DLM for this group
(β = −2.93 (−5.66, 0.15)), given its relatively
small size, statements drawn from these languages
alone are not conclusive.

4.4 An overall look at all languages
In order to take all languages into account, a
Bayesian linear regression was fit to predict DLM
using flexibility, the particular ordering domain and
their interaction. Crosslinguistically, the extent of
DLM does not appear to grow weaker as ordering
flexibility increases (β = −0.24 (−0.68, 0.20)).

Combining all languages, there is a stronger pref-
erence for shorter dependencies when the NP and
the PP are postverbal than preverbal. The distinc-
tion is less dependent on the specific language types
and is most obvious in languages with mixed or-
dering patterns. This lends support to recent find-
ings (Futrell et al., 2020; Liu, 2020b) that the extent
of DLM is weaker in head-final contexts.

5 Discussion

Using dependency corpora from 36 languages, this
paper has demonstrated that on average there is no
apparently consistent relationship between flexibil-
ity and DLM. With that being said, certain ordering
structures (e.g. preverbal domain in languages with
mixed ordering patterns) with more ordering free-
dom do have a weaker preference for shorter de-
pendencies, while such correlation was not found
for any of the cases in the postverbal domain. This
draws contrast to the prediction from previous lit-
erature (Hawkins, 1983), which is not yet to be
empirical validated, that syntactic orderings in the
head-final contexts would be more rigid than those
in the head-initial. This prediction does not seem

to hold here, at least in the structures that have been
examined in the current study.

An alternative view of the results presented is
that flexibility largely has a significant effect on
DLM in head-final domains, and no effect in head-
initial ones. This potentially provides an empir-
ical account for the crosslinguistic variation of
DLM (Futrell et al., 2020; Liu, 2020b), besides
other traditional competing and cooperating princi-
ples on syntactic orderings (Hawkins, 2014).

There are a few discrepancies between the cur-
rent findings and two previous quantitative stud-
ies on flexibility, Futrell et al. (2015b) and Lev-
shina (2019). First, although most of the languages
with flexible orders examined here have rich case-
marking or at least the nominative-accusative case
marking (ergative-absolutive for Hindi when the
head verb is in past tense) (Dryer and Haspelmath,
2013), there are exceptions such as Hebrew and
Portuguese, both of which have high flexibility yet
no case-marking system.

Secondly, while Spanish and Catalan have been
shown to be fairly flexible based on aggregated
entropy measures, the results here indicate that
ordering flexibility for these two languages is dif-
ferent depending on whether the constituents are
preverbal or postverbal.

Thirdly, both rigid and non-rigid OV languages
appear to have quite flexible orderings, a pattern on
the contrary to results from Futrell et al. (2015b)
and Levshina (2019). These discrepancies speak to
the arguments laid out at the beginning of this paper,
that ordering flexibility should be studied with the
properties of particular syntactic structures in mind.
The positions of different constituents within the
structures should also be considered to not leave
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out interesting quantitative details of the languages.
Although pronominality is not the focus in this

study, there is a strong ordering effect of pronom-
inality across languages. The preference for the
pronominal phrase to occur first, whether it is the
NP or the PP, appears to hold both after and be-
fore the head verb. Following the general pattern
that pronominal elements tend to be more “given”
than nonpronominal items, the preferences demon-
strated here support the prediction made by the
Principle of Given-before-new (Bock, 1986).

Besides DLM, future work could probe the
crosslinguistic relationship between ordering vari-
ability and other word order parameters such as
topicality. In addition, it would be worthwhile to
see whether results from behavioral experiments
addressing the same questions yield similar find-
ings. For example, the methodology of accept-
ability judgment tasks from Namboodiripad (2019)
can be extended to syntactic constructions on a
larger crosslinguistic scale. Typological studies
as such are crucial for painting a more clear pic-
ture of the syntactic structures of the languages in
question, as they will not only provide evidence to
validate previously held grammatical descriptions
or assumptions, but also possibly reveal features
of the languages that have not been documented or
considered theoretically before from the angle of
flexibility (Namboodiripad, 2019).
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Celano, Slavomı́r Čéplö, Savas Cetin, Fabri-
cio Chalub, Jinho Choi, Yongseok Cho, Jayeol
Chun, Alessandra T. Cignarella, Silvie Cinková,
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pidis, Adam Przepiórkowski, Tiina Puolakainen,
Sampo Pyysalo, Peng Qi, Andriela Rääbis, Alexan-
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