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Abstract 

There has been increasing demand to 
develop effective computer-assisted 
language training (CAPT) systems, which 
can provide feedback on mispronunciations 
and facilitate second-language (L2) 
learners to improve their speaking 
proficiency through repeated practice. Due 
to the shortage of non-native speech for 
training the automatic speech recognition 
(ASR) module of a CAPT system, the 
corresponding mispronunciation detection 
performance is often affected by imperfect 

ASR. Recognizing this importance, we in 
this paper put forward a two-stage 
mispronunciation detection method. In the 
first stage, the speech uttered by an L2 
learner is processed by an end-to-end ASR 
module to produce N-best phone sequence 
hypotheses. In the second stage, these 
hypotheses are fed into a pronunciation 
model which seeks to faithfully predict the 
phone sequence hypothesis that is most 
likely pronounced by the learner, so as to 
improve the performance of 
mispronunciation detection. Empirical 
experiments conducted a English 
benchmark dataset seem to confirm the 
utility of our method. 

N-
best  

Keywords : End-to-End Speech Recognition , 
Mispronunciation Detection and Diagnosis , N-best 
Rescoring 

1  (Introduction) 
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Warschauer et al., 2000)

(Computer Assisted 
Pronunciation Training, CAPT)
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1  Hybrid CTC/Attention Architecture 
for End-to-End Speech Recognition. 

CAPT
(prompt)

 

 
(canonical phone)

(Deep 
Neural Network-Hidden Markov Model, DNN-
HMM)(Geoffrey Hinton et al., 2012)

CAPT

(non-native speaker)

(pronunciation model)

/
 

2  (E2E ASR) 

2.1 CTC (Connectionist Temporal 
Classification) 

2006 (Alex Graves 
et al., 2006) T

X    (
t D ) 

L C  
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 CTC
(blank symbol)

 
  CTC 

 

     (1) 

   CTC 
 

2.2  (Attention Mechanism) 

CTC (Jan 
Chorowski et al., 2015)

 
 

         (2) 

   
 

                        (3) 

   (4) 

                           (5) 

  (6) 

(3) (6) (encoder)
(decoder) 4

encoder  
 q

 CTC

 

2.3 CTC-Attention  (Hybrid 

CTC-Attention Model) 

Shinji Watanabe (2017) CTC-
Attention 1 CTC

CTC-Attention

 
1. CTC-Attention 1. 
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CTC

CTC 
CTC-Attention 

 

  (7) 

CTC-Attention

(VGG-BiLSTM & Transformer)
 

3  (Pronunciation Model) 

( North, /n ao r th/ )
(Language transfer)

 / no4 ssu/
word

/n ow r th/

(phone sequence)

 

(ASR)

2

(pronunciation model)

 
 

N-best

Bi-LSTM

3 N-

best (embedding layer)

(phone embedding)

Bi-LSTM Bi-LSTM

 h* ( 3 )

 h* (linear layer)

N-

best F1

(Multi-class 

Classification)

(Cross Entropy)

 

 
2. North . 

 
3. N-best . 
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4  (Experiments) 

4.1  

(L1 speaker) TIMIT (J. S. Garofolo et al., 1993)
(L2 speaker) L2-ARCTIC 

(Guanlong Zhao et al., 2018)  
TIMIT 630

10
 (prompt) 5.4 

3 1 SA
SX SI

3.15 0.34
2  

L2-ARCTIC
CMU 

ARCTIC 

6 3

150  
(annotation) 150
100 50

2.66
0.12 0.88

4  

4.2  

Recall(RE) Precision(PR) F (F1)

 

  

    (8) 

 (9) 

           (10) 

  

   (11) 

 (12) 

2. TIMIT . 
   

 462 50 

 8 8 

 3696 400 

 139,940 15,342 

(hrs) 3.15 0.34 

3. L2-ARCTIC . 

  

ABA / SKA / ZHAA / YBAA  

BWC / LXC / NCC / TXHC  

ASI / RRBI / SVBI / TNI  

HJK / HKK / YDCK / YKWK  

EBVS / ERMS / MBMPS / NJS  

HQTV / PNV / THV / TLV  

4. L2-ARCTIC . 
    

 2549 150 900 

 71,935 4,054 25,690 

 13,236 903 4,314 

(hrs) 2.66 0.12 0.88 

1. TIMIT . 

 SA SX SI  

 2 450 1890 2342 

 630 7 1 - 

 2 5 3 10 

 1260 3150 1890 6300 
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           (13) 
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CD (

)

DE (

)

( )  

 

(14) 

4.3  

Espnet (Shinji Watanabe et al., 2018) 

 CTC-

Attention 

VGG-BiLSTM Transformer

5

 

4.4  

5-best

5-best  

 

(annotation) (phone error 

rate) 6 VGG-BiLSTM

Transformer

VGG-BiLSTM

Transformer  

 

(prompt)

7 8 Baseline

N=5

Transformer

(concatenated)

7

N=5#  

6. L2-ARCTIC . 

 VGG-BiLSTM Transformer 

NJS 23.3 15.7 

TLV 25 18.2 

TNI 32.3 19.7 

TXHC 28 18.3 

YKWK 24.9 15.7 

ZHAA 26.1 15.3 

 26.6 17.1 

5. . 

VGG-BiLSTM 

feature 80-dim fbank + 
3-dim pitch 

encoder / decoder BiLSTM 

encoder decoder 

layers 2 layers 3 

hidden size 1024 hidden size 1024 

CTC/Attention  0.6/0.4 

Transformer 

feature 80-dim fbank + 
3-dim pitch 

encoder / decoder Transformer 

encoder decoder 

attention heads 8 attention heads 8 

linear units 2048 linear units 2048 

blocks 12 blocks 6 

dropout rate 0.1 dropout rate 0.1 
CTC/Attention  0.3/0.7 
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VGG-BiLSTM

(diagnose error DE)

 

 

Transformer

recall

73.22

 

5  
(Conclusion and Future Work) 

(duration) ...
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