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Message from the Organizers

Welcome to NLP4Prog, the First Workshop on Natural Language Processing for Programming, co-
located with ACL-IJCNLP 2021 online.

The proliferation of programming-related platforms such as GitHub and Stack Overflow has led to
large amounts of rich, open-source data consisting of programs associated with natural language, such
as natural language questions and answers with code snippets, open-source repositories with natural
language comments, and communications between software developers. At the same time, deep learning
based techniques have shown promising performance for modeling both natural language and computer
programs. Driven by these revolutions on data and models, recent years have witnessed a major
resurgence of using NLP techniques to assist programming (NLP4Prog).

As promising as the current developments are, there are still many challenges remaining. This workshop
aims to bring related communities (e.g., NLP, Software Engineering, Programming Language, Human-
Machine Interaction, Robotics) together to review the recent advances related to NLP4Prog and discuss
the remaining challenges and what to expect in the short- and long-term future. While there are similar
workshops such as NLP-SEA and NLPaSE held recently, most of them are in conjunction with software
engineering venues; to the best of our knowledge, this is the first workshop focusing on NLP for
programming and to be held in NLP venues.

A total of 31 papers were submitted and 25 were presented at the workshop. 10 of these papers appear
in the proceedings, while the rest were submitted under a non-archival option. In addition, 4 papers from
Findings of ACL were also offered presentation slots.

We are thankful to all reviewers for their help in the selection of the program, for their readiness in
engaging in thoughtful discussions about individual papers, and for providing valuable feedback to
the authors. We would also like to thank the ACL workshop organizers for all the valuable help and
support with organizational aspects of the conference. Finally, we would like to thank all our authors and
presenters for making this such an exciting event!

NLP4Prog Organizers: Royi Lachmy, Ziyu Yao, Greg Durrett, Milos Gligoric, Junyi Jessy Li, Ray
Mooney, Graham Neubig, Yu Su, Huan Sun, Reut Tsarfaty
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