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Introduction

The papers of these proceedings have been presented at the 17th edition of KONVENS (Konferenz zur
Verarbeitung natürlicher Sprache/Conference on Natural Language Processing). KONVENS is a confer-
ence series on computational linguistics established in 1992 that was held biennially until 2018 and has
been held annually since. KONVENS is organized under the auspices of the German Society for Compu-
tational Linguistics and Language Technology, the Special Interest Group on Computational Linguistics
of the German Linguistic Society and the Austrian Society for Artificial Intelligence.

The 17th KONVENS took place from September 6 to September 9, 2021 at Heinrich Heine University
Düsseldorf. Due to the COVID-19 pandemic situation, KONVENS was held as a hybrid event in order
to allow both speakers and regular participants to attend the conference either on-site or online. The
special theme of this year’s meeting was Deep Linguistic Modeling. The KONVENS main conference
was accompanied by two workshops, three shared task meetings, and a ‘PhD Day’.

Many thanks to all who submitted their work to KONVENS and to our board of reviewers for supporting
us greatly with evaluating the submissions. Moreover we would like to thank Heinrich Heine University
Düsseldorf for providing the conference rooms and all people from the CL department in Düsseldorf who
made the conference possible. Our special thanks go to Tobias Koch from the ‘Multimediazentrum’ for
his generous technical support.

Kilian Evang
Laura Kallmeyer
Rainer Osswald
Jakub Waszczuk
Torsten Zesch
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Invited Talks

Afra Alishahi: Decoding what deep, grounded neural models learn about language

Humans learn to understand speech from weak and noisy supervision: they extract structure and meaning
from speech by simply being exposed to utterances situated and grounded in their daily sensory experi-
ence. Emulating this remarkable skill has been the goal of numerous studies; however, researchers have
often used severely simplified settings where either the language input or the extralinguistic sensory input,
or both, are small-scale and symbolically represented.

Recently, deep neural network models have been successfully used for visually grounded language un-
derstanding, where representations of images are mapped to those of their written or spoken descriptions.
Despite their high performance, these architectures come at a cost: we know little about the type of
linguistic knowledge these models capture from the input signal in order to perform their target task.

I present a series of studies on modelling visually grounded language learning and analyzing the emergent
linguistic representations in these models. Using variations of recurrent neural networks to model the
temporal nature of spoken language, we examine how form and meaning-based linguistic knowledge
emerges from the input signal.

Mirella Lapata: Summarization and Paraphrasing in Quantized Transformer Spaces

Deep generative models with latent variables have become a major focus n of NLP research over the
past several years. These models have been used both for generating text and as a way of learning latent
representations of text for downstream tasks. While much previous work uses continuous latent variables,
discrete variables are attractive because they are more interpretable and typically more space efficient. In
this talk we consider learning discrete latent variable models with Quantized Variational Autoencoders,
and show how these can be ported to two NLP tasks, namely opinion summarization and paraphrase
generation for questions. For the first task, we provide a clustering interpretation of the quantized space
and a novel extraction algorithm to discover popular opinions among hundreds of reviews, while for the
second task we show that a principled information bottleneck leads to an encoding space that separately
represents meaning and surface from, thereby allowing us to generate syntactically varied paraphrases.

Johann-Mattis List: Chances and Challenges for Computational Comparative Linguistics in the
21st Century

The quantitative turn at the beginning of the 21st century has drastically changed the field of comparative
linguistics. Had individual genious and expert insights dominated historical linguistics in the past, we now
find many studies by interdisciplinary teams who use complex computational techniques to investigate
the history of invididual language families based on large amounts of data. Had the identification of
linguistic universals in hand-crafted language samples dominated linguistic typology for a long time,
scholars now use large cross-linguistic databases to investigate dependencies among linguistic and non-
linguistic variables with the help of complex statistical models.

However, despite a period of more than two decades in which quantitative approaches have been in-
creasingly used in comparative linguistics, gaining constantly more popularity even among predominantly
qualitatively oriented linguists, we still find many problems, which have only sporadically been addressed.
In the talk, I will present three of these so far unsolved problems, which I find particularly important for
the future of the field of comparative linguistics. These are: (1) the problem of modeling and comparing
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sound change patterns across the languages of the world; (2) the problem of identifying cross-linguistic
patterns of semantic change, and (3) the problem of estimating the borrowability of linguistic traits across
languages and times.

While none of these problems has been solved so far, I will argue that substantial progress on their so-
lution can be made by improving the integration of cross-linguistic data and by developing dedicated
problem-solving strategies in computational linguistics which take the specifics of cross-linguistic data
and language evolution into account.
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