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Abstract

Successful Machine Translation (MT) deploy-
ment requires understanding not only the in-
trinsic qualities of MT output, such as fluency
and adequacy, but also user perceptions. Users
who do not understand the source language
respond to MT output based on their percep-
tion of the likelihood that the meaning of the
MT output matches the meaning of the source
text. We refer to this as believability. Out-
put that is not believable may be off-putting
to users, but believable MT output with incor-
rect meaning may mislead them. In this work,
we study the relationship of believability to
fluency and adequacy by applying traditional
MT direct assessment protocols to annotate all
three features on the output of neural MT sys-
tems. Quantitative analysis of these annota-
tions shows that believability is closely related
to but distinct from fluency, and initial quali-
tative analysis suggests that semantic features
may account for the difference.

1 Introduction

Past work on evaluating Machine Translation (MT)
has focused on the intrinsic quality of the trans-
lation product without taking into account how
translations are perceived by their users. Yet, some
translation errors are more obvious than others, and
have different consequences depending on what the
translations are used for.

In this work, we take a user-centered view of MT
evaluation, exploring one aspect of users’ percep-
tion of MT: believability of the output, defined as a
monolingual user’s perception of the likelihood that
the meaning of the MT output matches the mean-
ing of the input, without understanding the source.
Assessing the degree to which MT is believable
acknowledges that users play an active role in inter-
preting its output, informed by their linguistic com-
petence, their common sense reasoning abilities,

and their knowledge of the world. What we learn
from assessing believability can complement tradi-
tional evaluation methods to inform the deployment
and even development of MT systems, particularly
for gisting and communication use cases.

We first define believability of MT and contex-
tualize it within prior work on credibility and MT
evaluation. We apply MT direct assessment (DA)
protocols to obtain human judgments of believabil-
ity, annotating the output of neural machine transla-
tion (NMT) systems for three challenging language
pairs (Arabic-, Farsi-, and Korean-to-English) with
varying translation quality. These annotations show
that believability is closely related to, but distinct
from fluency. Preliminary qualitative analysis sug-
gests that in addition to fluency features, believabil-
ity is also influenced by semantic features.

We define believability as a user’s perception
of the likelihood that the meaning of a given MT
output matches the meaning of the input, without
understanding the input. Whether the user accepts
the output unquestioningly or finds it unbelievable,
their judgment will affect how they act on it, re-
gardless of the true accuracy of the translation. For
example, a Facebook user might be dubious of a
translation from Chinese with the phrase “blowing
a little more cow” and ask the author for clarifi-
cation and learn that it is a literal translation of
an idiom, “吹牛” (meaning to brag). Users may
take more consequential action, such as the Israeli
police officers who chose not to consult an Arabic
speaker before arresting a man based on a believ-
able mistranslation of his “good morning” Face-
book post as “attack them” (Berger, 2017).

To illustrate how believability can be indepen-
dent of adequacy, Table 1 shows examples of dif-
ferent levels of believability for translations at dif-
ferent levels of adequacy, based on our annotations.
The translations on the right (More Adequate) con-
vey key information: a named entity (sputnik), its
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Less Adequate More Adequate
More Believable “putnik” was an interactive film. “Sputnik” was in the city center, the

negative. It was not affected.
Less Believable spaghetti, the nigerian was in the mid-

dle of the city, he didn’t touch it.
sputnik was downtown, didn’t look,
never touched.

Table 1: Machine Translations of human translations of a line from a TED talk discussing the loss of film
negatives in a fire (Hoffman, 2008). One film “Sputnik” was spared from the fire because it was not in the
building. Original text: “Sputnik” was downtown, the negative. It wasn’t touched.

location (downtown), and the fact that it was not
affected, but a user might not accept the informa-
tion in the bottom-right translation because it is not
believable. The less adequate translations (left) are
missing important information and also include in-
correct information. The bottom-left translation is
not believable so a monolingual user would not be
misled by it. However, the more believable top-left
translation might mislead a monolingual user.

Because these judgments are based on percep-
tion, they may be more subjective than traditional
MT DA features. We control for some factors that
may affect believability (Section 3), resulting in
annotations that are similarly reliable to the DA
features (Section 4).

2 Related Work

Although believability is an unexplored aspect of
MT, there is prior work outside of MT on the gen-
eral concept of credibility. Common elements of
credibility include source, media, and message
credibility (Rieh and Danielson, 2007). For MT,
we can think of the MT provider as the source, the
interface through which the MT is viewed as the
medium, and the output itself as the message or con-
tent. All of these aspects likely affect the credibility
of deployed MT systems, but our investigation of
MT believability is focused on the content (MT
output). Some intrinsic content features addressed
in the credibility literature that may affect MT be-
lievability include reasonableness (Liu, 2004; Kim
and Oh, 2009; Kim, 2010; John et al., 2011) and
grammatical errors (Fogg et al., 2001; Everard and
Galletta, 2005; Metzger et al., 2010; Chesney and
Su, 2010; John et al., 2011).

Reasonableness is a semantic feature encompass-
ing elements of plausibility, logic, and internal con-
sistency. These elements are related to previously
studied concepts in the Computational Linguistics
literature: semantic plausibility, commonsense rea-
soning, and discourse coherence. Semantic plau-

sibility can be thought of as, “whether in an or-
dinary real-life situation (not “fairy-tale” circum-
stances) the sentence could be reasonably uttered”
(Kruszewski et al., 2016). If the source text is
expected to reflect “ordinary real-life," the output
should be plausible to be believable. MT output
may also be unbelievable if it violates common-
sense reasoning, a challenging element of Natu-
ral Language Understanding (Mostafazadeh et al.,
2016). Lack of discourse coherence might likewise
signal unbelievable translations. For document gen-
eration, improving the consistency of generated
documents makes it harder for human subjects to
distinguish automatically generated text from real
text (Karuna et al., 2018).

Grammatical errors are related to fluency, a tradi-
tional MT quality evaluation feature. Fluency has
been defined as a judgment of “whether the transla-
tion reads like good English...without knowing the
accuracy of the content,” and is typically combined
with adequacy, an assessment of “the degree to
which the information in a professional translation
can be found in an MT (or control) output of the
same text” (White et al., 1994). A user who cannot
understand the source cannot judge adequacy, but
may use expectations based on features like fluency
and reasonableness to guess. Believability could
thus be seen as predicted adequacy via a human
cognitive process with inputs from surface features
of the output such as fluency and semantic cues
from context.

Two other Computational Linguistics concepts
that relate to both reasonableness and grammati-
cal errors may affect believability: acceptability
and comprehensibility. In empirical linguistics,
acceptability judgments measure users’ linguistic
competence (Schütze, 2016). While acceptability
is primarily used to observe grammatical knowl-
edge, judgments are not limited to grammaticality
in practice: “semantic plausibility, various types of
processing difficulties, and so on, can individually
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or jointly cause grammaticality and acceptability
to come apart” (Lau et al., 2017). These break-
downs can lead to issues with comprehensibility.
Popović (2020) cites comprehensibility as a key
factor in misleadingness of MT output: if a user
cannot understand the text, they cannot be misled
by it. Similarly, if they cannot understand it, the
user is unlikely to believe that the translation is
correct.

3 Annotating Believability

To understand the relationships between believabil-
ity and traditional MT quality criteria (fluency and
adequacy), we hired professionals to annotate MT
output for these characteristics in tasks based on
the fluency and adequacy DA methods of Graham
et al. (2013) and Bojar et al. (2016). The annotated
data sets are available at: https://github.com/

mjmartindale/mt_believability .

Annotators Our annotators were salaried transla-
tors with proficiency levels of at least Advanced on
the ACTFL scale (ACTFL, 2012) rather than MT
researchers or crowd workers as in WMT (Barrault
et al., 2019). Because they were not paid per item,
they were willing to spend significant time on each
item, averaging 15 items in 30 minutes. We believe
this reflects more attention to detail as indicated by
the correlation between annotators (see Section 4).
We note that factors such as foreign language profi-
ciency may affect believability judgments. Further
work with a wider variety of annotators is needed
to identify and quantify those effects.

Tasks We followed segment-level DA scoring
best practices established by WMT (Barrault et al.,
2019). The fluency and adequacy questions were
taken directly from WMT16 (Bojar et al., 2016).
The believability question uses our definition of be-
lievability with an introductory phrase to assure the
annotator that we understand that it is not possible
to truly evaluate the meaning without the source:
“Even without having seen the source text, I be-
lieve the meaning of this translation is likely to
match the meaning of the original.” Annotations
were performed using the Turkle1 annotation plat-
form. Screenshots of the annotation interface are
provided in Appendix B.

Long documents were broken up into salient
chunks and segments were annotated in their orig-
inal order to provide discourse context, as in

1https://github.com/hltcoe/turkle

WMT19 “Segment Rating + Document Context”
(Barrault et al., 2019). For each chunk, annotators
first scored fluency and believability based only on
the MT output. They then scored the same seg-
ments for adequacy given both source and output.

Annotations For each segment, we calculate a
z-score and a label for each feature. We calculate
scores following Bojar et al. (2018). Each anno-
tator’s raw scores are converted to z-scores based
on their own mean and standard deviation, and the
z-scores for each segment are averaged across anno-
tators. Segments with positive z-scores are labeled
TRUE and negative z-scores are labeled FALSE.

Test Data We chose a test set that is compara-
ble across three typologically different languages
with different amounts of training data. Our test
data comes from The Multi-Target TED Talks Task
(MTTT)–a collection of bitexts across 20 languages
(Duh, 2018). The test set is fully sentence parallel
with original talk transcripts as the English and hu-
man translations for the other languages. We use
the non-English translations in MTTT as “source”
and machine translate into English. In the test set,
there are 29 talks totalling 1,982 segments, how-
ever, we exclude one talk (“Nellie McKay sings
‘Clonie”’) that is too poetic for MT. The final set is
1,976 segments.

MT Systems Because our goal is to examine seg-
ments annotated for believability, fluency, and ade-
quacy judgments rather than to compare systems,
we need MT that will produce outputs across a
range of quality. Output that is inadequate but
believable is of particular interest, so we rely on es-
timates of the distribution of “fluently inadequate”
translations on MTTT from Martindale et al. (2019)
to inform our choice of models. They estimated
that fluently inadequate translations were most fre-
quent in the “general” NMT models, trained on
out-of-domain data. We use their Arabic, Farsi,
and Korean “general” models to capture the range
of training data sizes and output quality we believe
will provide interesting examples for our analysis.
The training data is 49M, 6.2M, and 1.4M seg-
ments in Arabic, Farsi, and Korean, respectively.
The systems are built in Sockeye (Hieber et al.,
2017) using the ‘SockeyeNMT rm1’ settings from
the MTTT leaderboard2. The resulting systems
achieved BLEU (Papineni et al., 2002) scores of
26.6 for Arabic, 22.2 for Farsi and 11.6 for Korean.

2www.cs.jhu.edu/ kevinduh/a/multitarget-tedtalks/

https://github.com/mjmartindale/mt_believability
https://github.com/mjmartindale/mt_believability
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Arabic Farsi Korean
FL BL AD FL BL AD FL BL AD

Mean Corr. 0.698 0.689 0.728 0.809 0.793 0.830 0.773 0.754 0.793
Std dev 0.137 0.122 0.129 0.087 0.099 0.083 0.112 0.120 0.076

Table 2: Average correlation with the mean for fluency (FL), believability (BL), and adequacy (AD)

Arabic Farsi Korean All

FL-BL 0.89 0.96 0.97 0.94
BL-AD 0.71 0.74 0.75 0.73
FL-AD 0.62 0.73 0.72 0.69

Table 3: Pearson correlation between fluency (FL),
believability (BL), and adequacy (AD).

%Arabic %Farsi %Korean %All

Fluent 57.9 50.4 49.4 52.5
Believable 61.0 51.2 49.0 53.7
Adequate 59.4 52.4 44.1 52.0
BL+/AD- 25.9 19.4 21.8 22.2

Table 4: Percent of segments with each label
(rows 1-3) and percent believable but inadequate
(BL+/AD-) segments (row 4).

Arabic Farsi Korean All

BL+/FL+ 92.1 93.8 93.8 93.1
BL-/FL+ 8.0 6.2 6.3 6.9

BL+/FL- 18.3 8.0 5.4 10.1
BL-/FL- 81.7 92.1 94.6 89.9

Table 5: Percent of fluent (FL+) and disfluent (FL-)
segments that are believable (BL+) or unbelievable
(BL-)

4 Quantitative Analysis

Annotation Statistics 63 translators participated
in the annotation process. Korean-to-English and
Arabic-to-English had the most annotators (26 and
27) and highest number of annotators per seg-
ment (10 for Korean and at least 7 for Arabic).
There were three annotators whose annotations
were deemed unreliable due to low correlation with
the mean (< 0.5). Only 10 annotators were avail-
able for Farsi, resulting in fewer annotators per
segment (median: 4) but more segments per anno-
tator (median: 802), making the z-score process
more reliable. After excluding the questionable

annotators, we see strong correlation of individual
annotator scores with the mean as shown in Table 2.
We see similar average correlation with the mean
between fluency and believability and small vari-
ance across features. This suggests that among our
annotators believability is no more subjective than
fluency.

Label Distribution Although the distribution of
labels is specific to this set of output, it provides
context for the other results. The first three rows
of Table 4 show the percent of segments with each
label. We see that the percent positive examples
for each label roughly relates to the system BLEU
score, with Arabic having the highest and Korean
the lowest.

Feature Relationships Table 3 shows the Pear-
son correlations between the scores for fluency
(FL), believability (BL), and adequacy (AD). The
BL-AD relationship is important because inade-
quate believable translations may mislead mono-
lingual users. The BL-AD correlation is higher
than the FL-AD correlation across all languages.
This may reflect the influence of context: adequate
segments may fit the context well enough to be
believable even if not fluent. The same trend is
reflected in the fourth row of Table 4, BL+/AD-.
Most inadequate translations are not believable, but
19-25% are potentially misleading. Arabic has the
highest BL+/AD-. The larger training data may
improve both translation and generation, improv-
ing overall quality but enabling more believable
errors. However, the lower quality Korean also has
a higher percent potentially misleading than Farsi.
This could mean that all results are idiosyncratic to
this data or perhaps the relationship is bimodal.

As expected, FL-BL has the strongest correla-
tion. This indicates that the two features are closely
linked, but they are not identical. Table 5 illustrates
this distinction. The top two rows show the per-
cent of fluent (FL+) translations that are believable
(BL+) and unbelievable (BL-) while the bottom two
rows show the percent of disfluent (FL-) transla-
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FL BL Adequate Inadequate

3 3 I mean, I’m nervous enough. this is my lady.

3 7
I am the emperor of orange. I am emperor
of orange.

we need a human body. we should eat it.

7 3 there was a fire on 9 days ago.
three days later, this disappeared, and a
week later, there was no complaints.

7 7
hoping to attract all peoples’ minds and be
the first to overcome space.

you can see how hard it is to carry kumin
ververbert with a bible in 1455.

Table 6: Example output for different segments for each combination of fluency, believability, and
adequacy.

tions that are (un)believable. If one were to attempt
to identify potentially misleading translations using
fluency as a proxy for believability, as in Martindale
et al. (2019), 6-8% of translations that are fluent
but not believable would be incorrectly labeled as
misleading, while nearly 20% of segments from
the Arabic system that are believable but not fluent
would be missed.

5 Qualitative Analysis

Based on informal examination of a random sample
of segments, we find that those labeled as unbeliev-
able often fail semantically, with strange phrases
(e.g., “kidney steel”, “iron code”), illogical clauses
(e.g., “the only natural thing is that my son is the
vending machine”), or unlikely argument structure
(e.g., “to prove that it seems impossible”, “...a
state of treason for a raven, which explains that
he’s cute”). Unbelievable translations may also be
grammatical but unintelligible (e.g., “if you want
a long time, I’m actually doing something about
it.”). By contrast, segments labeled as disfluent
may include grammatical errors and/or awkward,
non-idiomatic phrases such as “he set me a date”
or “in a direct time”. These observations support
our intuition that believability is more influenced
by semantic features than fluency is, but further
analysis is needed. Additional examples for each
combination of fluency, believability, and adequacy
are shown in Table 6.

6 Conclusions and Future Work

This work used traditional NLP annotation meth-
ods to measure users’ perceptions of believability
of MT output. These methods allow us to iden-
tify broad relationships between believability and
traditional MT quality metrics, fluency and ade-
quacy, showing that believability is strongly corre-

lated with fluency and somewhat correlated with
adequacy. Preliminary qualitative analysis of ex-
amples where believability and fluency judgments
disagreed suggests that semantic features can over-
whelm grammatical features in believability judg-
ments.

A full qualitative analysis of the believability-
annotated examples would suggest features that
may have influenced annotator’s judgments and
could indicate approaches that may be effective in
automatically predicting believability. Believability
used alone could enable an adversarial MT system
to deliberately mask errors and produce misleading
output, but believability predictions combined with
MT quality estimation (Specia et al., 2009) could
be used to flag potentially misleading output.

Because believability is a user-centric metric,
gaining a complete understanding would require
more user-centric methods. The annotator agree-
ment in our results may indicate that believability
is less subjective than one might expect, or it may
simply indicate that our annotators were fairly ho-
mogeneous. A user study could not only tell us
exactly what features were most salient in which
contexts, but could indicate whether demographic
features such as age or education affect perceptions
of believability.
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A Additional Annotation Statistics

Statistics on the number of segments per annotator
and annotations per segment are provided in tables
7 and 8.

Arabic Farsi Korean

Annotators 27 10 26
Min segs 9 47 28
Mean segments 822 760
Median segs 525 802 400
Max segs 1925 1976 1976

Table 7: Segments annotated per annotator

Annotators Arabic Farsi Korean

2+ 1976 1976 1976
4+ 1976 1439 1976
8+ 1976 48 1976
10 1713 0 1976
Mean Annotations 3 4 10
Median 9 4 10
Max 10 8 10

Table 8: Annotations per segment

B Annotation Interface

Figures 1 and 2 are screenshots of the annotation
interface for the monolingual fluency and believ-
ability task and the bilingual adequacy task.

http://www.mt-archive.info/AMTA-1994-White.pdf
http://www.mt-archive.info/AMTA-1994-White.pdf
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Figure 1: Example question from monolingual annotation phase, fluency and believability

Figure 2: Example question from bilingual annotation phase with adequacy question


