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Abstract

We investigate the feasibility of applying stan-
dard text categorisation methods to patient
text in order to predict treatment outcome in
Internet-based cognitive behavioural therapy.
The data set is unique in its detail and size for
regular care for depression, social anxiety, and
panic disorder. Our results indicate that there
is a signal in the depression data, albeit a weak
one. We also perform terminological and sen-
timent analysis, which confirm those results.

1 Introduction

The Internet Psychiatry Clinic in Stockholm of-
fers Internet-based Cognitive Behavioral Therapy
(ICBT) for depression, social anxiety, and panic dis-
order with documented significant treatment effects
(Titov, 2018). The treatment is delivered on a se-
cure online platform that enables patients to submit
answers to weekly questionnaires of primary symp-
toms, depression, and suicidal ideation, as well as
interactive worksheets. Because patients normally
are not in contact with the psychologists away from
keyboard during treatment, the infrastructure plat-
form logs a large amount of data for each patient,
yielding a unique data set. Because Sweden was
the first country to introduce this kind of ICBT,
the clinical experience is considerable (Hedman
et al., 2012), and experimental research of the kind
reported in this paper rests on well-established pro-
cedures for sensemaking of machine learning at the

clinic (Boman and Sanches, 2015). The overarch-
ing problem is how to be able to offer accelerated
care, via identification of those predicted not to
succeed with treatment, or at least not with enough
decrease in symptoms, and giving these people
more attention, as early as possible.

We here investigate the possibility of predicting
outcome based only on patient texts, in various
points in treatment. We formulate this as a uni-
modal binary text categorisation problem, where
the categories are simplified to either success or
failure. In this initial feasibility study, we evaluate
the performance of a number of text categorisation
methods for predicting treatment outcome. Even
if our methodology is mostly exploratory, we also
relate terminological and sentiment analysis of pa-
tients’ text to the treatment outcome.

2 Related work

NLP has previously been used for predicting the
outcome of psychiatric treatment in a number of
encouraging studies. Stylometric analysis on pa-
tients’ texts from the data set under study indicates
variation through time in the sentiment sign (posi-
tive or negative) in patient text messages (Boman
et al., 2019). Althoff et al. (2016) suggest that
more references to the future, references to other
individuals, and positive conversation perspective
are all positively related to the success of counsel-
ing conversations. Cohan et al. (2018) construct a
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mental health-related corpus with Reddit posts and
analyse users’ language to identify self-reported di-
agnoses of nine different mental health conditions,
including depression. Pestian et al. (2010) propose
a classification model based on linguistic features,
including part-of-speech tags and emotional con-
cepts among others, that under some circumstances
outperforms mental health professionals on iden-
tifying fake suicide notes. Gkotsis et al. (2016)
study the usefulness of negation and affirmation
in mental health records with the word suicide it-
self, while Song et al. (2020) identify statements
related to suicidal behaviour in electronic health
records, using a deep neural network. Trotzek et al.
(2018) address the problem of early detection of
depression using an ensemble of a Convolutional
Neural Network and a classifier based on user-level
linguistic metadata.

3 Data Set

The total data covers 6, 821 patients enrolled in a
12-week treatment for three different psycholog-
ical disorders: Major Depressive Disorder (here-
after referred to as MDD, or depression), social
anxiety, or panic disorder. Each treatment con-
sists of weekly exercises, referred to as homework
reports. For predicting treatment outcome, we fo-
cus on the depression treatment programme, which
consists of 10 homework reports distributed over
the 12 weeks. The homework contains questions
about the progress made by the patient during treat-
ment, such as “What is the most important thing
you bring from module 1?” The questions can be
both closed questions, where the patient selects
pre-defined answers from a list, and open-ended
questions, where the patient is invited to type in
free text. The depression data covers 3, 179 pa-
tients. We remove patients who completed less
than five homework reports (out of ten), patients
without treatment outcome (who did not fill out the
self-assessment at the end of the treatment), and
empty texts. The resulting filtered data set contains
16, 379 texts from homework reports completed by
1, 986 patients. Each text is a concatenation of all
answers written by a patient in one single weekly
homework.

We also use patients’ texts from the other treat-
ments in order to enhance the domain pre-training
for the embeddings. This data covers all 6, 821 pa-
tients participating in any of the three treatments,
including 180, 017 free texts answers from the

homework reports and 146, 398 direct messages,
totalling almost 29 million (28, 993, 089) tokens.

As target scores for predicting treatment out-
come for the depression patients, we use the
self-assessment MADRS-SR method (Fantino and
Moore, 2009), which consists of ten questions
scored between zero and six, and amounting to
each patient having done between five and ten mod-
ules, yielding a total score from zero to 54. Thera-
pists commonly use the cut-off score of 10 to par-
tially define successful treatment. All diagnosed
patients started the treatment above this score, and
the treatment is defined as successful if the score
drops below 10 at the end of the treatment (remis-
sion) (Hawley et al., 2002). When patients show a
symptom reduction of at least 50%, this is defined
as a response, and the treatment is also considered
successful, even if the final score is above the cut-
off value. In other cases, the treatment is consid-
ered a failure. Regarding the choice of 50% cut-off
for the definition of the responder patients, it is sup-
ported by previous work (Karin et al., 2018), while
the same value has been previously used by clinical
researchers (Forsell et al., 2019). All patients are
labelled as being subject to a treatment success or
a treatment failure, as shown in Table 1.

Table 1: Patient labels in the prediction data set, based
on the treatment outcome.

Outcome Cases Label Total
Response 164

Success 1,075Remission 111
Response and remission 800
No response, no remission 911 Failure 911

4 Methodology

We formulate the task of predicting outcome as a
simple binary text classification problem, where
the classes are either success or failure. Our goal
is to assist clinicians in defining the best possible
adaptive treatment strategy. Therefore, the class
definitions used here are inherited from the treat-
ment model employed at the clinic. We compare
four different text representations: TF-IDF (Jones,
1972),1 Word2Vec (Mikolov et al., 2013), FastText
(Bojanowski et al., 2017), and Doc2Vec (Le and
Mikolov, 2014), all of which are fed into a simple
linear classifier trained with binary cross entropy
loss using PyTorch.2 All word embeddings are pro-

1https://scikit-learn.org
2https://pytorch.org/

https://scikit-learn.org
https://pytorch.org/
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duced with the Gensim implementation 3 and are
pre-trained on patients’ texts from all three treat-
ments, as described in Section 3.

We use a naı̈ve classification model that gener-
ates stratified predictions based on the class distri-
butions as the baseline. The training set includes
1, 588 patients, with 860 labelled as success and
728 as failure, from the depression programme who
have completed at least five weeks of homework
reporting. All models are trained with 3-fold cross
validation and early stopping, to avoid overfitting.
After training, we evaluate each model on the test
set, which consists of 398 patients (215 labelled as
success and 183 as failure). Model performance is
measured using the F1 score metric.

5 Results

The results from the classification experiment are
presented in Table 2. The classification model
based on TF-IDF consistently improves on the base-
line, for all three values of the parameter #Home-
work reports. On the other hand, the models based
on Word2Vec, FastText and Doc2Vec marginally
reach this goal. Between all combinations of em-
beddings and number of homework reports con-
sidered, the TF-IDF model using one or three
homework reports is the best performing model.
Word2Vec exhibits better performance than Fast-
Text and Doc2Vec when the number of homework
reports used is set to 3. Particularly remarkable is
the relative F1 score difference between TF-IDF
(number of homework reports equal to 1 or 3) and
the rest of the models. This difference indicates the
appropriateness of Bag-of-Words models in this
experimental setup, compared to text representa-
tion methods that leverage semantic information.
Interestingly, model performance does not always
improve when more homework reports are consid-
ered. One possible explanation is that the result-
ing patient representation has less predictive power
when more patient’s text is considered, given the
relatively small size of the training set. However,
further research is necessary to confirm this.

Table 3 shows the test F1 score of the best per-
forming model, which is TF-IDF, for each sub-
group of the success class and all three values of
the parameter #Homework reports. As defined in
Section 3, the success class consists of patients that
are responders or remitters or both responders and
remitters (responders+remitters). It is observed

3https://radimrehurek.com/gensim/

that the F1 score calculated for the group of remit-
ters is consistently lower than the ones achieved in
the other two groups. This suggests that the model
might benefit from a different classification setup,
where remitters are considered as a separate class.
Such analysis is left for future work.

As indicated by the classification results, simple
lexical representations perform best in our experi-
mental setup. A concrete follow-up question then
becomes: Which vocabulary terms have a strong
positive or negative correlation with the success
class? To answer the question, we perform a linear
regression analysis on the complete set of 1, 986
TF-IDF patient embeddings from our prediction
data set, using the first three homework sets, and
then compute the dot product between each word
in the patient vocabulary and the regression coeffi-
cient. Vocabulary words with positive value of dot
product contribute positively to the prediction of
the success class and vice versa. Examples of terms
with high positive or negative correlation with the
success class are presented in Table 4.

There seems to be a vague relation between ter-
minology and treatment outcome, which corrobo-
rates previous work by Althoff et al. (2016) that re-
ports positive correlation between positively signed
written language and successful counseling conver-
sations. We therefore perform sentiment analysis
on the complete list of homework reports written by
2, 611 depression patients, with at least one home-
work report completed. Since we are interested
in the overall progression of sentiment in patients’
answers, we are not constrained to include only
patients with a specified number of homework re-
ports completed. We train a Multinomial Naı̈ve
Bayes classifier for predicting the sentiment class
(positive, neutral or negative) on the SenSALDO
Swedish sentiment lexicon.4 All words are repre-
sented with TF-IDF embeddings. The sentiment
classifier is then used to identify the sentiment class
of all words in the vocabulary, excluding stopwords
and words with document frequency lower than 0.2.
For each patient and concatenated set of homework
reports, the number of word occurrences per sen-
timent class is calculated. We group the patients
by the label outcome and compute the average rel-
ative frequency of the number of positive words
divided by the number of negative words for each
homework report and group. The progression of

4https://spraakbanken.gu.se/en/
resources/sensaldo

https://radimrehurek.com/gensim/
https://spraakbanken.gu.se/en/resources/sensaldo
https://spraakbanken.gu.se/en/resources/sensaldo
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#Homework reports Baseline TF-IDF Word2Vec FastText Doc2Vec
1

0.58
0.69 0.60 0.56 0.59

3 0.69 0.62 0.60 0.55
5 0.59 0.59 0.61 0.59

Table 2: Test F1 score for the three proposed classification models considering various sets of weekly homework
reports as model input. The performance of the baseline (stratified classifier) is reported for comparison.

TF-IDF #hw=1 TF-IDF #hw=3 TF-IDF #hw=5
Responders 0.97 0.97 0.72
Remitters 0.89 0.95 0.6

Responders+Remitters 0.99 0.98 0.76

Table 3: Test F1 score calculated for each subgroup of the success class when using TF-IDF as the text representa-
tion method. #hw denotes the number of homework reports used by the model.

the average relative frequency of words with posi-
tive sentiment throughout the homework reports is
presented in Figure 1.

Figure 1: Average relative frequency of words with pos-
itive sentiment for all depression patients grouped by
the outcome label.

Similar to (Althoff et al., 2016), we observe that
more positive sentiment in the homework answers
is related to successful treatment outcome. This re-
flects the treatment progress for patients that in the
end are classified as successful. Specifically, home-
work report 8 had questions concerned with the
overall opinion of the treatment, and the usefulness
of the tools that the patients had been using. The
large differences observed at homework report 8
confirm our intuition that patients showing substan-
tial progress during the treatment, would evaluate
its usefulness in more positive terms. Whereas
the analysis presented in (Althoff et al., 2016) con-
cerns open-ended counseling conversations, our
data set contains patients’ answers to targeted ques-

tions with positive or negative underlying senti-
ment. Two indicative questions are “What’s the
most important thing you have learned from the
past week?” and “Tell us about the activities
you had planned for this week that you followed
through. How was it?”. The variation in sentiment
in homework questions is reflected in the saturation
of the relative frequency throughout the progres-
sion of homework reports.

6 Discussion

The results demonstrate that the task of predicting
treatment outcome based on patient text is very dif-
ficult. It is interesting to note that embedding-based
representations in some cases fail to perform better
than random guessing, which we partly attribute
to the comparably small amounts of training data
for both domain adaptation and classification, and
partly to the fact that such models tend to conflate
paradigmatically similar terms, which in this appli-
cation can signal very different treatment effects.
This is demonstrated by terminological and senti-
ment analysis, which indicate a small but notice-
able difference in vocabulary between successful
and not successful patients. One hypothesis may be
that antonyms are predictive of different outcomes,
but have similar representations in the word embed-
dings, which makes it difficult for a simple linear
classifier to separate them. The Bag of Words does
not have this problem, which may be the reason it
performs better in this specific application.

The selection of patients with a minimum pre-
defined number of homework reports completed for
the classification experiments serves the purpose of
identifying the best prediction point in the home-
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Positive words forward, away, day, thoughts, initiative, act, wanted, feeling, together, energy, later
Negative words sleep, rarely, unfortunately, sad, friend, rewarding, despite, life, walk, fill, different

Table 4: List of positively (up) and negatively (down) correlated words with the success class. Words have been
translated to English from the original Swedish.

work completion task, but it also poses an important
limitation: it reduces the variance in the outcome
label. More specifically, success rate is expected
to be higher among patients that have completed
at least five homework reports. The more careful
study of different patient subgroups, based on the
number of completed homework reports, is left for
future work.

Our current analysis ignores the set of homework
assignment questions. Since much of the patient
text in ICBT is generated on the prompt of a ques-
tion, future work could study the correlation of
question-answer pairs with the treatment outcome.

7 Conclusions

We have analysed the potential of using patient text
from Internet-based Cognitive Behavioural Ther-
apy as the only signal for predicting treatment out-
come. When framing the problem as a binary clas-
sification task between treatment success and fail-
ure, we manage to beat stratified random guessing
using a simple Bag of Words classifier. This demon-
strates the feasibility of our approach. Interestingly,
word embeddings fail to improve on this simple ap-
proach, and our best results are achieved using only
data from the first couple of weeks of treatment.
This has clinical significance because interventions
during treatment are still meaningful, and could
prove crucial, in the first four weeks of treatment.
Additionally, we provide simple terminological and
sentiment analysis, which also indicate that there is
a signal in the patient text data, albeit a weak one.

The work reported on here should be seen as a
feasibility study in that it shows the potential to pre-
dict treatment outcome based on patient text, even
in a very small subset of the set of patients report-
ing and reflecting on what they do in treatment, and
how treatment progresses. Our next step is to look
into larger subsets than the one employed here, but
that step will be taken in conjunction with moving
from the well-established albeit simple methods
used here to contextualised language models.
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