
Proceedings of the 16th Conference of the European Chapter of the Association for Computational Linguistics, pages 2083–2099
April 19 - 23, 2021. ©2021 Association for Computational Linguistics

2083

“Are you kidding me?”:
Detecting Unpalatable Questions on Reddit

Sunyam Bagga
.txtLAB

McGill University
sunyam.bagga@mcgill.ca

Andrew Piper
Dept. of Languages,

Literatures, & Cultures
McGill University

andrew.piper@mcgill.ca

Derek Ruths
School of Computer Science

McGill University
derek.ruths@mcgill.ca

Abstract

Abusive language in online discourse nega-
tively affects a large number of social me-
dia users. Many computational methods have
been proposed to address this issue of online
abuse. The existing work, however, tends to
focus on detecting the more explicit forms
of abuse leaving the subtler forms of abuse
largely untouched. Our work addresses this
gap by making three core contributions. First,
inspired by the theory of impoliteness, we pro-
pose a novel task of detecting a subtler form
of abuse, namely unpalatable questions. Sec-
ond, we publish a context-aware dataset for the
task using data from a diverse set of Reddit
communities. Third, we implement a wide ar-
ray of learning models and also investigate the
benefits of incorporating conversational con-
text into computational models. Our results
show that modeling subtle abuse is feasible
but difficult due to the language involved be-
ing highly nuanced and context-sensitive. We
hope that future research in the field will ad-
dress such subtle forms of abuse since their
harm currently passes unnoticed through exist-
ing detection systems.

1 Introduction

Abusive language and other antisocial behaviour
is omnipresent in online discourse. According to
a recent survey, 41% of Americans have person-
ally experienced some form of online harassment
(Duggan, 2017). To counter abusive behaviour on-
line, different social media platforms implement
their own mechanisms such as content moderation,
muting or blocking users from posting etc. It is,
however, infeasible to manually moderate online
communities due to the sheer enormity of content
produced every day – Twitter, for example, receives
over 500 million tweets per day. Manual moder-
ation in such a scenario would require humans to
read millions of tweets daily which would take an

impractical amount of time and other resources.
Consequently, many computational models have
been proposed by the Natural Language Process-
ing (NLP) community to detect online abuse and
facilitate automatic content moderation.

Abuse is an umbrella term which can cover
several types of negative expressions. There ex-
ists a plethora of abuse detection studies employ-
ing different terminology: personal attacks (Wul-
czyn et al., 2017), bullying (Dadvar et al., 2013;
Chatzakou et al., 2017), hate speech (Warner and
Hirschberg, 2012; Davidson et al., 2017; Djuric
et al., 2015; Gao and Huang, 2017), nastiness
(Samghabadi et al., 2017), harassment (Golbeck
et al., 2017; Yin et al., 2009), hostility (Liu et al.,
2018), racism or sexism (Waseem and Hovy, 2016),
abusive language (Nobata et al., 2016), aggression
(Caines et al., 2018), and others. However, extant
work in abuse detection has largely focused on de-
tecting overt abuse ignoring the more subtle forms
of abuse which can be just as damaging. This is
also noted in a recent survey calling on the NLP
community to rethink and expand what constitutes
abuse (Jurgens et al., 2019).

In this work, we make three contributions to ad-
dress this gap in the literature. First, inspired from
the theory of linguistic impoliteness, we propose
a novel task of detecting a subtler form of abuse
called unpalatable questions (UQ). It is one of the
conventionalized impoliteness formulae introduced
by Culpeper (2010). We define the UQ task as de-
tecting a negatively phrased question designed to
antagonise its recipient in online discourse.

Second, we collect, annotate, and make publicly
available a context-aware dataset for the UQ task.1

The data comes from a diverse set of online commu-
nities (or subreddits) on the popular social media
site Reddit. Most existing datasets used in abuse

1We make our dataset and code publicly available at
https://github.com/networkdynamics/unpalatable-questions.
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detection (Wulczyn et al., 2017; Waseem and Hovy,
2016; Davidson et al., 2017; Founta et al., 2018;
Golbeck et al., 2017) only include annotations for
stand-alone comments or tweets. In comparison,
we explicitly consider conversational context dur-
ing annotation and preserve contextual information
in our dataset (see Section 4.4 for a detailed com-
parison).

A major limitation of existing abuse detection
studies – also pointed out in (Castelle, 2018; Mishra
et al., 2019; Gao and Huang, 2017) – is that a com-
ment is treated as a single-utterance in isolation,
ignoring any conversational context provided by
other comments in the discussion. This is prob-
lematic since abuse is inherently contextual, and
it becomes a major issue when working with sub-
tler forms of abuse such as unpalatable questions.
To this end, our third contribution is that we im-
plement a wide array of learning models to detect
unpalatable questions and investigate the benefits
of incorporating conversational context in our com-
putational models.

2 What is an Unpalatable Question?

We adopt the term unpalatable question (UQ) from
the conventionalised impoliteness formulae intro-
duced by Culpeper (2010). Although Culpeper did
not formally define UQ, several examples were
laid out: ‘why do you make my life impossible?’,
‘which lie are you telling me?’, ‘what’s gone wrong
now?’. We find that UQs tend to be rhetorical in
nature in that they are usually asked not to elicit an
answer but to make a point. In particular, they have
a close resemblance to epiplexis: a type of rhetori-
cal question which is asked not to elicit information
but to reproach, upbraid, or rebuke (Zimmerman,
2005). This can be seen in the examples listed in
Table 1, where the questions are asked to shame
the interlocutor for adopting a particular point of
view and are often insults asked as questions. For
our task, we define an unpalatable question as a
negatively phrased question designed to antagonise
its recipient.

Why UQ? Jurgens et al. (2019) outline a spec-
trum of abusive behaviour highlighting that existing
work only focuses on overt abuse ignoring both the
subtler forms and extreme behaviours. As can be
seen in Figure 1, our task of detecting a subtler
form of abuse is a step towards addressing this gap.
Moreover, studies in linguistics show that being
asked an unpalatable question puts the recipient

Figure 1: This figure, taken from (Jurgens et al., 2019),
illustrates where unpalatable questions fit in a hypo-
thetical spectrum of online abuse.

in a vulnerable position to receive further verbal
attacks (Bousfield, 2007; Wijayanto et al., 2017).

3 Further Related Work

3.1 Abusive Language Detection
Work on abuse detection has studied specific types
of abuse using several feature-based and deep learn-
ing approaches. One of the earliest studies was by
Yin et al. (2009) employing SVM to detect ‘per-
sonal insult harassment’ using TF-IDF values for
words and sentiment-based features. Using a sim-
ilar but enhanced set of features, Davidson et al.
(2017) implement Logistic Regression and SVM to
detect hate speech and offensive language on Twit-
ter. Warner and Hirschberg (2012) use a template-
based strategy to extract features from text and a
linear-SVM to detect hate speech with a focus on
anti-semitic language. Djuric et al. (2015) report
an AUC of 80% using Logistic Regression with
paragraph2vecwhich outperformed standard bag-
of-words approaches. Nobata et al. (2016) also use
word2vec and comment2vec as one of their features
to detect ‘abusive language’ which, in their work,
encompasses hate speech, profanity and derogatory
language. Wulczyn et al. (2017) implement a mul-
tilayer perceptron with word and character n-grams
to detect personal attacks on Wikipedia and report
an AUC of 96.5%.

In recent years, deep learning techniques have
been widely adopted to detect online abuse.
Pavlopoulos et al. (2017) show that RNN with GRU
cells outperform the original classifier on detect-
ing personal attacks (Wulczyn et al., 2017). Park
and Fung (2017) propose a Hybrid-CNN that uses
both word-level and character-level CNNs to detect
hate speech on Twitter. Aken et al. (2018) utilise
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Preceding Comment Main Comment (Reply)

They were safe in turkey. Turkey isn’t even safe for (Kurdish) Turks. Do you
even watch the news?

NH dems or Bernie bros? You don’t really understand that term “Berniebro” do
you? Just parroting it.

Fuck the refs. Fuck the stars. Fuck Texas
and every shit-kick fuck that calls it home. Would you like some salt with that?

SJW’s happened. Why the fuck did you put an apostrophe there?

So no article, right? Thought not.
Oh, your brain stopped functioning at that? Well then,

I’ll repeat myself. The abstract is enough, the article, you
can find it yourself. I’m not going to waste my time.

Table 1: Examples of unpalatable questions from our annotated dataset.

CNN, bi-directional LSTM and GRU initialised
with pre-trained word embeddings and report a f1-
score of 78.3% and AUC of 98.3%. Gunasekara
and Nejadgholi (2018) implement a Light Gradi-
ent Boosting Machine stacking model where they
combine two bidirectional-LSTM based architec-
tures and report an AUC of 98.6%. Finally, some
studies also incorporate user-level context in their
models. Mishra et al. (2018) report improvements
in performance by incorporating author embedding
features using node2vec on community graphs of
Twitter users. Dadvar et al. (2013) employs both
user-based features and standard content-based fea-
tures to detect bullying on YouTube. There are
other studies that employ user-based features to
detect aggression (Chatzakou et al., 2017) and hate
speech (Gao and Huang, 2017).

3.2 Linguistic Impoliteness
Long before detecting online abuse gained atten-
tion, there had been significant research on linguis-
tic impoliteness. The most notable contribution in
this field is by Culpeper (1996) who introduced his
theory of impoliteness as a parallel to Brown and
Levinson (1987)’s politeness theory. Impoliteness
is defined as the use of strategies to attack the in-
terlocutor’s face – a persona that one presents in
a conversation (Goffman, 1967) – and create so-
cial disruption (Culpeper, 1996). More recently,
Culpeper (2010) offered conventionalized impo-
liteness formulae for English derived from his cor-
pora that consisted of phone calls, ‘exploitative’
TV shows, army training documentaries etc. He
identified candidates for impoliteness and grouped
them according to structural commonalities:2

• Insults: you f*cking moron; you disgust me

• Pointed criticisms: this was absolutely terrible
2See (Culpeper, 2010) for a complete list and additional

examples of each form.

• Unpalatable questions: why do you make my
life impossible?

• Dismissals: piss off; get lost

• Threats: I’m gonna beat the sh*t out of you if
you don’t [X]

3.3 Rhetorical Questions
Rhetorical questions are defined as sentences “that
have the form of a question but serve as a state-
ment” (Anzilotti, 1982). Since unpalatable ques-
tions tend to be rhetorical in nature, we present a
brief overview of the literature on rhetorical ques-
tion detection in social media.

One of the first studies was on Twitter data by
Li et al. (2011) where they distinguish ‘qweets’ –
tweets that ask for some information – from other
interrogative tweets including rhetorical questions.
They implement SVM using a set of different hand-
crafted features. Bhattasali et al. (2015) use bag of
n-grams to detect rhetorical questions in the Switch-
board Dialogue Corpus. Their best-performing
model achieved a F1-score of 0.53 by incorporat-
ing both preceding and subsequent text. Using
questions from Twitter and Debate Forums, Oraby
et al. (2017) implement SVM and LSTM to de-
tect rhetorical questions, and further distinguish be-
tween sarcastic rhetorical questions and other ques-
tions. There exists other studies modeling rhetori-
cal questions that draw inspiration from linguistic
theories behind the motivations of users to post
rhetorical questions (Ranganath et al., 2016, 2018).
A general consensus in these studies is that rhetori-
cal questions are hard to accurately classify due to
their syntactic similarity to regular questions.

4 Data

The aim is to detect unpalatable questions in on-
line discourse. For this, we construct a dataset
using comments from Reddit and annotate them
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for whether they contain an unpalatable question
or not. We also preserve conversational context in
the dataset by including the preceding comment
in the discussion; therefore, our data consists of
(pci, ri, yi) tuples denoting the preceding comment,
reply3 (or main comment), and the corresponding
label respectively. The task is formulated as a bi-
nary classification problem where yi = 1 indicates
that the main comment ri contains an unpalatable
question.

We collect data from a diverse set of 15 online
communities (or subreddits) belonging to differ-
ent genres: politics, sports, hate and toxic.4 The
subreddits were carefully selected to prevent the
dataset from being heavily skewed towards not
unpalatable samples since these topics are more
likely to involve opinionated and antagonistic dis-
cussions.

4.1 Question Filter

A challenge during data collection was to filter
out comments that did not contain a question. We
experiment with two approaches: (1) simple rule-
based approach where we tokenize the comment
and extract sentences that end with a ‘?’, and (2)
parsing-based approach where we first generate
constituent parse trees using Stanford CoreNLP
(Manning et al., 2014) and then identify questions
using clause-level Penn Treebank Tags.5

Performance Comparison. We manually anno-
tated a random sample of 300 Reddit comments for
the presence of questions. There were a total of
81 questions out of which 74 contained a ‘?’. Al-
though the parsing-based approach achieved a high
precision, it missed out on several questions due
to the low accuracy of the parser on noisy social
media text. On the other hand, the simpler rule-
based approach achieved a much higher recall and
only missed out on the 7 samples that did not con-
tain a ‘?’. Given the high disparity in performance,
we decided to use the rule-based approach as our
question filter. Although a potential data limitation,
it is an acceptable design decision given that 91%
of questions in our random sample were explicitly
phrased using a ‘?’. This simple ‘?’ heuristic has
also been successfully used for identifying ques-
tions in other social media studies (Zhao and Mei,

3Note that we use the term main comment and reply inter-
changeably.

4See Appendix A for the complete list of subreddits.
5https://gist.github.com/nlothian/9240750

Confidence
0.6 0.8 1.0 Total

Unpalatable 879 585 453 1917
Not Unpalatable 1324 2386 5282 8992

Total 2203 2971 5735 10,909

Table 2: Distribution of confidence scores in the anno-
tated dataset.

2013; Ranganath et al., 2016; Paul et al., 2011).

4.2 Crowdsourcing

We use Amazon Mechanical Turk for crowdsourc-
ing our data annotations. The coders were shown
the main comment and also the preceding comment
for context. They were asked to label the main
comment for whether it contained an unpalatable
question or not. Each comment in our dataset is
labeled by at least five different coders.

Quality Control. Since coders can sometimes
be unreliable at labeling abusive content (Nobata
et al., 2016), we employ three measures to ensure
high quality annotations. First, we were able to
provide high-quality training to our coders through
the use of clear instructions that laid out detailed
tips, examples, and counter examples.6 Second,
we allowed only qualified coders to contribute to
the task – they were required to achieve a perfect
score on a quiz which had a total of 10 questions.
Third, we inserted secret test questions throughout
our task to address the issue of spam responses
(Kittur et al., 2008). The coders were disqualified
and blocked if their accuracy on the test questions
fell below our predefined threshold of 90%.

4.3 Data Description

We aggregated the five annotations by taking the
majority as the final label – a data sample is con-
sidered unpalatable if at least 3 coders labeled it
as unpalatable. In order to not lose useful infor-
mation, we added a confidence dimension to the
dataset which is the ratio of the number of annota-
tions with the majority label and the total number
of annotators: confidence ∈ {0.6, 0.8, 1.0}. As can
be seen in Table 2, 1,917 (17.5%) comments con-
tain an unpalatable question, and the remaining
82.5% of comments do not. It is interesting to note
the distribution of confidence scores across the two
labels. Annotators seem to be much more confident

6This was done through multiple in-house annotation
rounds where we improved the instructions at each step. See
Appendix B for the instructions shown to the coders.
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for not unpalatable samples: 58% of samples cor-
respond to a confidence score of 1.0 as compared
to 25% for unpalatable samples. Following a sim-
ilar trend, 45% of comments labeled unpalatable
have a confidence score of 0.6 as compared to only
14% for not unpalatable samples. This highlights
the nuanced nature and complexity associated with
identifying unpalatable questions.

Annotator Agreement. We compute two mea-
sures of inter-annotator reliability: (1) Cohen’s
Kappa, and (2) Krippendorff’s alpha. Our data
achieved a Kappa score of 0.82 against a random
sample of 150 comments manually annotated by
the authors. Out of 150 comments, there were a to-
tal of 8 instances of disagreement – 7 out of which
had a confidence score of 0.6. Next, we compute
Krippendorff’s α which is used when there are
multiple coders annotating overlapping but differ-
ent sets of comments (Krippendorff, 2004). Our
data achieved an α = 0.39 which is in-line with
other abuse detection work that used crowdsourc-
ing (Wulczyn et al., 2017; Cheng et al., 2015).

4.4 Comparison with Existing Datasets
As previously discussed, most datasets used for
abuse detection contain annotations only for stand-
alone comments in isolation. This is problematic
since offensiveness can highly depend on the con-
text. Castelle (2018) shows how their learning mod-
els failed (F1 = 0.3) on a StackOverflow dataset
that required contextual enrichment to determine
the offensiveness of a comment – a majority of
comments, that were originally flagged as offen-
sive, were not considered offensive by their coders.
This is because the dataset lacked interactional con-
text which was available to StackOverflow users
when they originally flagged it as offensive.

We are aware of the following existing datasets
that include contextual information:7

• Karan and Šnajder (2019) published a large
dataset of 400k comments from Wikipedia
including complete discussion threads. How-
ever, a major limitation of their data is that the
labels are generated automatically using an
existing toxicity classifier.8 This implies that
their labels would not be accurate for com-
ments where the original toxicity classifier it-

7Additionally, Zhang et al. (2018) released a dataset to
pre-emptively detect toxic comments given all preceding com-
ments in the discussion focusing on “personal attacks.”

8http://www.perspectiveapi.com

self fails. In comparison, we perform manual
annotation where our coders explicitly con-
sider interactional context.

• Liu et al. (2018) published a dataset of 30,987
comments from Instagram annotated for hos-
tility. The coders were shown an Instagram
post and all comments in the thread. However,
their data collection is biased (intentionally)
towards teenagers and is filtered by certain
keywords, eg: profanities, emojis. In compar-
ison, our dataset involves a random sample
of comments from a diverse set of subreddits
without the use of any keyword-filtering.

• Gao and Huang (2017) released a dataset of 10
complete discussion threads from Fox News.
The data includes additional contextual infor-
mation in the form of user screen name, other
comments in the thread, and title of the news
article. However, their dataset is much smaller
with only 1,528 comments and includes only
two annotations per comment. In comparison,
we use at least five annotations for each of the
10,909 comments in our dataset.

5 Methodology

In this section, we introduce our methodology for
detecting unpalatable questions.

5.1 Traditional Machine Learning

We implement Logistic Regression9 using a diverse
set of features:

• N-grams: We use TF-IDF values for word un-
igrams, bigrams, and trigrams. We also utilise
character trigrams, 4-grams, and 5-grams.

• Embeddings: We experiment with sev-
eral pre-trained 300-dimensional embeddings:
word2vec (Mikolov et al., 2013), GloVe
(Pennington et al., 2014), and Fasttext (Bo-
janowski et al., 2017). In addition, we trained
a word2vec model10 from scratch on Reddit
using Gensim (Řehůřek and Sojka, 2010).

• Writing Style: This category captures writ-
ing style of the comment and includes the
following features: total number of words,

9Note that additional experiments with SVM yielded simi-
lar results (not shown here).

10Specifically, we train the continuous bag-of-words
(CBOW) architecture on all of Reddit data from 2016.
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Figure 2: The skeletal architecture for our deep learn-
ing models.

capital words, question marks, exclamation
marks and second person pronouns.

• Lexicon-based: This category includes three
features computed using pre-defined lexicons:

– We compute the number of non-English
words by comparing against NLTK
words (Loper and Bird, 2002) and En-
chant’s dictionary.11

– We compute the number of toxic words
using a lexicon compiled from different
sources: list of bad words released by
Google12 and lexicons released by other
studies (Chandrasekharan et al., 2017;
Davidson et al., 2017).

– Empath (Fast et al., 2016) provides a set
of 200 built-in validated categories for
analysing text. We hand-picked a set of
15 relevant categories, for example: ag-
gression, disgust, hate, shame etc.

• Sentiment: We use the positive, negative, and
neutral sentiment scores returned by VADER,
a rule-based sentiment analyser built for social
media text (Hutto and Gilbert, 2014).

To build feature vectors, we experiment with the
features in isolation as well as several combinations
of these feature categories. The feature vectors
along with the corresponding labels yi are then fed
to the learning algorithm, which is implemented
using scikit-learn (Pedregosa et al., 2011).

5.2 Deep Learning
Deep learning models have been successfully used
in many abuse detection studies (Pavlopoulos et al.,

11https://github.com/rfk/pyenchant
12https://code.google.com/archive/p/badwordslist/downloads

Figure 3: The skeletal architecture for our deep learn-
ing models that incorporate interactional context.

2017; Park and Fung, 2017; Aken et al., 2018). In
this work, we implement a number of deep learning
models – both CNN and RNN-based – using the
architecture shown in Figure 2. We use pre-trained
GloVe embeddings for the embedding layer.13 An
encoder is responsible for condensing a sequence
of word vectors to a single vector. We experiment
with a number of neural networks for the encoder:
CNN, LSTM, Bidirectional LSTM, and Stacked
Bidirectional LSTM.

ELMo. For the embedding layer, we also experi-
ment with deep contextualized ELMo (Peters et al.,
2018) representations14 as an alternative to using
GloVe embeddings. The encoder layer here can
be either a CNN, LSTM, Bi-LSTM, or Stacked
Bi-LSTM.

Dense Hybrid. We also implement deep learn-
ing models that utilise the various hand-engineered
features discussed in Section 5.1. For this, we com-
pute a ‘dense’ feature vector using those feature
categories, and concatenate it with the neural en-
coder’s output. This combined vector is then fed
to a fully-connected feedforward neural network
followed by a softmax layer.

Implementation details. All models are imple-
mented using AllenNLP (Gardner et al., 2017), an
open-source deep learning library for NLP. The
training objective is weighted cross entropy loss,
and Adam optimizer (Kingma and Ba, 2014) is
used for learning network weights. Additionally,
early stopping is implemented to terminate training
of the neural network once the loss stops improving
on a set-aside validation set.

13We picked GloVe since it showed the best performance
in our traditional machine learning experiments.

14‘Original 5.5B’ model from https://allennlp.org/elmo.
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Text Input Model F1 AUROC W-F1 Prec. Rec. AUPRC
Reply Text Dense CNN + ELMo 0.532 0.818 0.815 0.459 0.636 0.54

Reply Text + Comment Text CNN + ELMo 0.52 0.814 0.806 0.444 0.636 0.527
Reply Text + Comment Text NLI-CNN + ELMo 0.507 0.810 0.805 0.443 0.602 0.515
Reply Text + Comment Text Dense CNN (GloVe) 0.5 0.8 0.825 0.507 0.496 0.502

Question Text Only Dense Bi-LSTM + ELMo 0.5 0.809 0.778 0.394 0.692 0.517
Reply Text word (1, 3) 0.443 0.782 0.823 0.549 0.373 0.481

Reply Text word (1, 3) + Sentiment +
Writing-Style + Lexicon 0.429 0.785 0.825 0.6 0.335 0.491

Table 3: Classification results for learning models on the All-Data scenario: confidence ∈ {0.6, 0.8, 1.0}

Text Input Model F1 AUROC W-F1 Prec. Rec. AUPRC
Question Text Only Dense CNN + ELMo 0.686 0.937 0.95 0.672 0.704 0.739

Reply Text + Comment Text NLI-CNN + ELMo 0.674 0.937 0.95 0.74 0.625 0.721
Reply Text CNN + ELMo 0.671 0.936 0.949 0.688 0.662 0.727

Question Text Only Stacked Bi-LSTM + ELMo 0.638 0.931 0.938 0.569 0.73 0.718
Reply Text + Comment Text Dense CNN (GloVe) 0.63 0.936 0.945 0.754 0.56 0.702

Question Text Only Writing Style + Lexicon +
Sentiment + GloVe 0.618 0.906 0.942 0.671 0.574 0.648

Question Text Only char (3, 5) + Sentiment +
Writing-Style + Lexicon 0.614 0.916 0.944 0.753 0.521 0.672

Table 4: Classification results for learning models on the High-Agreement-Data scenario: confidence = 1.0

5.3 Incorporating Conversational Context

Since humans can better comprehend a comment
with reference to its context, we wanted to inves-
tigate the benefits of incorporating conversational
context in the learning models. For traditional ma-
chine learning models, we concatenate the feature
vectors for the preceding comment pci and main
comment ri which is then fed to the learning algo-
rithm. For deep learning models, we first vectorize
the preceding comment pci and the main comment
ri using the same encoder pipeline. The two vec-
tors are then concatenated and fed to a feedforward
neural network (Figure 3). In the LSTM-based
models, the final hidden states of the pci and ri
pipeline are concatenated. For CNN, the output of
the max pooling layers of the pci and ri pipeline
are concatenated.

In addition to simple concatenation, we exper-
iment with additional heuristics to model context
inspired from the task of Natural Language Infer-
ence (NLI). Specifically, we used a CNN encoder
to vectorize the context pci and main comment ri.
They are then combined using three-heuristics: (1)
concatenation, (2) element-wise product, and (3)
element-wise difference (Mou et al., 2016).

6 Experiments and Results

We conduct experiments across two dimensions:

1. Confidence Score: We hypothesize that the
models would exhibit better performance on

data samples which were easier for the coders
to annotate. To test this, we experiment with
two scenarios:

• All-Data: we use the complete dataset.

• High-Agreement-Data: we use data sam-
ples corresponding to confidence = 1.0.

2. Text Input: To investigate the benefits of
including contextual information, we experi-
ment with three input scenarios:

• Question Text Only: we only provide the
question text as input.

• Reply Text: we provide the full text of
the main comment as input.

• Reply Text + Comment Text: In addition
to the main comment, we also provide
the preceding comment text as input.

We evaluate our computational models on sev-
eral classification metrics: precision, recall, F1-
score, and Area under Receiver Operating Charac-
teristic curve (AUROC) and Precision-Recall curve
(AUPRC). All reported values are averaged over
stratified five-fold cross-validation runs. The empir-
ical results on All-Data and High-Agreement-Data
are presented in Table 3 and Table 4 respectively.15

15We only display the top-performing traditional and deep
learning models here. The complete list of all results is avail-
able in Appendix C.



2090

7 Discussion

Among traditional learning algorithms, a combi-
nation of simple word unigrams, bigrams, and tri-
grams achieves the best F1-score of 0.44. Adding
other hand-engineered features to word(1, 3) re-
sults in a better precision and AUPRC. As expected,
deep learning models outperform traditional ma-
chine learning algorithms for both All-Data and
High-Agreement-Data scenarios. In particular,
CNN models perform much better than LSTM mod-
els. This is evident from Tables 3 and 4 where
the best-CNN model outperforms the best-LSTM
model by a 3-point and 5-point increase in F1-score
respectively. We observe improvements with using
contextualized ELMo embeddings as opposed to
static GloVe embeddings for both scenarios. More-
over, the addition of dense hand-engineered feature
vector further improves the F1-score to 0.532. Fi-
nally, our hypothesis, that it would be easier for
the models to classify if it was easier for the hu-
mans, holds true in that there is a considerable
improvement in the F1-score (15 points) for High-
Agreement-Data.

Despite the performance gains observed with us-
ing more sophisticated deep learning models, the
performance is still poor to be used for any practi-
cal applications. This is not surprising given how
linguistically nuanced our dataset is and the com-
plexity associated with abusive language detection
on noisy social media text (Nobata et al., 2016).
Specifically, learning models struggle to deal with
implicit abuse – language which does not immedi-
ately convey abuse (Waseem et al., 2017). Aken
et al. (2018) find that their toxicity classifier fails on
data where there were instances of sarcasm, toxic-
ity without employing swear words, and rhetorical
questions. We qualitatively examined a random
sample of hundred unpalatable samples from our
dataset, and found that 65% do not contain swear
words and 20% involve sarcasm. Similarly, from a
random sample of hundred mis-classified unpalat-
able samples, 72% do not contain swear words and
30% involve sarcasm. Moreover, since unpalat-
able questions are rhetorical in nature, it is not sur-
prising that learning models performed relatively
poorly on the task.

Context. Our assumption was that models would
benefit from conversational context since humans
find it easier to determine the offensiveness of a
comment when provided with some context. It is,

however, evident from our empirical results that
incorporating context through providing the pre-
ceding comment to the model did not improve per-
formance for both traditional machine learning and
deep learning models. This finding is consistent
with other studies that attempt to incorporate in-
teractional context into their models (Karan and
Šnajder, 2019; Lee et al., 2018). We believe that ef-
fectively incorporating deeper context, as opposed
to just the preceding comment, using more sophisti-
cated methods such as hierarchical neural networks
might help improve performance.

Evaluation Metrics. Mishra et al. (2019) ob-
serve a problematic trend with several abuse de-
tection studies using AUROC for evaluation. This
is not ideal since ROC plots can be deceptive when
dealing with imbalanced classification scenarios
(Saito and Rehmsmeier, 2015). Since most abuse
detection datasets tend to be heavily skewed to-
wards non-abusive samples, this can lead to mis-
leadingly optimistic values for AUROC (also ob-
served in Tables 3 and 4). A better alternative is to
report AUPRC which is more robust to imbalanced
data since it evaluates the fraction of true positives
among positive predictions at different thresholds
(Saito and Rehmsmeier, 2015).

8 Conclusion

In this work, we addressed an important gap in the
abuse detection literature by introducing a novel
task of detecting unpalatable questions. We also
released a context-rich dataset for the task and im-
plemented a number of learning models to auto-
matically detect unpalatable questions. Our results
show that it is difficult to model subtle abuse due to
the language being nuanced and context-sensitive.
This calls for advancements in natural language un-
derstanding methods that can identify such implicit
signals and take pragmatic context into account.
We hope that future research would explore other
forms of abuse and draw inspiration from related
fields such as linguistic impoliteness. Detecting
abuse – both overt and subtle – on the Internet
would help enhance user’s experience online and
facilitate civil and productive discussions.
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– r/The Donald
– r/politics
– r/PoliticalDiscussion
– r/Conservative

• Sports:

– r/nfl
– r/sports
– r/nba
– r/hockey

• Hate and Toxic:

– r/cringepics
– r/cringe
– r/4chan
– r/CringeAnarchy
– r/KotakuInAction
– r/ImGoingToHellForThis
– r/TumblrInAction

B Crowdsourcing Instructions

The instructions provided to Amazon Mechanical
Turk coders are shown in Figure 4 and Figure 5.

C Results

The complete list of results for the All-Data sce-
nario are shown in Table 5 (deep learning models)
and Table 7 (traditional machine learning models).
Next, the complete list of results for the High-
Agreement-Data scenario are shown in Table 6
(deep learning models) and Table 8 (traditional
machine learning models).
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Figure 4: Instructions for the crowdsourcing task as seen by Mechanical Turk Workers.

Figure 5: Additional examples for the crowdsourcing task as seen by Mechanical Turk Workers.
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Text Input Model F1-score AUROC Weighted F1 Precision Recall Accuracy AUPRC
Reply Text Dense CNN (ELMo) 0.532 0.818 0.815 0.459 0.636 0.803 0.54

Reply Text + Comment Text CNN (ELMo) 0.52 0.814 0.806 0.444 0.636 0.792 0.527
Reply Text + Comment Text Dense CNN (ELMo) 0.516 0.815 0.816 0.476 0.578 0.809 0.531

Question Text Only CNN (ELMo) 0.514 0.811 0.802 0.434 0.643 0.787 0.532
Reply Text CNN (ELMo) 0.509 0.814 0.787 0.406 0.688 0.766 0.537

Reply Text + Comment Text NLI-CNN (ELMo) 0.507 0.810 0.805 0.443 0.602 0.792 0.515
Question Text Only Dense CNN (ELMo) 0.502 0.813 0.78 0.401 0.689 0.758 0.54
Question Text Only Dense Bi-LSTM (ELMo) 0.5 0.809 0.778 0.394 0.692 0.755 0.517

Reply Text + Comment Text Dense CNN (GloVe) 0.5 0.8 0.825 0.507 0.496 0.826 0.502
Question Text Only Bi-LSTM (ELMo) 0.5 0.804 0.778 0.391 0.697 0.755 0.513

Reply Text Stacked Bi-LSTM (ELMo) 0.497 0.803 0.782 0.396 0.67 0.76 0.501
Reply Text + Comment Text Dense Bi-LSTM (ELMo) 0.494 0.802 0.777 0.391 0.683 0.754 0.489
Reply Text + Comment Text CNN (GloVe) 0.491 0.802 0.826 0.517 0.471 0.829 0.51

Reply Text Dense LSTM (ELMo) 0.49 0.794 0.768 0.378 0.702 0.742 0.489
Question Text Only LSTM (ELMo) 0.489 0.802 0.767 0.378 0.7 0.742 0.509

Reply Text Bi-LSTM (ELMo) 0.489 0.799 0.765 0.376 0.707 0.739 0.494
Reply Text Dense Stacked Bi-LSTM (ELMo) 0.487 0.797 0.773 0.386 0.673 0.75 0.49

Reply Text + Comment Text LSTM (ELMo) 0.487 0.791 0.768 0.381 0.687 0.744 0.453
Reply Text + Comment Text Dense Stacked Bi-LSTM (ELMo) 0.484 0.791 0.783 0.407 0.626 0.766 0.468

Reply Text Dense Bi-LSTM (ELMo) 0.484 0.803 0.771 0.398 0.661 0.75 0.503
Question Text Only Dense Stacked Bi-LSTM (ELMo) 0.482 0.804 0.754 0.372 0.719 0.726 0.516

Reply Text + Comment Text Bi-LSTM (ELMo) 0.481 0.801 0.757 0.366 0.714 0.729 0.493
Reply Text LSTM (ELMo) 0.481 0.793 0.748 0.355 0.747 0.716 0.484

Question Text Only CNN (GloVe) 0.48 0.782 0.809 0.451 0.517 0.804 0.504
Reply Text + Comment Text Stacked Bi-LSTM (ELMo) 0.479 0.793 0.75 0.36 0.726 0.721 0.466

Question Text Only Stacked Bi-LSTM (ELMo) 0.478 0.8 0.744 0.352 0.746 0.712 0.507
Question Text Only Dense LSTM (ELMo) 0.477 0.804 0.74 0.349 0.76 0.707 0.514

Reply Text CNN (GloVe) 0.473 0.792 0.817 0.488 0.466 0.818 0.498
Question Text Only Dense CNN (GloVe) 0.472 0.765 0.788 0.416 0.562 0.775 0.479

Reply Text + Comment Text NLI-CNN (GloVe) 0.471 0.811 0.829 0.573 0.407 0.841 0.516
Reply Text + Comment Text Dense LSTM (ELMo) 0.468 0.783 0.748 0.357 0.698 0.72 0.448
Reply Text + Comment Text Stacked Bi-LSTM (GloVe) 0.461 0.767 0.795 0.422 0.524 0.787 0.443

Reply Text Dense Bi-LSTM (GloVe) 0.461 0.755 0.805 0.446 0.485 0.801 0.451
Reply Text Dense CNN (GloVe) 0.459 0.787 0.802 0.457 0.49 0.799 0.489
Reply Text Dense LSTM (GloVe) 0.458 0.742 0.8 0.435 0.492 0.795 0.436
Reply Text Dense Stacked Bi-LSTM (GloVe) 0.456 0.753 0.806 0.45 0.468 0.805 0.452

Reply Text + Comment Text Dense LSTM (GloVe) 0.455 0.752 0.796 0.419 0.504 0.789 0.423
Reply Text + Comment Text Dense Bi-LSTM (GloVe) 0.455 0.758 0.802 0.446 0.48 0.798 0.448

Question Text Only LSTM (GloVe) 0.452 0.736 0.776 0.394 0.555 0.761 0.435
Reply Text + Comment Text Bi-LSTM (GloVe) 0.451 0.762 0.805 0.457 0.459 0.804 0.446
Reply Text + Comment Text Dense Stacked Bi-LSTM (GloVe) 0.446 0.75 0.81 0.478 0.423 0.814 0.444

Question Text Only Dense LSTM (GloVe) 0.446 0.735 0.773 0.39 0.554 0.758 0.448
Question Text Only Dense Bi-LSTM (GloVe) 0.446 0.735 0.798 0.427 0.473 0.794 0.452
Question Text Only Dense Stacked Bi-LSTM (GloVe) 0.442 0.738 0.746 0.352 0.617 0.72 0.446
Question Text Only Stacked Bi-LSTM (GloVe) 0.439 0.733 0.768 0.376 0.551 0.751 0.447

Reply Text + Comment Text LSTM (GloVe) 0.438 0.742 0.793 0.451 0.462 0.79 0.422
Question Text Only Bi-LSTM (GloVe) 0.437 0.738 0.765 0.368 0.557 0.746 0.438

Reply Text Stacked Bi-LSTM (GloVe) 0.435 0.749 0.79 0.438 0.471 0.785 0.435
Reply Text LSTM (GloVe) 0.434 0.74 0.767 0.383 0.556 0.751 0.426
Reply Text Bi-LSTM (GloVe) 0.421 0.731 0.75 0.353 0.55 0.729 0.404

Table 5: Classification results for deep learning models on the complete dataset: confidence ∈ {0.6, 0.8, 1.0}
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Text Input Model F1-score AUROC Weighted F1 Precision Recall Accuracy AUPRC
Question Text Only Dense CNN (ELMo) 0.686 0.937 0.95 0.672 0.704 0.949 0.739

Reply Text + Comment Text NLI-CNN (ELMo) 0.674 0.937 0.95 0.74 0.625 0.953 0.721
Reply Text CNN (ELMo) 0.671 0.936 0.949 0.688 0.662 0.949 0.727

Question Text Only CNN (ELMo) 0.669 0.937 0.946 0.643 0.702 0.945 0.734
Reply Text Dense CNN (ELMo) 0.668 0.939 0.949 0.709 0.634 0.95 0.736

Reply Text + Comment Text Dense CNN (ELMo) 0.667 0.941 0.949 0.73 0.618 0.951 0.735
Reply Text + Comment Text CNN (ELMo) 0.665 0.941 0.948 0.695 0.655 0.949 0.737

Question Text Only Stacked Bi-LSTM (ELMo) 0.638 0.931 0.938 0.569 0.73 0.934 0.718
Reply Text + Comment Text Dense CNN (GloVe) 0.63 0.936 0.945 0.754 0.56 0.949 0.702

Question Text Only Dense Bi-LSTM (ELMo) 0.628 0.931 0.937 0.568 0.715 0.934 0.714
Reply Text CNN (GloVe) 0.626 0.932 0.945 0.754 0.538 0.949 0.711

Question Text Only Dense CNN (GloVe) 0.625 0.926 0.944 0.705 0.572 0.946 0.695
Question Text Only Bi-LSTM (ELMo) 0.623 0.931 0.934 0.543 0.735 0.929 0.711

Reply Text Dense Stacked Bi-LSTM (ELMo) 0.61 0.915 0.934 0.553 0.687 0.931 0.651
Question Text Only CNN (GloVe) 0.609 0.92 0.94 0.673 0.569 0.942 0.692

Reply Text + Comment Text CNN (GloVe) 0.605 0.936 0.944 0.777 0.499 0.949 0.708
Reply Text + Comment Text Bi-LSTM (GloVe) 0.603 0.9 0.942 0.712 0.525 0.946 0.644
Reply Text + Comment Text Dense Bi-LSTM (ELMo) 0.603 0.914 0.934 0.565 0.653 0.932 0.638

Reply Text Dense CNN (GloVe) 0.603 0.934 0.94 0.682 0.549 0.943 0.703
Reply Text + Comment Text Dense LSTM (ELMo) 0.602 0.9 0.934 0.553 0.664 0.931 0.586
Reply Text + Comment Text NLI-CNN (GloVe) 0.6 0.937 0.943 0.794 0.485 0.949 0.717
Reply Text + Comment Text Stacked Bi-LSTM (GloVe) 0.597 0.908 0.939 0.657 0.556 0.941 0.638
Reply Text + Comment Text Bi-LSTM (ELMo) 0.595 0.911 0.932 0.542 0.671 0.929 0.626

Question Text Only Dense Stacked Bi-LSTM (ELMo) 0.595 0.931 0.925 0.505 0.763 0.916 0.712
Question Text Only Dense Bi-LSTM (GloVe) 0.592 0.885 0.937 0.646 0.554 0.939 0.629

Reply Text + Comment Text Dense Bi-LSTM (GloVe) 0.583 0.901 0.937 0.655 0.534 0.94 0.633
Reply Text + Comment Text Dense Stacked Bi-LSTM (GloVe) 0.582 0.895 0.936 0.619 0.558 0.937 0.603

Reply Text Bi-LSTM (ELMo) 0.582 0.92 0.924 0.492 0.722 0.916 0.654
Reply Text Dense Bi-LSTM (GloVe) 0.581 0.894 0.936 0.623 0.554 0.937 0.623

Reply Text + Comment Text Dense Stacked Bi-LSTM (ELMo) 0.58 0.902 0.932 0.569 0.601 0.931 0.601
Question Text Only Dense LSTM (ELMo) 0.577 0.922 0.92 0.467 0.77 0.91 0.68

Reply Text Dense LSTM (ELMo) 0.577 0.901 0.927 0.512 0.673 0.922 0.637
Reply Text Dense Bi-LSTM (ELMo) 0.576 0.917 0.921 0.477 0.744 0.911 0.65

Question Text Only Bi-LSTM (GloVe) 0.575 0.891 0.932 0.6 0.585 0.932 0.64
Reply Text + Comment Text Stacked Bi-LSTM (ELMo) 0.574 0.906 0.931 0.563 0.592 0.93 0.594

Question Text Only LSTM (GloVe) 0.573 0.871 0.936 0.65 0.521 0.939 0.612
Reply Text Stacked Bi-LSTM (ELMo) 0.567 0.916 0.926 0.539 0.638 0.921 0.632

Reply Text + Comment Text LSTM (ELMo) 0.566 0.888 0.928 0.539 0.62 0.925 0.555
Reply Text Bi-LSTM (GloVe) 0.566 0.887 0.937 0.685 0.485 0.941 0.625
Reply Text Stacked Bi-LSTM (GloVe) 0.563 0.89 0.932 0.582 0.55 0.932 0.61

Question Text Only LSTM (ELMo) 0.561 0.925 0.915 0.444 0.768 0.903 0.684
Reply Text Dense LSTM (GloVe) 0.557 0.872 0.932 0.613 0.528 0.933 0.59
Reply Text LSTM (GloVe) 0.556 0.865 0.931 0.599 0.541 0.932 0.589

Reply Text + Comment Text Dense LSTM (GloVe) 0.552 0.88 0.933 0.631 0.508 0.936 0.592
Question Text Only Dense Stacked Bi-LSTM (GloVe) 0.552 0.87 0.925 0.568 0.589 0.921 0.615
Question Text Only Dense LSTM (GloVe) 0.551 0.881 0.928 0.571 0.563 0.928 0.617

Reply Text + Comment Text LSTM (GloVe) 0.545 0.88 0.933 0.639 0.488 0.937 0.593
Reply Text LSTM (ELMo) 0.541 0.898 0.914 0.447 0.698 0.904 0.603
Reply Text Dense Stacked Bi-LSTM (GloVe) 0.529 0.903 0.912 0.494 0.658 0.902 0.608

Table 6: Classification results for deep learning models on the high-agreement dataset: confidence = 1.0
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Text Input Feature F1-score AUROC Weighted F1 Precision Recall Accuracy AUPRC
Reply Text word (1, 3) 0.443 0.782 0.823 0.549 0.373 0.836 0.481

Question Text Only word (1, 3) + Sentiment +
Writing-Style + Lexicon 0.432 0.764 0.81 0.471 0.4 0.816 0.443

Reply Text word (1, 3) + Sentiment +
Writing-Style + Lexicon 0.429 0.785 0.825 0.6 0.335 0.843 0.491

Question Text Only char (3, 5) + Sentiment +
Writing-Style + Lexicon 0.423 0.752 0.814 0.508 0.363 0.826 0.46

Question Text Only word (1, 3) 0.422 0.764 0.815 0.519 0.357 0.828 0.46

Question Text Only char (5, 5) + Sentiment +
Writing-Style + Lexicon 0.419 0.753 0.813 0.503 0.359 0.825 0.457

Question Text Only char (4, 4) + Sentiment +
Writing-Style + Lexicon 0.417 0.762 0.816 0.531 0.345 0.83 0.464

Question Text Only char (3, 5) 0.415 0.748 0.812 0.5 0.355 0.824 0.451
Reply Text char (3, 5) 0.414 0.759 0.817 0.542 0.335 0.833 0.463

Reply Text char (3, 5) + Sentiment +
Writing-Style + Lexicon 0.412 0.764 0.815 0.531 0.336 0.831 0.467

Reply Text + Comment Text word (1, 3) + Sentiment +
Writing-Style + Lexicon 0.412 0.727 0.793 0.415 0.411 0.794 0.39

Reply Text char (5, 5) + Sentiment +
Writing-Style + Lexicon 0.409 0.767 0.819 0.57 0.319 0.838 0.471

Reply Text + Comment Text word (1, 3) 0.409 0.786 0.818 0.561 0.323 0.836 0.466

Question Text Only char (3, 3) + Sentiment +
Writing-Style + Lexicon 0.408 0.759 0.814 0.526 0.336 0.829 0.456

Reply Text char (4, 4) + Sentiment +
Writing-Style + Lexicon 0.407 0.744 0.809 0.487 0.349 0.821 0.437

Question Text Only char (4, 4) 0.403 0.739 0.803 0.456 0.361 0.812 0.432

Question Text Only word (1, 1) + Sentiment +
Writing-Style + Lexicon 0.4 0.765 0.813 0.525 0.323 0.83 0.46

Reply Text char (4, 4) 0.4 0.742 0.807 0.482 0.342 0.82 0.434
Reply Text char (5, 5) 0.399 0.727 0.801 0.446 0.362 0.809 0.402

Reply Text + Comment Text char (4, 4) + Sentiment +
Writing-Style + Lexicon 0.398 0.758 0.813 0.531 0.319 0.831 0.443

Question Text Only char (5, 5) 0.394 0.744 0.808 0.495 0.328 0.823 0.448

Reply Text + Comment Text word (1, 1) + Sentiment +
Writing-Style + Lexicon 0.392 0.737 0.802 0.456 0.344 0.813 0.406

Reply Text + Comment Text char (3, 5) + Sentiment +
Writing-Style + Lexicon 0.391 0.729 0.798 0.438 0.354 0.807 0.399

Question Text Only char (3, 3) 0.39 0.704 0.784 0.385 0.395 0.783 0.357

Reply Text char (3, 3) + Sentiment +
Writing-Style + Lexicon 0.389 0.71 0.782 0.38 0.399 0.78 0.369

Reply Text + Comment Text Writing Style + Lexicon +
Sentiment + GloVe 0.387 0.767 0.81 0.516 0.309 0.828 0.432

Reply Text + Comment Text char (5, 5) + Sentiment +
Writing-Style + Lexicon 0.387 0.734 0.8 0.446 0.342 0.81 0.403

Reply Text + Comment Text char (3, 3) + Sentiment +
Writing-Style + Lexicon 0.385 0.72 0.793 0.418 0.357 0.8 0.383

Question Text Only Writing Style + Lexicon +
Sentiment + GloVe 0.384 0.783 0.817 0.609 0.281 0.842 0.474

Reply Text + Comment Text Writing Style + Lexicon +
GloVe 0.384 0.768 0.809 0.515 0.307 0.828 0.434

Reply Text + Comment Text word (1, 1) 0.384 0.73 0.8 0.449 0.336 0.811 0.398

Reply Text word (1, 1) + Sentiment +
Writing-Style + Lexicon 0.384 0.696 0.786 0.392 0.376 0.788 0.358

Question Text Only word (2, 2) + Sentiment +
Writing-Style + Lexicon 0.384 0.707 0.8 0.451 0.335 0.811 0.386

Reply Text char (3, 3) 0.383 0.704 0.78 0.375 0.39 0.778 0.362

Question Text Only Writing Style + Lexicon +
GloVe 0.383 0.782 0.816 0.597 0.283 0.84 0.472

Reply Text + Comment Text Fasttext 0.379 0.765 0.809 0.525 0.296 0.829 0.428
Reply Text word (1, 1) 0.377 0.697 0.788 0.4 0.357 0.793 0.362

Reply Text Writing Style + Lexicon +
Sentiment + GloVe 0.377 0.785 0.813 0.571 0.282 0.837 0.465

Reply Text + Comment Text char (5, 5) 0.377 0.718 0.796 0.436 0.332 0.807 0.389

Reply Text Writing Style + Lexicon +
GloVe 0.376 0.786 0.813 0.57 0.281 0.837 0.466

Question Text Only word (1, 1) 0.375 0.697 0.787 0.395 0.357 0.791 0.352
Reply Text + Comment Text char (3, 5) 0.374 0.72 0.792 0.415 0.342 0.8 0.386
Reply Text + Comment Text char (3, 3) 0.371 0.714 0.789 0.405 0.344 0.796 0.376
Reply Text + Comment Text char (4, 4) 0.367 0.751 0.805 0.5 0.291 0.824 0.433
Reply Text + Comment Text RedditW2V 0.367 0.762 0.807 0.517 0.285 0.828 0.416

Question Text Only Fasttext 0.365 0.775 0.811 0.58 0.266 0.837 0.459
Question Text Only GloVe 0.362 0.78 0.812 0.594 0.261 0.839 0.464

Reply Text word (2, 2) + Sentiment +
Writing-Style + Lexicon 0.361 0.727 0.808 0.544 0.271 0.832 0.425

Reply Text + Comment Text GloVe 0.356 0.762 0.804 0.511 0.273 0.827 0.424
Reply Text Fasttext 0.355 0.781 0.809 0.569 0.258 0.835 0.455

Reply Text + Comment Text word (2, 2) + Sentiment +
Writing-Style + Lexicon 0.354 0.704 0.79 0.418 0.307 0.803 0.362

Question Text Only word (3, 3) + Sentiment +
Writing-Style + Lexicon 0.348 0.712 0.804 0.526 0.261 0.829 0.4

Reply Text RedditW2V 0.345 0.778 0.806 0.556 0.25 0.833 0.438
Question Text Only RedditW2V 0.342 0.776 0.806 0.559 0.247 0.834 0.436

Reply Text GloVe 0.336 0.778 0.805 0.557 0.241 0.833 0.452
Reply Text word (2, 2) 0.326 0.651 0.79 0.43 0.262 0.809 0.321

Reply Text + Comment Text word (2, 2) 0.324 0.68 0.785 0.403 0.271 0.801 0.338
Question Text Only word (2, 2) 0.324 0.676 0.791 0.438 0.257 0.812 0.36

Reply Text word (3, 3) + Sentiment +
Writing-Style + Lexicon 0.324 0.69 0.797 0.496 0.242 0.823 0.37

Reply Text + Comment Text word (3, 3) + Sentiment +
Writing-Style + Lexicon 0.294 0.752 0.798 0.575 0.198 0.833 0.431

Reply Text + Comment Text GoogleW2V 0.291 0.735 0.787 0.435 0.219 0.813 0.362
Question Text Only GoogleW2V 0.279 0.752 0.792 0.511 0.192 0.826 0.394
Question Text Only word (3, 3) 0.278 0.62 0.79 0.491 0.194 0.823 0.314

Reply Text GoogleW2V 0.26 0.754 0.786 0.481 0.178 0.822 0.384
Reply Text word (3, 3) 0.25 0.592 0.783 0.46 0.172 0.819 0.274

Table 7: Classification results for Logistic Regression on the complete dataset: confidence ∈ {0.6, 0.8, 1.0}
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Text Input Feature F1-score AUROC Weighted F1 Precision Recall Accuracy AUPRC

Question Text Only Writing Style + Lexicon +
Sentiment + GloVe 0.618 0.906 0.942 0.671 0.574 0.944 0.648

Question Text Only Writing Style + Lexicon + GloVe 0.616 0.907 0.942 0.672 0.572 0.944 0.65

Question Text Only char (3, 5) + Sentiment +
Writing-Style + Lexicon 0.614 0.916 0.944 0.753 0.521 0.949 0.672

Question Text Only char (5, 5) + Sentiment +
Writing-Style + Lexicon 0.612 0.917 0.944 0.747 0.521 0.948 0.666

Question Text Only char (4, 4) + Sentiment +
Writing-Style + Lexicon 0.606 0.917 0.943 0.733 0.518 0.947 0.668

Question Text Only word (1, 3) + Sentiment +
Writing-Style + Lexicon 0.6 0.917 0.941 0.711 0.521 0.945 0.665

Question Text Only GloVe 0.594 0.897 0.938 0.639 0.558 0.94 0.611
Question Text Only Fasttext 0.59 0.907 0.938 0.648 0.543 0.941 0.623

Question Text Only word (1, 1) + Sentiment +
Writing-Style + Lexicon 0.582 0.907 0.936 0.627 0.545 0.938 0.643

Question Text Only char (3, 3) + Sentiment +
Writing-Style + Lexicon 0.581 0.905 0.938 0.663 0.521 0.941 0.629

Reply Text word (1, 3) + Sentiment +
Writing-Style + Lexicon 0.567 0.93 0.939 0.745 0.461 0.945 0.654

Question Text Only word (2, 2) + Sentiment +
Writing-Style + Lexicon 0.566 0.896 0.937 0.671 0.49 0.941 0.605

Reply Text word (1, 1) + Sentiment +
Writing-Style + Lexicon 0.558 0.913 0.936 0.677 0.481 0.941 0.62

Question Text Only word (1, 3) 0.554 0.918 0.935 0.651 0.483 0.939 0.579
Question Text Only char (4, 4) 0.552 0.891 0.934 0.649 0.483 0.939 0.581

Reply Text char (3, 5) + Sentiment +
Writing-Style + Lexicon 0.549 0.9 0.934 0.646 0.479 0.938 0.598

Reply Text char (4, 4) + Sentiment +
Writing-Style + Lexicon 0.549 0.925 0.937 0.765 0.432 0.945 0.654

Reply Text Fasttext 0.545 0.898 0.932 0.618 0.49 0.936 0.58
Reply Text word (1, 3) 0.544 0.925 0.935 0.688 0.452 0.941 0.608
Reply Text Writing Style + Lexicon + GloVe 0.539 0.897 0.931 0.589 0.499 0.933 0.586

Reply Text char (5, 5) + Sentiment +
Writing-Style + Lexicon 0.539 0.926 0.936 0.771 0.419 0.944 0.651

Reply Text Writing Style + Lexicon +
Sentiment + GloVe 0.538 0.897 0.931 0.597 0.492 0.934 0.587

Reply Text + Comment Text word (1, 3) 0.537 0.888 0.926 0.526 0.552 0.925 0.5

Reply Text + Comment Text word (1, 1) + Sentiment +
Writing-Style + Lexicon 0.533 0.915 0.934 0.702 0.433 0.941 0.597

Reply Text char (3, 5) 0.53 0.889 0.932 0.643 0.452 0.937 0.57
Question Text Only char (3, 5) 0.53 0.917 0.936 0.783 0.404 0.944 0.646

Reply Text char (3, 3) + Sentiment +
Writing-Style + Lexicon 0.529 0.909 0.932 0.646 0.45 0.937 0.606

Reply Text word (2, 2) + Sentiment +
Writing-Style + Lexicon 0.529 0.909 0.934 0.735 0.415 0.942 0.612

Question Text Only word (1, 1) 0.527 0.888 0.93 0.602 0.47 0.933 0.56
Reply Text GloVe 0.526 0.889 0.93 0.613 0.463 0.935 0.567

Reply Text + Comment Text word (1, 3) + Sentiment +
Writing-Style + Lexicon 0.526 0.883 0.924 0.508 0.545 0.922 0.501

Reply Text + Comment Text Fasttext 0.525 0.876 0.924 0.512 0.541 0.923 0.516

Reply Text + Comment Text char (5, 5) + Sentiment +
Writing-Style + Lexicon 0.523 0.89 0.931 0.648 0.439 0.937 0.569

Reply Text + Comment Text char (3, 5) + Sentiment +
Writing-Style + Lexicon 0.521 0.925 0.934 0.756 0.399 0.942 0.637

Question Text Only char (3, 3) 0.519 0.889 0.93 0.62 0.448 0.935 0.575
Reply Text + Comment Text Writing Style + Lexicon + GloVe 0.519 0.879 0.924 0.515 0.525 0.923 0.528

Reply Text word (1, 1) 0.517 0.898 0.931 0.658 0.43 0.938 0.578

Reply Text + Comment Text char (3, 3) + Sentiment +
Writing-Style + Lexicon 0.517 0.911 0.932 0.676 0.419 0.938 0.603

Reply Text + Comment Text char (4, 4) + Sentiment +
Writing-Style + Lexicon 0.515 0.888 0.93 0.636 0.435 0.936 0.571

Reply Text char (3, 3) 0.512 0.881 0.926 0.565 0.468 0.93 0.549

Reply Text + Comment Text Writing Style + Lexicon +
Sentiment + GloVe 0.511 0.878 0.922 0.503 0.521 0.922 0.522

Reply Text + Comment Text word (2, 2) + Sentiment +
Writing-Style + Lexicon 0.507 0.911 0.932 0.739 0.386 0.941 0.602

Reply Text char (5, 5) 0.506 0.881 0.928 0.61 0.435 0.934 0.549
Question Text Only RedditW2V 0.505 0.889 0.925 0.56 0.461 0.928 0.506
Question Text Only char (5, 5) 0.505 0.909 0.932 0.764 0.379 0.942 0.621

Reply Text char (4, 4) 0.504 0.879 0.928 0.599 0.437 0.933 0.55
Reply Text + Comment Text GloVe 0.504 0.872 0.922 0.505 0.507 0.922 0.516

Question Text Only word (3, 3) + Sentiment +
Writing-Style + Lexicon 0.499 0.891 0.93 0.688 0.395 0.937 0.591

Reply Text + Comment Text char (5, 5) 0.493 0.874 0.927 0.627 0.406 0.934 0.533
Reply Text + Comment Text char (3, 5) 0.489 0.876 0.926 0.612 0.408 0.933 0.529

Reply Text RedditW2V 0.488 0.877 0.924 0.556 0.441 0.928 0.483
Reply Text + Comment Text word (1, 1) 0.487 0.885 0.927 0.616 0.404 0.933 0.518
Reply Text + Comment Text RedditW2V 0.483 0.875 0.92 0.503 0.466 0.921 0.479
Reply Text + Comment Text char (4, 4) 0.482 0.882 0.926 0.61 0.399 0.933 0.552

Reply Text word (3, 3) + Sentiment +
Writing-Style + Lexicon 0.472 0.847 0.925 0.614 0.388 0.932 0.505

Reply Text + Comment Text char (3, 3) 0.47 0.901 0.927 0.715 0.351 0.937 0.572
Question Text Only Writing Style + Lexicon + Sentiment 0.457 0.88 0.926 0.697 0.342 0.936 0.543
Question Text Only GoogleW2V 0.456 0.874 0.92 0.531 0.399 0.925 0.453
Question Text Only Writing Style + Lexicon 0.446 0.87 0.925 0.72 0.324 0.937 0.518
Question Text Only word (2, 2) 0.443 0.832 0.923 0.62 0.346 0.932 0.446

Reply Text word (2, 2) 0.443 0.802 0.921 0.58 0.36 0.929 0.419

Reply Text + Comment Text word (3, 3) + Sentiment +
Writing-Style + Lexicon 0.439 0.864 0.92 0.569 0.36 0.927 0.476

Reply Text + Comment Text Writing Style + Lexicon + Sentiment 0.409 0.877 0.92 0.658 0.298 0.932 0.49
Reply Text + Comment Text word (2, 2) 0.397 0.81 0.915 0.534 0.318 0.924 0.398
Reply Text + Comment Text GoogleW2V 0.393 0.844 0.903 0.385 0.406 0.901 0.371

Table 8: Classification results for Logistic Regression on the high-agreement dataset: confidence = 1.0


