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Abstract

OPUS-CAT is a collection of software which
enables translators to use neural machine trans-
lation in computer-assisted translation tools
without exposing themselves to security and
confidentiality risks inherent in online ma-
chine translation. OPUS-CAT uses the public
OPUS-MT machine translation models, which
are available for over a thousand language
pairs. The generic OPUS-MT models can be
fine-tuned with OPUS-CAT on the desktop us-
ing data for a specific client or domain.

1 Introduction

Neural machine translation (NMT) has brought
about a dramatic increase in the quality of ma-
chine translation in the past five years. The re-
sults of the latest European Language Industry Sur-
vey (FIT Europe et al., 2020) confirm that NMT is
now routinely used in professional translation work.
NMT systems used in translation work are devel-
oped by specialized machine translation vendors,
translation agencies, and organizations that have
their own translation departments. Translators use
NMT either at the request of a client, in which case
the client provides the NMT, or independently, in
which case they usually rely on web-based services
offered by large tech companies (such as Google or
Microsoft) or specialized machine translation ven-
dors. These web-based services are mainly used
through machine translation plugins or integrations
that are available for all major computer-assisted
translation (CAT) tools, such as SDL Trados and
memoQ.

Even though MT has been extensively used in
the translation industry for over a decade (Doherty
et al., 2013), there is still considerable scope for
growth: according to FIT Europe et al. (2020),
78 percent of language service companies plan to
increase or start MT use, and most independent

translation professionals use MT only occasionally.
One of the factors slowing down the adoption of
MT are risks related to confidentiality and security.
There are well-known risks involved with using
web services, which also concern the web-based
NMT services available to translators and organi-
zations: data sent to the service may be intercepted
en route, or it may be misused or handled care-
lessly by the service provider. These security and
confidentiality risks (even if they are unlikely to ac-
tualize) hinder MT use by independent translation
professionals, since their clients often specifically
forbid or restrict the use of web-based MT (Euro-
pean Commission, 2019). Even if using web-based
MT is not expressly forbidden, translators may con-
sider it unethical or they may fear it might expose
them to unexpected legal liabilities (Kamocki et al.,
2016).

Producing MT directly on the translator’s com-
puter without any communication with external
services eliminates the confidentiality and security
risks associated with web-based MT. This requires
an optimized NMT framework which is capable of
running on Windows computers (as most CAT tools
are only available for Windows), and pre-trained
NMT models for all required language pairs. The
Marian NMT framework (Junczys-Dowmunt et al.,
2018) fulfills the first requirement, as it is highly op-
timized and supports Windows builds. Pre-trained
NMT models are available from the OPUS-MT
project (Tiedemann and Thottingal, 2020), which
trains and publishes Marian-compatible NMT mod-
els with the data collected in the OPUS corpus
(Tiedemann, 2012). OPUS-CAT is a software col-
lection which contains a local MT engine for Win-
dows computers built around the Marian frame-
work and OPUS-MT models, and a selection of
plugins for CAT tools. OPUS-CAT is aimed at pro-
fessional translators, which is why it also supports
the fine-tuning of the base OPUS-MT models with
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Figure 1: Diagram of the software and models used in OPUS-CAT.

project-specific data.

2 OPUS-CAT MT Engine

The main component of OPUS-CAT is the OPUS-
CAT MT Engine, a locally installed Windows appli-
cation with a graphical user interface. OPUS-CAT
MT Engine can be used to download NMT mod-
els from the OPUS-MT model repository, which
contains models for over a thousand language pairs.

Figure 2: Install OPUS-MT models locally (1,000+ lan-
guage pairs available)

Once a model has been downloaded, OPUS-CAT
MT Engine can use it to generate translations by
invoking a Marian executable included in the in-
stallation. Before the text is sent to the Marian
executable, OPUS-CAT MT Engine automatically
pre-processes the text using the same method that
was originally used for pre-processing the train-
ing corpus of the model. Pre-processing is model-
specific, as the older OPUS-MT models use Sub-
word NMT (Sennrich et al., 2016) for segment-

ing the text while newer models use SentencePiece
(Kudo and Richardson, 2018). Both Subword NMT
and SentencePiece are coded in Python, but they
are distributed as standalone Windows executables
with OPUS-CAT MT Engine, as requiring the users
to install Python in Windows would complicate the
setup process.

OPUS-CAT MT Engine user interface provides
a simple functionality for translating text, but the
translations are mainly intended to be generated via
an API that the OPUS-CAT MT Engine exposes.
This API can be used via two protocols: net.tcp
and HTTP. net.tcp is used with plugins for the SDL
Trados and memoQ CAT tools, while HTTP is used
for other plugins and integration. The motivation
for using net.tcp is that exposing a net.tcp service
on the local Windows computer does not require
administrator privileges, which makes setting up
the OPUS-CAT MT Engine much easier for non-
technical users. However, Trados and memoQ are
the only CAT tools with sufficiently sophisticated
plugin development kits to allow for net.scp con-
nections, so the API can also be used via HTTP
with some extra configuration steps, so that it can
be used from other tools. The API has three main
functionalities:

• Translate: Generates a translation for a
source sentence (or retrieves it from a cache)
and returns it as a reply to the request.

• PreorderBatch: Adds a batch of source sen-
tences to the translation queue and immedi-
ately returns a confirmation without waiting
for the translations to be generated.
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• Customize: Initiates model customization us-
ing the fine-tuning material included in the
request.

The OPUS-CAT MT Engine stores the local
NMT models in the user’s application data folder
in order to avoid file permission issues. Local ap-
plication data folder is used, as saving the models
in the roaming application data folder could lead
to unwanted copying of the models, if same user
profile is used on multiple computers. The user
interface of the OPUS-CAT MT Engine contains
functionalities for managing models installed on
the computer, such as deletion of models, packag-
ing of models for migration to other systems, and
tagging the models with descriptive tags. The tags
can be used to select specific models in CAT tool
plugins, e.g. a model fine-tuned for a specific cus-
tomer can be tagged with the name of the customer.

3 CAT tool plugins and integration

OPUS-CAT contains plugins for three CAT tools:
SDL Trados, memoQ and OmegaT. OPUS-CAT
can also be used with the Wordfast CAT tool, which
supports fetching translations from services via
APIs. As SDL Trados is the established market
leader among CAT tools, and it has the most exten-
sive plugin development support, the OPUS-CAT
plugin for SDL Trados is more feature-rich than
the other plugins. The other plugins simply sup-
port fetching translations through the Translate API
method. SDL Trados plugin also contains an option
to initiate the fine-tuning of a model based on the
bilingual material included in a translation project.

One difficult aspect of integrating MT services
with CAT tools is latency. Delays in presenting
the translation to the user affect the user experi-
ence adversely and may even lower productivity
significantly. For most MT services the delay is
due to web latency, but for OPUS-CAT the gen-
eration of translations itself may be so slow that
it causes a visible delay, since OPUS-CAT uses a
CPU for translation instead of a much faster GPU.
In any CAT tool, this delay can be eliminated by
pre-translating the translation project with the MT
service prior to starting the translation.

In the OPUS-CAT plugin for SDL Trados there
is also a feature which can be used to initiate the
translation of segments ahead of time. Whenever
the translator moves to a new segment, the plugin
will send the segments following the selected seg-
ment (the number of segments can be configured

Figure 3: Trados plugin settings. Note the preordering
function and model tag.

in the plugin settings) to the OPUS-CAT for trans-
lation. This means that when the translator moves
to the next segment, it has already been translated
and can simply be retrieved from the OPUS-CAT
translation cache.

4 Local fine-tuning of models

OPUS-CAT is intended for professional transla-
tors, and the utility of generic NMT models in pro-
fessional translation is uncertain (Sánchez-Gijón
et al., 2019), while performance improvements re-
sulting from the use domain-adapted NMT models
have been observed multiple times (Läubli et al.,
2019; Macken et al., 2020). Because of this, OPUS-
CAT MT Engine includes a functionality for fine-
tuning models with small amounts of bilingual data.
The method of fine-tuning is simple: the generic
OPUS-MT model for a language pair is duplicated,
and Marian training of the model is resumed with
the model using the domain-specific data as the
training set. This particular method of fine-tuning
was first described in Luong and Manning (2015),
but adaptation of statistical and neural MT models
with domain-specific data has been common for
over a decade (Koehn and Schroeder, 2007). The
fine-tuning is performed using the same Marian
executable included with OPUS-CAT MT Engine
installation, which is also used for generating trans-
lations.

OPUS-CAT MT Engine is a Windows program
intended to run on mid-tier desktop and laptop com-
puters that translators commonly use, so the fine-
tuning process cannot be computationally intensive.
The fine-tuning must rely on CPUs, since GPUs
suitable for neural network training are not avail-
able on the translators’ computers. This places
severe restrictions on the size of the fine-tuning set
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and the duration of the training. Furthermore, the
fine-tuning functionality is intended to be used by
translators without specialist knowledge about ma-
chine translation, so the users cannot be expected
to be able to adjust the fine-tuning settings. That is
why the fine-tuning functionality has to have a con-
servative set of default settings that work in almost
all environments and circumstances.

In a typical translation job, deadlines usually
allow for considerably more time for delivery of the
translation than the actual translation work requires.
This is due to the fact that translators normally
have multiple jobs underway or lined up at any
given time, and extended deadlines are required
so that translators can organize and prioritize their
work. This means that there is generally at least
a couple of hours of time available for running
the fine-tuning process before the actual translation
work has to begin. On the basis of this estimate, the
fine-tuning process should generally take at most
two hours.

Another consideration in fine-tuning is that the
process takes place on a computer that may be used
for other tasks during the fine-tuning. This means
that the fine-tuning process cannot take advantage
of all the resources available on the computer, as do-
ing so would cause performance issues for the user.
In order to keep the fine-tuning as non-intrusive
as possible, OPUS-CAT MT Engine uses only a
single thread and a workspace of 2048 MB for
fine-tuning.

Because of the limited amount of processing
power available and the target duration of at most
two hours, the fine-tuning is stopped after a single
epoch by default. The actual duration will vary
according to the sentence count and the sentence
length distribution of the fine-tuning set. The dura-
tion will be approximately two hours when the fine-
tuning set contains the default maximum amount
of sentences, which is 10,000.

It would be possible to allow the fine-tuning to
last for multiple epochs and to adjust the amount
of epochs based on the sentence count, but infor-
mal testing during development indicated that a
single epoch of fine-tuning tends to have a notice-
able effect on the MT output even with small fine-
tuning sets. Also, some output corruption indicat-
ing over-fitting was detected when fine-tuning was
continued over many epochs. Because of these in-
dications of over-fitting, the learning rate was also
lowered to 0.00002 from the default 0.0001. Ad-

vanced users can change these default settings in
the settings tab of the OPUS-CAT MT Engine.

Figure 4: Initiating fine-tuning from OPUS-CAT MT
Engine.

Currently fine-tuning can be initiated directly
from the OPUS-CAT MT Engine or from the SDL
Trados plugin. When initiated from the OPUS-
CAT MT Engine, a .tmx file or a pair of source
and target files can be used as fine-tuning mate-
rial. Fine-tuning from the SDL Trados plugin
allows for much more sophisticated selection of
fine-tuning material. The fine-tuning functional-
ity in the SDL Trados plugin is implemented as a
batch task, which is performed for a given transla-
tion project. Translation projects usually contain
segments which have already been translated (full
matches). By default, the fine-tuning task extracts
these segments as fine-tuning material. These are
assumed to be the most relevant material, since
they pertain directly to the translation project.

Figure 5: Initiating fine-tuning from OPUS-CAT plu-
gin for SDL Trados.)

If the translation project does not contain enough
full matches, it is possible to extract translation
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units from the translation memories attached to
the translation project. The fine-tuning task uses
the fuzzy matching functionality of SDL Trados
to extract partially matching translation units ac-
cording to the specified minimum fuzzy percentage.
The task can also extract fine-tuning material by
performing a concordance search for words or se-
quences of words in the source segment. Finally,
if the other methods have not managed to extract a
sufficient amount of fine-tuning material, the task
can simply bulk up the fine-tuning set by extracting
segments from the translation memories, starting
with the newest (assumed to be the most relevant).

Figure 6: Monitoring fine-tuning progress.)

Progress of the fine-tuning can be monitored in
the OPUS-CAT MT Engine. When a fine-tuning
job is initiated, part of the fine-tuning set is sepa-
rated for use as an in-domain validation set. For
most language pairs, OPUS-CAT MT Engine also
contains out-of-domain validation sets, which have
been extracted from the Tatoeba corpus (Tiede-
mann, 2020). The in-domain and out-of-domain
validation sets are combined and evaluated period-
ically during fine-tuning with SacreBLEU (Post,
2018), which is also included in OPUS-CAT as a
standalone Windows executable. The evaluation
results for each set are plotted as a graph in the
OPUS-CAT MT Engine. OPUS-CAT MT Engine
also displays an estimate of the remaining dura-
tion of the fine-tuning. These visual indications
of progress are important, as the users of the fine-
tuning functionality are translators without special-
ist technical skills.

The fine-tuning functionality also has an op-
tion to include tags found in the fine-tuning set
as generic tag markers. The fine-tuned model will
then learn to generate tag markers in the transla-
tions, and these can be used to transfer tags from
source to target in CAT tools (currently only the

SDL Trados plugin supports tag conversion). Place-
holder tags and tag pairs are converted separately.
This approach to tag handling is similar to the one
found in (Hanneman and Dinu, 2020), but simpler.
The main difference is that the same textual tag
marker is used for every tag, so the tag handling as-
sumes that the tag order is identical in both source
and target.

5 Related work

Desktop MT systems have been available at least
since the 1990s (Richards, 1994), when desktop
computers became powerful enough to run rule-
based MT systems. In the SMT era, the higher
computational requirements made desktop MT dif-
ficult, but there were still some examples of desktop
SMT, such as (Slate Rocks!, 2021). Unlike OPUS-
CAT, these earlier desktop MT programs were com-
mercial products. As for NMT, the currently active
Bergamot project (Bergamot, 2021) aims to make
client-side MT available in web browsers, and also
uses Marian as its NMT framework. However,
Bergamot is aimed at the common public, while
OPUS-CAT is intended for professional translators.
To our knowledge, there is no other software that is
free to use and offers a local NMT fine-tuning func-
tionality (commercial MT providers do provide
local MT engine installations, which may support
local fine-tuning).

6 Current status and future work

OPUS-CAT is based on software developed orig-
inally for the Fiskmö project (Tiedemann et al.,
2020), and it is currently being developed as part
of the European Language Grid programme. The
previous version of the software has been used by
several organizations in Finland for professional
translation. Based on the feedback from users, the
most important features that translators would like
to see are real-time adaptation of NMT models
with new translations, and the enforcement of cor-
rect terminology and document-level consistency.
These will be the main priorities in the develop-
ment of OPUS-CAT. We will also be collecting
user experiences on the local fine-tuning capability,
and will develop the feature and its documentation
according to that feedback.

7 Conclusion

OPUS-CAT is collection of software that makes it
possible to use NMT locally on desktop computers
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without risks posed by web-based services. It uses
models from the OPUS-MT project, which offers
NMT models for over a thousand language pairs.
OPUS-CAT is based on the efficient and optimized
Marian NMT framework, which is fast enough to
work usefully even with mid-tier computers. The
local fine-tuning functionality makes it possible to
adapt models to specific domains and clients, which
is vital when using MT for professional translation.
OPUS-CAT also contains plugins for several major
CAT tools, and exposes an API which can be used
in integrations with other tools. The OPUS-CAT
plugin SDL Trados is especially well suited for
integration into translation workflows due to its
sophisticated fine-tuning functionality, which is
implemented as a workflow task. OPUS-CAT is
licensed under the MIT License, and the source
code and software releases are available at https:
//github.com/Helsinki-NLP/OPUS-CAT.
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