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Abstract

Evaluation is of paramount importance in data-
driven research fields such as Natural Lan-
guage Processing (NLP) and Computer Vision
(CV). But current evaluation practice in NLP,
except for end-to-end tasks such as machine
translation, spoken dialogue systems, or NLG,
largely hinges on the existence of a single
“ground truth” against which we can meaning-
fully compare the prediction of a model. How-
ever, this assumption is flawed for two reasons.
1) In many cases, more than one answer is cor-
rect. 2) Even where there is a single answer,
disagreement among annotators is ubiquitous,
making it difficult to decide on a gold stan-
dard. We discuss three sources of disagree-
ment: from the annotator, the data, and the con-
text, and show how this affects even seemingly
objective tasks. Current methods of adjudica-
tion, agreement, and evaluation ought to be re-
considered at the light of this evidence. Some
researchers now propose to address this issue
by minimizing disagreement, creating cleaner
datasets. We argue that such a simplification
is likely to result in oversimplified models just
as much as it would do for end-to-end tasks
such as machine translation. Instead, we sug-
gest that we need to improve today’s evalua-
tion practice to better capture such disagree-
ment. Datasets with multiple annotations are
becoming more common, as are methods to in-
tegrate disagreement into modeling. The logi-
cal next step is to extend this to evaluation.

1 Introduction

Evaluation is of paramount importance to Natu-
ral Language Processing (NLP) and Computer Vi-
sion (CV). Automatic evaluation is the primary
mechanism to drive and measure progress due
to its simplicity and efficiency (Resnik and Lin,
2010; Church and Hestness, 2019). However,
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Figure 1: What is the ground truth? Examples from
VQA v2 (Goyal et al., 2017) and (Gimpel et al., 2011).

today’s evaluation practice for virtually all NLP

tasks concerned with a fundamental aspect of lan-
guage interpretation–POS tagging, word sense dis-
ambiguation, named entity recognition, corefer-
ence, relation extraction, natural language infer-
ence, or sentiment analysis– is seriously flawed:
the candidate hypotheses of a system (i.e., its pre-
dictions) are compared against an evaluation set
that is assumed to encode a “ground truth” for the
modeling task. Yet this evaluation model is out-
dated and needs reconsideration. The notion of a
single correct answer ignores the subjectivity and
complexity of many tasks, and focuses on “easy”,
low-risk evaluation, holding back progress in the
field. We discuss three sources of disagreement:
from the annotator, the data, and the context.

The underlying assumption of the current ap-
proach is that the evaluation set represents the
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best possible approximation of the truth about a
given phenomenon, or at least a reasonable one.
This ground truth is usually obtained by develop-
ing an annotation scheme for the task aiming to
achieve the highest possible agreement between
human annotators (Artstein and Poesio, 2008). Dis-
agreements between annotators are either recon-
ciled by hand or aggregated (particularly in the
case of crowdsourced annotations) to extract the
most likely or agreed-upon choices (Hovy et al.,
2013; Passonneau and Carpenter, 2013; Paun et al.,
2018). This aggregated data is referred to as “gold
standard” (see Ide and Pustejovsky (2017) for an
in-depth analysis of annotation methodology).

However, there is plenty of evidence that gold
labels are an idealization, and that unreconcilable
disagreement is abundant. Figure 1 shows two ex-
amples from CV and NLP. This is particularly true
for tasks involving highly subjective judgments,
such as hate speech detection (Akhtar et al., 2019,
2020) or sentiment analysis (Kenyon-Dean et al.,
2018). However, it is not a trivial issue even in
more linguistic tasks, such as part-of-speech tag-
ging (Plank et al., 2014), word sense disambigua-
tion (Passonneau et al., 2012; Jurgens, 2013), or
coreference resolution (Poesio and Artstein, 2005;
Recasens et al., 2011). Systematic disagreement
also exists in image classification tasks, where la-
bels may overlap (Rodrigues and Pereira, 2018;
Peterson et al., 2019). Disagreement and task dif-
ficulty and subjectivity also challenge traditional
agreement measures (Artstein and Poesio, 2008).
High agreement is typically used as a proxy for
data quality. However, it obscures possible sources
of disagreement (Poesio and Artstein, 2005). We
summarize some of the evidence on disagreement
in Section 2.

The need for metrics not based on the assump-
tion that a gold standard exists has long been ac-
cepted for end-to-end tasks, particularly those in-
volving an aspect of natural language generation,
such as conversational agents, machine translation,
surface realisation, image captioning, or summa-
rization. Metrics such as BLEU for machine trans-
lation/generation, ROUGE for summarization, or
NDCG for ranking Web searches all support more
than one gold standard reference. Shared tasks in
this areas (particularly on paraphrasing), have also
considered the role of disagreement in their evalua-
tion metrics (Butnariu et al., 2009; Hendrickx et al.,
2013). Variability in the annotation is a feature of

many such tasks (see, e.g., van der Lee et al. (2019)
for agreement issues in generated text evaluation)
even though many corpora still may come with sin-
gle references due to data collection costs. High
agreement is disfavored, and even bears risks of
non-natural, highly homogenized system outputs
for generation tasks (Amidei et al., 2018). The
main argument of this position paper is that we
should recognize that the same issues, if perhaps
in less extreme version, apply to the analysis tasks
we discuss here.

In recent years, proposals have been put for-
ward to consider the disagreement as informative
content that can be leveraged to improve task per-
formance (Plank et al., 2014; Aroyo and Welty,
2015; Jamison and Gurevych, 2015). Uma et al.
(2020) and Basile (2020) investigated the impact
of disagreement-informed data on the quality of
NLP evaluation, and found it to be beneficial and
providing complementary information, as further
discussed in Section 3. This led them to organize a
first shared task on learning from disagreement and
providing non-aggregated benchmarks for evalua-
tion (Uma et al., 2021).

In contrast with this trend, Bowman and Dahl
(2021) recently proposed to study biases and ar-
tifacts in data to eliminate them. Beigman Kle-
banov and Beigman (2009) adopt a slightly softer
stance, proposing to only evaluating on “easy” (as
in, highly agreed upon) instances. Based on the evi-
dence about the prevalence of disagreement in NLP

judgments, we argue against this approach. First, it
leads to information loss in the attempt to reducing
noise in the data. Second, it is unnecessary: while
evaluation methods that include disagreement are
not yet established, several methodologies already
do exist. Removing the disagreement might lead to
better evaluation scores, but it fundamentally hides
the true nature of the task we are trying to solve.

2 Disagreement in NLP

In this section, we outline three possible sources
of disagreement. Afterward, we describe how dis-
agreement has been studied in objective and ar-
guably more subjective tasks in NLP.

2.1 Sources of Disagreement

Annotation implies an interaction between the hu-
man judge, the instance which has to be evaluated,
and the moment/context in which the process takes
place. For each instance, the annotation outcome
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depends on these three elements, assuming the task
is properly defined, designed, and carried out, e.g.,
in terms of quality control. We summarize these
potential sources of disagreement as follows:

Individual Differences. World perception is a
personal and intrinsically private experience. To
some extent, this experience can be traced back
to a common ground, but margins of subjectiv-
ity remain. These margins are relatively limited
when they concern matters of fact, but they snow-
ball when opinions, values, and sentiments come
into play. In NLP, many annotation tasks rely on
personal opinions and judgment, despite uniform
instructions for annotators. For example, in hate
speech detection or sentiment analysis, different
annotators might have very different perspectives
regarding what is hateful or negative, respectively.
Individual differences remarkably influence the an-
notation outcome and, therefore, the disagreement
levels. Such individual differences can be par-
tially explained by cultural and socio-demographic
norms and variables, such as age, gender, instruc-
tion level, or cultural background. However, none
of them is sufficient to capture the uniqueness of
each subject and their evaluations.

Stimulus Characteristics. Instance characteris-
tics have paramount importance for the annotation
as well. Language meaning is often equivocal and
carries ambiguities of several kinds: lexical, syn-
tactical, semantic, and others. Humour, for exam-
ple, often relies on lexical or syntactic ambiguity
(Raskin, 1985; Poesio, 2020). Other genres using
deliberate ambiguity as a rhetorical device include
poetry (Su, 1994) or political discourse (Winkler,
2015).

For some instances, more than one label is cor-
rect, and the relative annotation task would be bet-
ter framed as multi-label multi-class, rather than
as multi-class tout-court. This is a common sce-
nario in image and text tagging, where several ob-
ject/features/topics can be present: this layer of
complexity is a further potential source of disagree-
ment between coders.

Context. Last but not least, the context matters.
The same coder could give different answers at
different times to the same questions. The answers
change as the subjects’ state of mind does, and even
factors such as attention slips play a non-negligible
role (Beigman Klebanov et al., 2008). This lack
of consistency in human behavior is well known

and explored in longitudinal studies, not only in
psychology but also in linguistics (Lin and Chen,
2020).

These three aspects suggest that squeezing the
human experience and resulting annotation into a
set of crisp variables is a gross oversimplification
in most cases.

2.2 Disagreement in ‘Objective’ Tasks

The NLP community has long been aware that it
makes no sense to evaluate natural language gener-
ation applications against a hypothetical ‘gold’ out-
put. These areas have developed specialized train-
ing and evaluation methods (Papineni et al., 2002;
Lin, 2004). More surprisingly, disagreements in
interpretation have been found to be frequent in an-
notation projects concerned with apparently more
‘objective’ aspects of language, such as coreference
(Poesio and Artstein, 2005; Recasens et al., 2011),
part-of-speech tagging (Plank et al., 2014), word
sense disambiguation (Passonneau et al., 2012) and
semantic role labelling (Dumitrache et al., 2019),
to name a few examples. Even if in these tasks
individual instances can be found to be reasonably
objective, these findings appear to reflect the ex-
istence of extensive and systematic disagreement
on what can be concluded from a natural language
statement (Pavlick and Kwiatkowski, 2019).

2.3 Disagreement on ‘Subjective’ Tasks

Disagreement in annotation has been studied from
a particular angle when occurring in highly subjec-
tive tasks such as offensive and abusive language
detection or hate speech detection. Akhtar et al.
(2019) introduced the polarization index, aiming at
measuring a particular form of disagreement stem-
ming from clusters of annotators whose opinions
on the subjective phenomenon are polarized, e.g.,
because of different cultural backgrounds. Specifi-
cally, polarization measures the ratio between intra-
group and inter-group agreement at the individual
instance level, capturing the cases where different
groups of annotators strongly agree on different
labels. In this view, polarization is a somewhat
complementary concept to disagreement, whereas
a set of annotations could exhibit the latter but
not the former, or both. Akhtar et al. (2020) em-
ploys this polarization measure to extract alterna-
tive gold standards from a dataset annotated with
hate speech and train multiple models in order to
encode different perspectives on this highly subjec-
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tive task. While it clearly appears that involving
the victims of hate speech in the annotation process
helps uncovering implicit manifestations of hatred,
the study also shows that the plurality of perspec-
tives is more informative than the mere sum of the
annotations.

3 Evaluation in Light of Disagreement

While the research mentioned in the previous sec-
tion questions the assumption that a single ‘hard’
label (a gold label) exists for every item in a dataset,
the models proposed for learning from multiple in-
terpretations are still largely evaluated under this
assumption, using ‘hard’ measures like Accuracy
or class-weighted F1 (Plank et al., 2014; Rodrigues
and Pereira, 2018).

Abandoning the gold standard assumption re-
quires the ability to evaluate a system’s output also
over instances on which annotators disagree. There
is no consensus yet on this form of evaluation, but
a few proposals have been used already.

In fact, a way of performing soft evaluation ex-
ists which is a natural extension of current practice
in NLP. This is to evaluate ambiguity-aware mod-
els by treating the probability distribution of labels
they produce as a soft label, and comparing that to
a full distribution of labels, instead of a ‘one-hot’
approach. This can be done using, for example,
cross-entropy, although other options also exist.
This approach was adopted in, inter alia, (Peter-
son et al., 2019; Uma et al., 2020; Fornaciari et al.,
2021). Peterson et al. (2019) tested this approach
on image classification tasks, generating the soft la-
bel by transforming the item annotation distribution
using standard normalization. Uma et al. (2020)
employed this form of soft metric evaluation for
NLP, also comparing different ways to obtain a
soft label from the raw data. They use soft met-
rics to compare the classifiers’ distribution to the
human-derived label distributions, complementing
traditional hard evaluation measures.

Basile (2020) suggested a more extreme eval-
uation framework, where a model is required to
produce different outputs encoding the individual
annotators’ labels. The predictions are then indi-
vidually evaluated against the single annotations,
rather than against an aggregated gold standard.
This proposal aims at fostering the design of ‘inclu-
sive’ models with respect to diverse backgrounds
in highly subjective tasks.

While evaluating with disagreement is not yet

widely adopted, methods for doing so exist. In the
rest of this section, we discuss the two aforemen-
tioned approaches more in detail.

3.1 The SEMEVAL 2021 Campaign

The objective of SEMEVAL-2021 Task 12 on Learn-
ing with Disagreements (LeWiDi) (Uma et al.,
2021) was to provide a unified testing framework
for learning from disagreements in NLP and CV

using datasets containing information about dis-
agreements for interpreting language and classify-
ing images.

Five well-known datasets for very different NLP

and CV tasks were identified, all characterized by
a multiplicity of labels for each instance, by hav-
ing a size sufficient to train state-of-the-art models,
and by evincing different characteristics in terms of
the crowd annotators and data collection procedure.
These include: a dataset of Twitter posts annotated
with POS tags collected by Gimpel et al. (2011), a
datasets for humour identification by Simpson et al.
(2019), and two CV datasets on object identifica-
tion namely the LabelMe (Russell et al., 2008) and
CIFAR-10 datasets (Peterson et al., 2019).

Both hard evaluation metrics (F1) and soft eval-
uation metrics (cross-entropy, as discussed in Sec-
tion 3) were used for evaluation (Uma et al., 2021).
The results showed that in nearly all cases, models
that account for noise and disagreement have the
best (lowest) cross-entropy scores. These results
are consistent with the findings of Uma et al. (2020)
and Peterson et al. (2019).

3.2 Evaluation of Highly Subjective Tasks

Basile (2020) explored the impact of disagreement
caused by polarization on evaluation, focusing on
NLP tasks with high levels of subjectivity. They
argue that aggregated test sets lead to unfair eval-
uation concerning the multiple perspectives stem-
ming from the annotator’s background. Therefore,
they argue for a paradigm shift in NLP evalua-
tion, where benchmarks for highly subjective tasks
should consider the diverging opinions of the anno-
tators throughout the entire evaluation pipeline.

This proposal is tested with a simulation on syn-
thetic data, where the annotation is conditioned
on two input parameters: difficulty (as in general
ambiguity of the annotation task) and subjectiv-
ity (an annotation bias linked to a predetermined
background variable for the annotators). They pro-
pose a straightforward evaluation framework that
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accounts for multiple perspectives on highly subjec-
tive phenomena, where multiple models are trained
on the annotations provided by individual annota-
tors, and their accuracy is averaged as a final evalua-
tion metric. The findings from the experiment show
that subjectivity and ambiguity are discernible sig-
nals, as discussed in Section 2. Moreover, it is
shown how a perspective-aware framework pro-
vides a more stable evaluation for classifiers of
highly subjective tasks, very much in line with the
results by Uma et al. (2020).

4 Conclusion

In this position paper, we argue against the current
prevalent evaluation practice of comparing against
a single truth. This method has allowed automated
evaluation, sped up model selection and develop-
ment, and resulted in good evaluation scores. How-
ever, those scores hide the truth about the state
of our models: many tasks are complex and sub-
jective. Assuming a single truth for the sake of
evaluation amounts to a gross oversimplification
of inherently complex matters. We further reject
the notion that we should remove annotation noise
from datasets. Instead, we propose to embrace
the complex and subjective nature of task labels.
We show how disagreement from the annotator,
the data, and the context, affects even seemingly
objective tasks. Research already shows that incor-
porating this disagreement leads to better training
performance. We suggest that it can do the same
for evaluation. The datasets already exist, all we
need is to use them. It might not produce the same
nice high scores we have gotten used to. But it
will provide an honest assessment of how good our
models are, and do justice to the complexity of the
subject we are trying to model.
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