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Abstract
An automated system that could assist a judge
in predicting the outcome of a case would help
expedite the judicial process. For such a sys-
tem to be practically useful, predictions by the
system should be explainable. To promote re-
search in developing such a system, we intro-
duce ILDC (Indian Legal Documents Corpus).
ILDC is a large corpus of 35k Indian Supreme
Court cases annotated with original court de-
cisions. A portion of the corpus (a separate
test set) is annotated with gold standard ex-
planations by legal experts. Based on ILDC,
we propose the task of Court Judgment Pre-
diction and Explanation (CJPE). The task re-
quires an automated system to predict an ex-
plainable outcome of a case. We experiment
with a battery of baseline models for case pre-
dictions and propose a hierarchical occlusion
based model for explainability. Our best pre-
diction model has an accuracy of 78% versus
94% for human legal experts, pointing towards
the complexity of the prediction task. The
analysis of explanations by the proposed al-
gorithm reveals a significant difference in the
point of view of the algorithm and legal ex-
perts for explaining the judgments, pointing to-
wards scope for future research.

1 Introduction

In many of the highly populated countries like In-
dia, there is a vast number of pending backlog of
legal cases that impede the judicial process (Katju,
2019). The backlog is due to multiple factors,
including the unavailability of competent judges.
Therefore, a system capable of assisting a judge by
suggesting the outcome of an ongoing court case
is likely to be useful for expediting the judicial
process. However, an automated decision system
is not tenable in law unless it is well explained in

terms of how humans understand the legal process.
Hence, it is necessary to explain the suggestion. In
other words, we would like such a system to pre-
dict not only what should be the final decision of a
court case but also how one arrives at that decision.
In this paper, we introduce INDIAN LEGAL DOC-
UMENTS CORPUS (ILDC) intending to promote
research in developing a system that could assist
in legal case judgment prediction in an explainable
way. ILDC is a corpus of case proceedings from the
Supreme Court of India (SCI) that are annotated
with original court decisions. A portion of ILDC
(i.e., a separate test set) is additionally annotated
with gold standard judgment decision explanations
by legal experts to evaluate how well the judgment
prediction algorithms explain themselves.

Based on ILDC, we propose a new task: COURT

JUDGMENT PREDICTION AND EXPLANATION

(CJPE). This task aims to predict the final deci-
sion given all the facts and arguments of the case
and provide an explanation for the predicted deci-
sion. The decision can be either allowed, which
indicates ruling in favor of the appellant/petitioner,
or dismissed, which indicates a ruling in favor of
the respondent. The explanations in the CJPE task
refer to sentences/phrases in the case description
that best justify the final decision. Since, we are
addressing mainly the SCI cases, one might argue
that the usefulness of the task may be limited since,
the legislative provisions can always change with
time. However, the legal principles of how to apply
a given law to a given set of facts remain constant
for prolonged periods.

Judgment prediction and explanation in the
CJPE task are far more challenging than a stan-
dard text-classification task for multiple reasons.
Firstly, the legal court case documents (especially
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in Indian context) are unstructured and are usually
quite long, verbose, and noisy. There is no easy
way of extracting and directly using the facts and
arguments. Secondly, the domain-specific lexicon
used in court cases makes models pre-trained on
generally available texts ineffective on such doc-
uments. Consequently, the standard models need
to be adapted to the legal domain for the proposed
judgment prediction on court cases. Thirdly, ex-
plaining prediction in legal documents is consider-
ably more challenging as it requires understanding
the facts, following the arguments and applying
legal rules, and principles to arrive at the final deci-
sion.
Our main contributions can be summarized as:
1. We create a new corpus, INDIAN LEGAL DOC-
UMENTS CORPUS (ILDC), annotated with court
decisions. A portion of the corpus (i.e. a separate
test set) is additionally annotated with explanations
corresponding to the court decisions. We perform
detailed case studies on the corpus to understand
differences in prediction and explanation annota-
tions by legal experts, indicative of the computa-
tional challenges of modeling the data.
2. We introduce a new task, COURT JUDGMENT

PREDICTION AND EXPLANATION (CJPE), with
the two sub-tasks: (a) Court Judgment Prediction
(CJP) and (b) Explanation of the Prediction. While
CJP is not a novel task per se; however, in combi-
nation with the explanation part, the CJPE task is
new. Moreover, the requirement for explanations
also puts restrictions on the type of techniques that
could be tried for CJP. In the CJPE task, gold ex-
planations are not provided in the train set; the task
expects that the trained algorithms should explain
the predictions without requiring additional infor-
mation in the form of annotations during training.
3. We develop a battery of baseline models for the
CJPE task. We perform extensive experimentation
with state-of-the-art machine learning algorithms
for the judgment prediction task. We develop a
new method for explaining machine predictions
since none of the existing methods could be readily
applied in our setting. We compare model explain-
ability results with annotations by legal experts,
showing significant differences between the point
of view of algorithms and experts.

ILDC is introduced to promote the development
of a system/models that will augment humans and
not replace them. We have covered the ethical
considerations in the paper. Nevertheless, the com-

munity needs to pursue more research in this regard
to fully understand the unforeseen social implica-
tions of such models. This paper takes initial steps
by introducing the corpus and baseline models to
the community. Moreover, we plan to continue to
grow, revise and upgrade ILDC. We release the
ILDC and code for the prediction and explanation
models via GitHub1.

2 Related Work
There has been extensive research on legal do-
main text, and various corpora and tasks have
been proposed e.g., prior case retrieval (Jackson
et al., 2003), summarization (Tran et al., 2019;
Bhattacharya et al., 2019a), catchphrase extraction
(Galgani et al., 2012), crime classification (Wang
et al., 2019), and judgment prediction (Zhong et al.,
2020).
Why ILDC? The task of Legal Judgment Predic-
tion (LJP) and its corresponding corpora (Chalkidis
et al., 2019; Zhong et al., 2020; Yang et al., 2019a;
Xiao et al., 2018) are related to our setting. In
the LJP task, given the facts of a case, violations,
charges (e.g., theft) and terms of penalty are pre-
dicted. However, the ILDC and the CJPE task intro-
duced in this paper differ from the existing LJP cor-
pora and task in multiple ways. Firstly, we require
prediction algorithms to explain the decisions in the
CJPE task, to evaluate the explanations we provide
a separate test set annotated with gold explanations.
Secondly, in the LJP task, typically, the facts of a
case are explicitly provided. However, in our case,
only unannotated unstructured documents are pro-
vided. ILDC addresses a more realistic/practical
setting, and consequently, CJPE is a much more
challenging task. Moreover, the bare facts do not
form the judgment premise of a case since facts are
subject to interpretations. A court case description,
in practice, has other vital aspects like Ruling by
Lower Court, Arguments, Statutes, Precedents, and
Ratio of the decision (Bhattacharya et al., 2019b)
that are instrumental in decision making by the
judge(s). Unlike LJP, we consider (along with the
facts) the entire case (except the judgment), and
we predict the judgment only. Work by Strickson
and de la Iglesia (2020) comes close to our set-
ting, where the authors prepared the test set on UK
court cases by removing the final decision from
rulings and employed classical machine learning
models. Thirdly, to the best of our knowledge,

1https://github.com/Exploration-Lab/
CJPE

https://github.com/Exploration-Lab/CJPE
https://github.com/Exploration-Lab/CJPE


4048

we are the first to create the largest legal corpus
(34, 816 documents) for the Indian setting. It is
important because India has roots in the common
law system and case decisions are not strictly as
per the statute law, with the judiciary having the
discretion to interpret their version of the legal pro-
visions as applicable to the case at hand; this can
sometimes make the decision process subjective.
Fourth, we do not focus on any particular class
of cases (e.g., criminal, civil) but address publicly
available generic SCI case documents.

Xiao et al. (2018) released the Chinese AI and
Law challenge dataset (CAIL2018) in Chinese for
judgment prediction, that contains more than 2.68
million criminal cases published by the Supreme
People’s Court of China. Chalkidis et al. (2019) re-
leased an English legal judgment prediction dataset,
containing 11, 478 cases from the European Court
of Human Rights (ECHR). It contains facts, arti-
cles violated (if any), and an importance score for
each case. ILDC contrasts with the existing LJP
corpora, where mainly the civil law system and
cases are considered. Though the proposed corpus
focuses on Indian cases, our analysis reveals (§ 4.2)
that the language used in the cases is quite chal-
lenging to process computationally and provides a
good playground for developing realistic legal text
understanding systems.

Several different approaches and corpora have
been proposed for the LJP task. Chalkidis et al.
(2019) proposed a hierarchical version of BERT
(Devlin et al., 2019) to alleviate BERT’s input to-
ken count limitation for the LJP task. Yang et al.
(2019a) applied Multi-Perspective Bi-Feedback
Network for predicting the relevant law articles,
charges, and terms of penalty on Chinese AI and
Law challenge (CAIL2018) datasets. Xu et al.
(2020) proposed a system for distinguishing con-
fusing law articles in the LJP task. Zhong et al.
(2018) applied topological multi-task learning on a
directed acyclic graph to predict charges like theft,
traffic violation, intentional homicide on three Chi-
nese datasets (CJO, PKU, and CAIL). Luo et al.
(2017) proposed an attention-based model to pre-
dict the charges given the facts of the case along
with the relevant articles on a dataset of Criminal
Law of the People’s Republic of China. Hu et al.
(2018) used an attribute-attentive model in a few-
shot setup for charge prediction from facts of the
case. Long et al. (2019) predicts the decision of the
case using a Legal Reading Comprehension tech-

Corpus
(Avg. tokens)

Number of docs
(Accepted Class %)

Train Validation Test
ILDCmulti

(3231)
32305

(41.43%) 994
(50%)

1517
(50.23%)ILDCsingle

(3884)
5082

(38.08%)
ILDCexpert

(2894) 56 (51.78%)

Table 1: ILDC Statistics

nique on a Chinese dataset. Chen et al. (2019) used
a deep gating network for prison term prediction,
given the facts and charges on a dataset constructed
from documents of the Supreme People’s Court of
China. Aletras et al. (2016) used linear SVM to
predict violations from facts on European Court
of Human Rights cases. Şulea et al. (2017) used
SVM in the LJP task on French Supreme Court
cases. Katz et al. (2017) presented a random for-
est model to predict the “Reverse”, “Affirm”, and
“Other” decisions of US Supreme Court judges. We
also experiment with some of these models as base-
lines for the CJPE task (§ 5).

Explainability in a system is of paramount im-
portance in the legal domain. Zhong et al. (2020)
presented a QA based model using reinforcement
learning for explainable LJP task on three Chinese
datasets (CJO, PKU, and CAIL). The model aims
to predict the appropriate crime by asking relevant
questions related to the facts of the case. Jiang et al.
(2018) used a rationale augmented classification
model for the charge prediction task. The model
selects as rationale the relevant textual portions in
the fact description. Ye et al. (2018) used label-
conditioned Seq2Seq model for charge prediction
on Chinese legal documents, and the interpretation
comprise the selection of the relevant rationales in
the text for the charge. We develop an explainabil-
ity model based on the occlusion method (§ 5.2).

3 Indian Legal Document Corpus

In this paper, we introduce the INDIAN LEGAL

DOCUMENTS CORPUS (ILDC), a collection of
case proceedings (in the English language) from
the Supreme Court of India (SCI). For a case filed
at the SCI, a decision (“accepted” v/s “rejected”)
is taken between the appellant/petitioner versus the
respondent by a judge while taking into account the
facts of the case, ruling by lower Court(s), if any,
arguments, statutes, and precedents. For every case
filed in the Supreme Court of India (SCI), the judge
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(or a bench) decides on whether the claim(s) filed
by the appellant/petitioner against the respondent
should be “accepted” or “rejected”. The decision is
relative to the appellant. In ILDC, each of the case
proceeding document is labeled with the original
decision made by the judge(s) of the SCI, which
serve as the gold labels. In addition to the ground
truth decision, a separate test set documents are
annotated (by legal experts) with explanations that
led to the decision. The explanations annotations
are ranked in the order of importance.

ILDC Creation. We extracted all the publicly
available SCI2 case proceedings from the year
1947 to April 2020 from the website: https:

//indiankanoon.org. Case proceedings are un-
structured documents and have different formats
and sizes, have spelling mistakes (since these are
typed during the court hearing), making it challeng-
ing to (pre-)process. We used regular expressions
to remove the noisy text and meta-information (e.g.,
initial portions of the document containing case
number, judge name, dates, and other meta informa-
tion) from the proceedings. In practice, as pointed
by the legal experts, the judge deciding the case
and other meta information influence the final de-
cision. In SCI case proceedings, the decisions are
written towards the end of the document. These end
section(s) directly stating the decision have been
deleted from the documents in ILDC since that is
what we aim to predict. Each case’s actual decision
label has been extracted from the deleted end sec-
tions of the proceeding using regular expressions.
Another challenge with SCI case proceedings is the
presence of cases with multiple petitions where, in
a single case, multiple petitions have been filed by
the appellant leading to multiple decisions. Con-
sequently, we divided ILDC documents into two
sets. The first set, called ILDCsingle, either have
documents where there is a single petition (and,
thus, a single decision) or multiple petitions, but
the decisions are the same across all those petitions.
The second set, called ILDCmulti, is a superset of
ILDCsingle and has multiple appeals leading to dif-
ferent decisions. Predicting multiple different deci-
sions for cases with multiple appeals is significantly
challenging. In this paper, we do not develop any
baseline computational models for this setting; we
plan to address this in future work. For the com-

2Although IndianKanoon includes lower court cases as
well, they do not have a common structural format and many
of the case documents in lower courts may be in a regional
Indian language. Hence, for now we only use SCI documents.

putational models for the CJPE task, in the case
of ILDCmulti, even if a single appeal was accepted
in the case having multiple appeals/petitions, we
assigned it the label as accepted. Table 1 shows the
corpus statistics for ILDC. Note that the validation
and test sets are the same for both ILDCmulti and
ILDCsingle.

Temporal Aspect. The corpus is randomly divided
into train, validation, and test sets, with the restric-
tion that validation and test sets should be balanced
w.r.t. the decisions. The division into train, devel-
opment, and test set was not based on any tempo-
ral consideration or stratification because the sys-
tem’s objective that may eventually emerge from
the project is not meant to be limited to any partic-
ular law(s), nor focused on any particular period of
time. On the contrary, the aim is to identify stan-
dard features of judgments pronounced in relation
to various legislation by different judges and across
different temporal phases, to be able to use the said
features to decipher the judicial decision-making
process and successfully predict the nature of the
order finally pronounced by the court given a set
of facts and legal arguments. While there would be
a degree of subjectivity involved, given the differ-
ence in the thoughts and interpretations adopted by
different judges, such differences are also found be-
tween two judges who are contemporaries of each
other, as much as between two judges who have
pronounced judgments on similar matters across a
gap of decades. The focus is, therefore, to develop a
system that would be equally successful in predict-
ing the outcome of a judgment given the law that
had been in vogue twenty years back, as it would in
relation to the law that is currently in practice. The
validity and efficacy of the system can therefore be
equally tested by applying it to cases from years
back, as to cases from a more recent period. In fact,
if the system cannot be temporally independent,
and remains limited to only successful prediction
of contemporary judgments, then it is likely to fail
any test of application because by the time the final
version of the system can be ready for practical
applications on a large scale, the laws might get
amended or replaced, and therefore, the judgments
that would subsequently be rendered by the court
might be as different from one pronounced today,
as the latter might differ from one pronounced in
the twentieth century. Not acknowledging time as
a factor during data sample choice, therefore, ap-
pears to be the prudent step in this case, especially

https://indiankanoon.org
https://indiankanoon.org
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given the exponential rate at which legislation is
getting amended today, as well as the fast-paced
growth of technological development.

Legal Expert Annotations. In our case, the legal
expert team consisted of a law professor and his
students at a reputed national law school. We took
a set of 56 documents (ILDCexpert) from the test
set, and these were given to 5 legal experts. Ex-
perts were requested to (i) predict the judgment,
and (ii) mark the sentences that they think are ex-
planations for their judgment. Each document was
annotated by all the 5 experts (in isolation) using
the WebAnno framework (de Castilho et al., 2016).
The annotators could assign ranks to the sentences
selected as explanations; a higher rank indicates
more importance for the final judgment. The ra-
tionale for rank assignment to the sentences is as
follows. Rank 1 was given to sentences immedi-
ately leading to the decision. Rank 2 was assigned
to sentences that contributed to the decision. Rank
3 was given to sentences indicative of the disagree-
ment of the current court with a lower court/tribunal
decision. Sentences containing the facts of the case,
not immediately, leading to decision making, but
are essential for the case were assigned Rank 4
(or lower). Note in practice, only a small set of
sentences of a document were assigned a rank. Al-
though documents were annotated with explana-
tions in order of ranks, we did not have a similar
mechanism in our automated explainability mod-
els. From the machine learning perspective, this
is a very challenging task, and to the best of our
knowledge, none of the state-of-the-art explainabil-
ity models are capable of doing this. Annotation of
explanations is a very specialized, time-consuming,
and laborious effort. In the current version of ILDC
we provide explanation annotations to only a small
portion of the test set, this is for evaluating predic-
tion algorithms for the explainability aspect. Even
this small set of documents is enough to highlight
the difference between the ML-based explainability
methods and how a legal expert would explain a
decision (§ 5.3). Nevertheless, we plan to continue
to grow the corpus by adding more explainability
annotations and other types of annotations. More-
over, we plan to include lower courts like Indian
High Court cases and tribunal cases. The corpus
provides new research avenues to be explored by
the community.

Fairness and Bias. While creating the corpus, we
took all possible steps to mitigate any biases that

might creep in. We have not made any specific
choice with regard to any specific law or any cate-
gory of cases, i.e., the sampling of cases was com-
pletely random. As explained earlier, we took care
of the temporal aspect. Importantly, the names
of the judge(s), appellants, petitioners, etc., were
anonymized in the documents so that no inherent
bias regarding these creeps in. The anonymization
with respect to judge names is necessary as legal
experts pointed out that a judge’s identity can some-
times be a strong indicator of the case outcome. It
is noteworthy that according to the legal experts
if we had not done the same, we could have had
higher prediction accuracy. The subjectivity asso-
ciated with judicial decision-making may also be
controlled in this way since the system focuses on
how consideration of the facts and applicable law
are supposed to determine the outcome of the cases,
instead of any individual bias on the judge’s part.
We also address the ethical concerns in the end.

4 Annotation Analysis
We performed a detailed analysis of case predic-
tions and the explanations annotations. With as-
sistance from a legal expert, we also performed
detailed studies for some court cases to understand
the task’s complexity and possible reasons for de-
viations between the annotators.
4.1 Case Judgment Accuracy
We computed the case judgment accuracy of the an-
notators with respect to original decisions by judges
of SCI. The results are shown in Table 2. Though
the values are high, none of these are 100%. The
accuracy indicates that no annotator agrees with the
original judgment in all the cases. This possibly
depicts the subjectivity in the legal domain with
regard to decision making. The subjectivity aspect
has also been observed in other tasks that involve
human decision-making, e.g., sentiment and emo-
tion analysis. We performed detailed case studies
with the help of experts to further probe into this
difference in judgment. Due to space limitations,
we are not able to present the studies here; please
refer to appendix A and GitHub repository for de-
tails. To summarize, the study indicated that the
sources of confusion are mainly due to differences
in linguistic interpretation (by the annotators) of
the legal language given in the case document.

4.2 Inter-Annotator Agreements
Agreement in the judgment prediction: For the
quantitative evaluation, we calculate pair-wise
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Expert Accuracy (%)
Expert 1 94.64
Expert 2 91.07
Expert 3 98.21
Expert 4 89.28
Expert 5 96.43

Table 2: Annotators’ accuracy.

Agreement (%) Expert 1 Expert 2 Expert 3 Expert 4 Expert 5
Expert 1 100.0 87.5 94.6 85.7 89.3
Expert 2 87.5 100.0 92.9 87.5 91.1
Expert 3 94.6 92.9 100.0 91.1 94.6
Expert 4 85.7 87.5 91.1 100.0 89.3
Expert 5 89.3 91.1 94.6 89.3 100.0

Table 3: Pairwise inter-annotator agreement for judgment prediction.

User 1 User 2 User 3 User 4 User 5

Us
er

 1
Us

er
 2

Us
er

 3
Us

er
 4

Us
er

 5

1.0 0.6313 0.7869 0.8048 0.6509

0.6309 1.0 0.6223 0.6241 0.6083

0.7869 0.6224 1.0 0.8694 0.6593

0.8048 0.624 0.8695 1.0 0.6765

0.6516 0.6097 0.6598 0.6763 1.0

ROUGE-L

0.64

0.72

0.80

0.88

0.96

Figure 1: Explanation agreement among the annotators

agreement between the annotators as shown in Ta-
ble 3. The highest agreement (94.6%) is between
Experts 1-3 and 3-5. We also calculate Fleiss’
kappa (Fleiss, 1971) as 0.820, among all the five
annotators, which indicates high agreement.

Agreement in the explanation: There are no stan-
dard metrics for evaluating annotator agreements
for textual annotations. For quantitative evaluation
of agreements among the annotators for explana-
tions, we took inspiration from machine transla-
tion community and used metrics like ROUGE-L,
ROUGE-1, ROUGE-2 (Lin, 2004), BLEU (Pap-
ineni et al., 2002) (unigram and bigram averaging),
METEOR (Lavie and Agarwal, 2007), Jaccard Sim-
ilarity, Overlap Maximum and Overlap Minimum3.
The result for ROUGE-L (averaged out over all
documents)4 is shown in Figure 1. The highest
overlap across all the metrics is observed between
Expert 3 and Expert 4. The highest value (0.9129)
is between Expert 2 and Expert 4 for Overlap-Min.
We also performed a qualitative evaluation of the
agreements in the explanations. We observed that
Expert 1, Expert 3, and Expert 4 consider holis-

3Overlap Max: Size of the intersection divided by the max-
imum size out of the two sample sets that are being compared.
Overlap Min: Size of the intersection divided by the minimum
size out of the two sample sets that are being compared

4Due to space constraints we are not able to show heatmaps
corresponding to other metrics but they showed similar trends.
For the heatmaps for other metrics please refer to our GitHub
repository.

tic reasoning for the decision. They look at both
Substantive (sections applicable) and Procedural
(about the jurisdiction of a lower court) aspects of
the case. The differences among them are largely
due to consideration/non-consideration of the fac-
tual sentences. On the other hand, Expert 2 and Ex-
pert 5 often use bare-minimum reasoning leading to
the final judgment instead of looking at the exhaus-
tive set of reasons and did not always cover both
Substantive and Procedural aspects of the case.

Analysis of annotations gives insights into the
inherent complexity and subjectivity of the task.
Legal proceedings are long, verbose, often chal-
lenging to comprehend, and exhibit interesting (and
computationally challenging) linguistic phenom-
ena. For example, in a case numbered “1962 47”
(appendix A), sentence 17 of the case appears to
refer to the Supreme Court having accepted a pre-
vious appeal for which a review has been requested
(i.e., the current appeal). This amounted to the fact
that the court actually rejected the present appeal
while accepting the previous one. Such intricacies
can confuse even legal experts.

5 CJPE Task

Given a case proceeding from the SCI, the task of
COURT JUDGMENT PREDICTION AND EXPLA-
NATION (CJPE) is to automatically predict the
decision for the case (with respect to the appel-
lant) and provide the explanation for the decision.
We address the CJPE task via two sub-tasks in the
following sequence: Prediction and Explanation.
Prediction: Given a case proceeding D, the task is
to predict the decision y ∈ {0, 1}, where the label 1
corresponds to the acceptance of the appeal/petition
of the appellant/petitioner.
Explanation: Given the case proceeding and the
predicted decision for the case, the task is to explain
the decision by predicting important sentences that
lead to the decision. Annotated explanations are
not provided during training; the rationale is that
a model learned for prediction should explain the
decision without explicit training on explanations,
since explanation annotations are difficult to obtain.
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5.1 Case Decision Prediction

ILDC documents are long and have specialized
vocabulary compared to typical corpora used for
training text classification models and language
models. We initially experimented with non-neural
models based on text features (e.g., n-grams, tf-
idf, word based features, and syntactic features)
and existing pre-trained models (e.g., pre-trained
word embeddings based models, transformers), but
none of them were better than a random classifier.
Consequently, we retrained/fine-tuned/developed
neural models for our setting. In particular, we
ran a battery of experiments and came up with
four different types of models: classical models,
sequential models, transformer models, and hier-
archical transformer models. Table 4 summarizes
the performance of different models. Due to space
constraints, we are not able to describe each of the
models here. We give a very detailed description
of model implementations in appendix B.

Classical Models: We considered classical ML
models like word/sentence embedding based Lo-
gistic Regression, SVM, and Random Forest. We
also tried prediction with summarized legal (Bhat-
tacharya et al., 2019a) documents; however, these
resulted in a classifier no better than random clas-
sifier. As shown in Table 4, classical models did
not perform so well. However, model based on
Doc2vec embeddings had similar performance as
sequential models.

We extensively experimented with dividing doc-
uments into chunks and training the model using
each of the chunks separately. We empirically
determined that sequential and transformer-based
models performed the best on the validation set
using the last 512 tokens5 of the document. Intu-
itively, this makes sense since the last parts of case
proceedings usually contain the main information
about the case and the rationale behind the judg-
ment. We also experimented with different sections
of a document, and we observed last 512 tokens
gave the best performance.

Sequence Models: We experimented with stan-
dard BiGRU (2 layers) with attention model. We
tried 3 different types of embeddings: (i) Word
level trained GloVe embeddings (Pennington et al.,
2014), with last 512 tokens as input, (ii) Sentence
level embeddings (Sent2Vec), where last 150 sen-

5length of 512 was partly influenced by the maximum
input token limit of BERT

Model
Macro
Precision
(%)

Macro
Recall
(%)

Macro
F1
(%)

Accuracy
(%)

Classical Models on ILDCmulti train set
Doc2Vec + LR 63.03 61.00 62.00 60.91
Sent2vec + LR 57.19 55.55 56.36 55.44
Sequential Models on ILDCmulti train set
Sent2vec + BiGRU + att. 60.98 58.40 59.66 58.31
Doc2vec + BiGRU + att. 57.18 56.03 56.60 57.44
GloVe + BiGRU + att. 68.26 60.87 64.35 60.75
HAN 59.96 59.57 59.77 59.53
Sequential Models on ILDCsingle train set
Sent2Vec + BiGRU+ att. 60.05 55.8 57.85 55.67
Doc2vec + BiGRU + att. 58.07 57.44 57.75 59.23
GloVe + BiGRU + att. 66.92 62.30 64.53 62.2
HAN 57.64 55.56 56.58 55.44
Catchphrases + Sent2Vec

+ BiGRU + att.
61.90 60.13 61.00 60.06

Transformer Models on ILDCmulti train set
BERT Base 60.56 57.64 59.06 57.65
BERT Base 67.54 62.22 64.77 62.10
BERT Base 67.24 63.85 65.50 63.74
BERT Base 66.12 60.58 63.23 60.45
BERT Base 69.33 67.31 68.31 67.24
DistillBERT 65.21 64.26 64.73 64.21
RoBERTa 72.25 71.31 71.77 71.26
XLNet 72.09 70.07 71.07 70.01
Hierarchical Models on ILDCmulti train set
BERT + BiGRU 70.98 70.42 70.69 70.38

RoBERTa + BiGRU 75.13 74.30
74.71

(±0.01)
74.33

(±1.99)
XLNet + BiGRU 77.80 77.78 77.79 77.78
BERT + CNN 71.68 70.17 70.92 70.12
RoBERTa + CNN 74.74 73.17 73.95 73.22
XLNet + CNN 77.84 77.21 77.53 77.24
Hierarchical Models on ILDCsingle train set

BERT + BiGRU 65.28 63.95
64.27

(±0.0116)
63.89

(±1.10)

RoBERTa + BiGRU 73.24 72.93
73.09

(±0.0022)
72.95

(±0.25)

XLNet + BiGRU 75.11 75.06
75.09

(±0.0043)
75.06

(±0.42)
Hierarchical Models with Attention on ILDCmulti train set

BERT + BiGRU + att. 71.31 70.98
71.14

(±0.0011)
71.26

(±0.09)

RoBERTa + BiGRU + att. 75.89 74.88
75.38

(±0.0004)
74.91

(±0.11)

XLNet + BiGRU + att. 77.32 76.82
77.07

(±0.0077)
77.01

(±0.52)
Hierarchical Models with Attention on ILDCsingle train set

BERT + BiGRU + att. 68.30 62.05
65.03

(±0.0084)
61.93

(±0.68)

RoBERTa + BiGRU + att. 73.39 72.66
73.02

(±0.0017)
72.69

(±0.29)

XLNet + BiGRU + att. 75.26 75.22
75.25

(±0.0009)
75.22

(±0.13)
Transformers Voting Ensemble
RoBERTa 68.20 62.55 65.26 62.43
XLNet 67.84 60.07 63.72 59.92
Hierarchical concatenated model with attention on ILDCsingle train

XLNet + BiGRU 76.85 76.31
76.55

(±0.0140)
76.32

(±2.43)

Table 4: Prediction Results using different models.
Some of the transformer and hierarchical models vary
in performance across runs, we average out perfor-
mance across 3 runs (variance in the parenthesis).

tences were input6, and (iii) Chunk level embed-
dings (trained via Doc2Vec). We also trained Hi-
erarchical Attention Network (HAN) (Yang et al.,
2016) model. GloVe embeddings with BiGRU and

6last 150 sentences covered around 90% of the documents
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Figure 2: Hierarchical XLNet architecture (XLNet +
BiGRU)

attention model gave the best performance (64%
F1) among the sequential models. Sequential mod-
els trained on ILDCmulti and ILDCsingle have simi-
lar performances
Transformer Models: We experimented with
BERT (Devlin et al., 2019), DistilBERT (Sanh
et al., 2019), RoBERTa (Liu et al., 2019), and XL-
Net (Yang et al., 2019b). Due to limitation on the
number of input tokens to BERT and other trans-
former models, we experimented with different
sections (begin tokens, middle tokens, end tokens,
combinations of these) of the documents and as
shown in Table 4, the last 512 tokens gave the
best performance. In general, transformer mod-
els outperform classical and sequential models.
RoBERTa gave the best performance (72% F1) and
DistilBERT was the worst. We did not experiment
with domain specific transformers like LEGAL-
BERT (Chalkidis et al., 2020), since these have
been trained upon US/EU legal texts, hence, they
do not work well in the Indian setting as the legal
systems are entirely different.
Hierarchical Transformer Models: Taking inspi-
ration from hierarchical topic prediction model
(Chitkara et al., 2019), we developed Hierarchical
Transformer model architecture (Chalkidis et al.,
2019). We divided each document into chunks us-
ing a moving window approach where each chunk
was of length 512 tokens, and there was an overlap
of 100 tokens. We obtained the [CLS] represen-
tation of these chunks, which were then used as
input to sequential models (BiGRU + attention) or
feed-forward model (CNN (Kim, 2014)). We also
tried an ensemble of individual transformer models
on each of the chunks.

In general, all the hierarchical models outper-
form transformer models. The best performing
model (78% F1) for predicting the case decision is
XLNet with BiGRU on the top (Figure 2). Com-
paring best model accuracy with average annotator
accuracy (78% vs. 94%) indicates the task’s inher-

ent complexity and motivates more research in this
direction.

5.2 Case Decision Explanation

We experimented with a variety explainability algo-
rithms as a post-prediction step. We experimented
with the best judgment prediction model (Hierar-
chical Transformer (XLNet + BiGRU)) for all the
explainable algorithms. We explored three class of
explainability methods (Xie et al., 2020): attribu-
tion based, model agnostic, and attention-based.

In the class of attribution based methods, Lay-
erwise Relevance Propagation (LRP) (Bach et al.,
2015) and DeepLIFT (Shrikumar et al., 2017) meth-
ods did not work in our case. Due to the long length
of documents, model agnostic explainability meth-
ods like LIME (Ribeiro et al., 2016) and Anchors
(Ribeiro et al., 2018) were not applicable. We also
experimented with attention-based methods, and
Integrated Gradients (Sundararajan et al., 2017)
method using the CAPTUM library (Kokhlikyan
et al., 2019). However, these highlighted only a few
tokens or short phrases. Moreover, attention-based
scores are not necessarily indicative of explanations
(Jain and Wallace, 2019).

To extract explanations, we propose a method
inspired from Li et al. (2016) and Zeiler and Fergus
(2014). The idea is to use the occlusion method at
both levels of the hierarchy. For each document,
for the BiGRU part of the model, we mask each
complete chunk embedding one at a time. The
masked input is passed through the trained BiGRU,
and the output probability (masked probability) of
the label obtained by the original unmasked model
is calculated. The masked probability is compared
with unmasked probability to calculate the chunk
explainability score. Formally, for a chunk c, if the
sigmoid outputs (of the BiGRU) are σm (when the
chunk was not masked) and σm′ (when the chunk
was masked) and the predicted label is y then the
probabilities and chunk score sc = pm − pm′ and

pm′/m =

{
σm′/m, y = 1

1− σm′/m, y = 0

We obtain sentences that explain the decision
from the transformer part of the model (XLNet)
using the chunks that were assigned positive scores.
Each chunk (length 512 tokens) is segmented into
sentences using NLTK sentence splitter (Loper and
Bird, 2002). Similar to BiGRU, each sentence is
masked and the output of the transformer at the
classification head (softmax logits) is compared
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Metric
Explainability Model vs Experts

Expert
1 2 3 4 5

Jaccard
Similarity 0.333 0.317 0.328 0.324 0.318

Overlap-Min 0.744 0.589 0.81 0.834 0.617
Overlap-Max 0.39 0.414 0.36 0.35 0.401

ROUGE-1 0.444 0.517 0.401 0.391 0.501
ROUGE-2 0.303 0.295 0.296 0.297 0.294
ROUGE-L 0.439 0.407 0.423 0.444 0.407

BLEU 0.16 0.28 0.099 0.093 0.248
Meteor 0.22 0.3 0.18 0.177 0.279

Table 5: Machine explanations v/s Expert explanations

with logits of the label corresponding to original
hierarchical model. The difference between the
logits normalized by the length of the sentence is
the explanation score of the sentence. Finally, top-k
sentences (∼ 40%) in each chunk are selected.

To understand and analyze which parts of the
documents were contributing towards prediction,
we examined the attention weights (scores) in the
case of the XLNet+BiGRU+Attention model and
the occlusion scores of the XLNet+BiGRU model.
Plots for some of the documents are shown in Fig-
ure 3. Plots for different chunk sizes are provided
in Data/images folder in our GitHub repository. We
also provide the t-SNE visualization on the test set
using the BERT and Doc2Vec embeddings. Token
visualization heatmap using Integrated Gradient
for document name 1951 33.txt for BERT model is
also provided in GitHub. Plots of scores averaged
out over the entire test set for each chunk size can
be visualized in appendix B.2. Two things can be
noted: firstly, the largest attention and occlusion
scores are assigned to chunks corresponding to the
end of the document; this is in line with our hy-
pothesis that most of the important information and
rationale for judgment is mainly towards the end of
the document. Secondly, although attention scores
are optimized (via loss minimization or accuracy
maximization) to concentrate on the last chunks,
this is not the case with occlusion scores. There is
no optimization of occlusion scores; yet they still
focus on the chunks at the end, which affirms our
hypothesis.

5.3 Model Explainability versus Annotators

We compare the performance of occlusion method
explanations with the expert annotators’ gold expla-
nations by measuring the overlap between the two.
We used the same measures (§ 4.2) ROUGE-L,
ROUGE-1, ROUGE-2, Jaccard Similarity, BLEU,
METEOR, Overlap Maximum, and Overlap Mini-
mum Table 5 compares machine explanations with

Figure 3: Averaged chunk scores for attention and oc-
clusion

the gold explanations. The highest overlap value
(0.8337) is observed for the measure Overlap-Min
with Expert 4. The values for Overlap-Min depict
high agreements of the explainability model with
all the experts. However, the values for the other
evaluation measures, e.g., ROUGE-L, are in the
low to medium range, the highest being 0.4445
for ROUGE-L and Expert 4. The results show the
wide gap between how a machine would explain a
judgment and the way a legal expert would explain
it. The results motivate us for future research in
this direction of developing an explainable model.
6 Conclusion
This paper introduces the ILDC corpus and cor-
responding CJPE task. The corpus is annotated
with case decisions and explanations for the deci-
sions for a separate test set. Analysis of the corpus
and modeling results shows the complexity of legal
documents that pose challenges from a computa-
tional perspective. We hope that the corpus and the
task would provide a challenging and interesting
resource for the Legal NLP researchers. For future
work, we would like to train a legal transformer
similar to LEGAL-BERT (Chalkidis et al., 2020)
on our Indian legal case documents. Moreover, we
would also like to focus upon using rhetorical roles
Bhattacharya et al. (2019b) of the sentences to in-
clude structural information of the documents for
CJPE task as well.
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Ethical Concerns

The corpus is created from publicly available data:
proceedings of Supreme Court of India (SCI).
The data was scraped from the website: www.

indiankanoon.org. The website allows scrapping
of the data and no copyrights were infringed. Anno-
tators were selected randomly and they participated
voluntarily.

The proposed corpus aims to promote the devel-
opment of an explainable case judgment prediction
system. The system intends to assist legal profes-
sionals in their research and decision-making and
not replace them. Therefore, ethical considerations
such as allowing legal rights and obligations of hu-
man beings to be decided and pronounced upon
by non-human intelligence are not being breached
by the system. The system proposes to provide
valuable information that might be useful to a le-
gal professional to make strategic decisions, but
the actual decision-making process is still going to
be carried out by the professional himself. There-
fore, the system is not intended to produce a host
of artificial lawyers and judges regulating human
behavior. At the same time, the final expert hu-
man analysis of the systemic output should ensure
that any existing flaw, absurdity, or overt or latent
bias gets subjected to an additional layer of ethical
scrutiny. In this way, the usual ethical concerns
associated with the concept of case-law prediction
also get addressed to a considerable extent since the
system is not performing any judicial role herein
nor deciding the legal rights or liabilities of human
beings. Instead, the system is purported to be used
primarily by legal professionals to make strategic
decisions of their own, said decisions being still
subjected to legal and judicial scrutiny performed
by human experts. Nevertheless, the community
needs to pursue more research in this regard to fully
understand the unforeseen social implications of
such system. This paper takes initial steps by in-
troducing the corpus and baseline models to the
community.

Care has been taken to select cases in a com-
pletely random manner, without any particular fo-
cus on the type of law or the identities or socio-
politico-economic background of the parties or the
judges involved. Specifically, the aforementioned
identities have been deliberately anonymized so as
to minimize or eliminate any possible bias in the
course of prediction. The subjectivity that is associ-
ated with the judicial decision-making may also be

controlled in this way, since the system is focusing
on how consideration of the facts and applicable
law are supposed to determine the outcome of the
cases, instead of any individual bias on the judge’s
part; another judge might not share such bias, and
therefore the only common point of reference that
the two judges would have would be the relevant
facts of the case and the laws involved. This also
gets reflected in the objective methodology used
in the selection of annotators and by eliminating
any interaction between the annotators themselves
while at the same time paying attention to the fac-
tors or observations common to the output from the
various annotators.

The only specification with regard to the forum
has been made by taking all the cases from the do-
main of the Supreme Court of India, owing to the
propensity of the apex court of the land towards fo-
cusing on the legalities of the issues involved rather
than rendering mere fact-specific judgments, as
well as the binding nature of such decisions on the
subordinate courts of the land. This would also al-
low the results to be further generalized and applied
to a broader set of cases filed before other forums,
too, since the subordinate courts are supposed to
follow the reasoning of the Supreme Court’s judg-
ments to the greatest possible extent. As a result,
the impact of the training and testing opportunities
provided to the system by a few Supreme Court
cases is likely to be much greater than the mere
absolute numbers would otherwise suggest.
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Appendix

A Annotations and Case studies:
Agreement in Judgment Prediction for
Annotators

Annotation Assignment 1954 13: In this case,
although the original decision is that the appeal
has been rejected, Experts 1-4 have reached the
decision that it has been accepted, while Expert
5 has decided that it has been rejected. This
discrepancy appears to owe its origin to the very
nature of the case and the issues considered by
the court. There had been more than one such
issue and separate arguments had been made by
appellant in favour of each of such issue and
associated prayer. The court appears to have
agreed to some of the arguments and disagreed
with the rest.
Annotation Assignment 1961 417: In this case,
although the original decision is that the appeal
has been rejected, Experts 2 and 4 have decided
that it has been accepted. Expert 2 appears to
have misconstrued certain positions of law and
relied unduly upon one of the other cases being
cited as precedent (but not considered relevant by
the Supreme Court), which might account for the
divergence. In case of Expert 4, however, the issue
appears to be more of a linguistic matter. Expert
4 has referred to a particular statement made by
the court, “The main question that arises in this
appeal is whether an illegitimate son of a sudra
vis-a-vis his self acquired property, after having
succeeded to a half share of his putative fathers
estate, will be entitled to succeed to the other
half share got by the widow, after the succession
opened out to his putative father on the death of
the said widow.” From this sentence, Expert 4 has
drawn the inference that the appellant was the one
asking to establish such entitlement. Since the
court in subsequent comments agreed that such
entitlement does exist, Expert 4 inferred that the
appeal had been accepted. However, in reality, the
appellant had been contesting such entitlement.
Annotation Assignment 1962 47: In this case,
although the original decision is that the appeal
has been rejected, Experts 2 and 5 have decided
that it has been accepted. This discrepancy appears
to owe its origin to both of them having been
misled by Sentence 17 of the case, which appears
to refer to the Supreme Court having accepted
an appeal and merely giving reasons for such

order in the present case. However, the case in
point was actually arising from an application for
review of the court’s earlier judgment (acceptance
of the appeal), and therefore, when the court was
affirming its earlier judgment and giving reasons
behind it, it was in reality rejecting this present
application for review, that had been made by the
party (respondent in the original appeal) aggrieved
by the acceptance of such appeal by the court
earlier. Experts 2 and 5 could not apparently
distinguish the appeal from the review petition and
that appears to have led to such discrepancy.

B Models Details

Table 6 summarizes hyperparameter settings for
all the models. All the experiments were run on
Google Colab7 and used the default single GPU
Tesla P100-PCIE-16GB, provided by Colab.

B.1 Case Prediction Model Details

Classical Models: We considered classical ML
models like Logistic Regression, SVM, and Ran-
dom Forest. We used sentence embeddings via
Sent2Vec (Pagliardini et al., 2018) and document
embeddings via Doc2Vec (Le and Mikolov, 2014)
as input features. Both embeddings were trained
on ILDCmulti as our data is domain-specific. Le-
gal proceedings are typically long documents, we
tried out extractive summarization methods (as de-
scribed in Bhattacharya et al. (2019a)) for gleaning
relevant information from the documents and pass-
ing these as input to neural models. However, this
approach also resulted in classifiers that were no
better than random classifier.

We also experimented by using TF-IDF vectors
with the classical models like Logistic Regression
(LR), Random Forests (RF) and Support Vector
Machines (SVM) from the scikit-learn library in
python (Pedregosa et al., 2011). However, the re-
sults were no better than a random classifier, which,
according to us, could be due to the huge length of
the documents and they were not able to capture
such long term dependencies well enough.

Results: Classical models based on logistic
regression and Sent2Vec embeddings performed
much worse than the one based on Doc2vec em-
beddings. It is interesting to see that Doc2Vec+LR
has performance competitive to Sequential mod-
els. The simple word embedding based model has

7https://colab.research.google.com/

https://colab.research.google.com/
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similar performance as the more complicated hi-
erarchical attention network model (HAN). The
best results are recorded in the Table 4, each for
Sent2Vec and Doc2Vec.
Sequential Models: We experimented with stan-
dard BiGRU (2 layers) with attention model. We
tried 3 different types of embeddings: (i) Word
level trained GloVe embeddings (Pennington et al.,
2014), with last 512 tokens as input, (ii) Sentence
level embeddings (Sent2Vec), where last 150 sen-
tences were input8, and (iii) Chunk level embed-
dings (trained via Doc2Vec). Both Sequential mod-
els and HAN were trained on both ILDCmulti and
ILDCsingle. All the models from here on were
trained on Colab9.

We extracted catchphrases (Mandal et al., 2017)
from the ILDCsingle (we could not use this method
on ILDCmulti due to requirement of huge compute
resources). After extracting these catchphrases
we ranked the sentences from the documents
accordingly and used upto 200 sentences only10.
These top 200 sentences were then mapped to their
Sent2Vec embeddings and passed through BiGRU
as above.

Results: Sequential models trained on
ILDCmulti and ILDCsingle have similar perfor-
mances. We also experimented with extracting
key sentences from ILDCsingle documents with the
help of catchphrases and using these sentences as
input (via the Sent2Vec embeddings) to a sequence
model. Extracting the key sentences performs
better than the using all the sentences but the
performance is worse (61% versus 64% F1) than
using GloVe embeddings on last 512 words. GloVe
embeddings with BiGRU and attention model
gave the best performance (64% F1) among the
sequential models. The GloVe embeddings (last
512 tokens) with BiGRU + Attention gave the best
results among the models mentioned above.
Transformer Models: Recently, SOTA language
models have been developed using Transformer Ar-
chitectures (Vaswani et al., 2017). A number of
transformer architectures have been introduced re-
cently. We experimented with BERT (Devlin et al.,
2019), DistilBERT (Sanh et al., 2019), RoBERTa
(Liu et al., 2019), and XLNet (Yang et al., 2019b).
We used HuggingFace library (Wolf et al., 2020)
to fine tune BASE models of above transformers

8last 150 sentences covered around 90% of the documents
9https://colab.research.google.com/

10These covered more than 90% of the ILDCsingle.

from HuggingFace (Wolf et al., 2020) on the last
512 tokens of ILDCmulti

11. Due to high compute re-
quirements we could not utilize Longformer (Belt-
agy et al., 2020) and Reformer (Kitaev et al., 2020)
models developed especially for long documents.

For the other transformer models we used only
the last 512 tokens as input.

Results: Among the combinations of input to-
kens, the best performance was obtained by using
last 512 tokens as input to the BERT Base model.
We can observe the trend that the more the tokens
from the final parts of the document are taken as
input, the better is the prediction performance. This
observation agrees with the fact that there are more
clues towards the correct prediction in the final
parts of the document (since Arguments, Ratio of
the decision etc. Bhattacharya et al. (2019b) most
aligned to the judgment are expected to appear
more towards the end, closer to the judgment). As
for the comparison between different transformers,
unsurprisingly, RoBERTa and XLNet perform bet-
ter than BERT in the prediction sub-task. Similarly,
among DistilBERT and BERT, the latter outper-
forms the other.
Hierarchical Models: In order to use transform-
ers hierarchically, it was first necessary to fine-tune
these models on the downstream task of classifica-
tion. We use two different strategies to fine-tune
these:

• On ILDCmulti: Using last 512 tokens only
from the documents.

• On ILDCsingle: We fine-tune the transformer
by dividing each document into chunks of 512
with an overlap of 100 tokens, the label for
each chunk is given as the whole document
label.

Then we extracted the 768 dimension, [CLS] token
embeddings from the transformers for each chunk
in all the documents. This was done on ILDCmulti
corpus irrespective of whether it was fine-tuned on
ILDCmulti or ILDCsingle. As mentioned in (Devlin
et al., 2019) we also experimented with concatenat-
ing the last 4 hidden layers of the [CLS] token and
taking that as the chunk embedding.
After getting the chunk embeddings we used two
types of neural networks: BiGRU and CNN.

For some models, the results varied over mul-
tiple runs. For these we recorded their mean and
variance on F1 and Accuracy in the table 4.

11As shown in Table 4, we also experimented with different
sections of documents and we observed last 512 tokens gave
the best performance

https://colab.research.google.com/
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Results: Information is lost in considering only
the last portion of the case proceeding for predic-
tion and this is reflected in the performance of hi-
erarchical models. In general, all the hierarchical
models outperform transformer models. Adding at-
tention on top of BiGRU in the hierarchical model
does not boost the performance significantly. How-
ever, adding a CNN (instead of BiGRU + Attention)
on top gives a competitive performance. As for the
comparison between the strategies of fine-tuning
between ILDCmulti and ILDCsingle, the later seemed
to perform worse on prediction. For the hierarchi-
cal concatenated model fine tuned on ILDCsingle,
there was a slight boost in performance.

B.2 Explanability Models and Results Details

To extract explanations from our best model (XL-
Net + BiGRU), we propose a method inspired from
Li et al. (2016) and Zeiler and Fergus (2014). The

idea is to use occlusion method at both levels of the
hierarchy. For the BiGRU part of the model, for
each document we mask each complete chunk em-
bedding one at a time. The masked input is passed
through the trained BiGRU and output probability
(masked probability) of the label obtained by orig-
inal unmasked model is calculated. The masked
probability is compared with unmasked probability
to calculate chunk explainability score. Formally,
for a chunk c, if the sigmoid outputs (of the BiGRU)
are σm (when the chunk was not masked) and σm′

(when the chunk was masked) and the predicted
label is y then the probabilities and chunk score

sc = pm−pm′ and pm′/m =

{
σm′/m, y = 1

1− σm′/m, y = 0

We obtain sentences that explain the decision
from the transformer part of the model (XLNet)
using the chunks that were assigned positive scores.
Each chunk (length 512 tokens) is segmented into

Figure 4: Visualization of Occlusion scores accross full Test set.

Figure 5: Visualization of Attention scores accross full Test set.
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sentences using NLTK sentence splitter (Loper and
Bird, 2002). Similar to BiGRU, each sentence is
masked and the output of the transformer at the
classification head (softmax logits) is compared
with logits of the label corresponding to original
hierarchical model. The difference between the
logits normalized by the length of the sentence is
the explanation score of the sentence. Finally, top-k
sentences (∼ 40%) in each chunk are selected.

In Figure 4 and Figure 5 we visualize the mean
chunk importance scores. Out of the 1517 test doc-
uments we average out chunk scores of the docu-
ments having same number of chunks. As shown in
Figure 5, the attention weights are biased towards
the last chunks, thus giving negligible attention to
the chunks before. However, in Figure 4, in some
of the graphs, the last chunk is given the second-
highest score and in 7 out of 10 graphs, it has the
highest score. Due to space limitation, we are not
providing the graphs for occlusion and attention
scores for chunks 1 to 15. But we observed that for
these chunks pattern matches for occlusion scores
with attention scores. From these observations, we
believe it is safe to say that both the methods of
visualization affirm our hypothesis that the most
relevant syntactic and semantic information lies
towards the end of the case. Although attention
scores are optimized (via loss minimization or ac-
curacy maximization) to concentrate on last chunks,
this is not the case with occlusion scores. There is
no optimization of occlusion scores, yet they still
focus on the chunks at the end which affirms our
hypothesis. One might argue that this observation
might be due to the transformer being trained on
last 512 tokens only. To check this, we also vi-
sualized the hierarchical transformers trained on
ILDCsingle, but the results were similar as to what
we have observed in this case.

Model

Hyper-Parameters (E = Epochs),
(Dim = Embedding Dimension),
(L = Layers), (att. = attention),
(default setting= 512 tokens with
overlapping 100 tokens)

Classical Models on ILDCmulti train set
Doc2Vec + LR dim = 1000 , E = 20
Sent2vec + LR dim=500, E = 20, Avg Pool
Sequential Models on ILDCmulti train set
Sent2vec + BiGRU + att. dim = 200, E = 1, L = 2
Doc2vec + BiGRU + att. dim = 1000, E = 2, L = 2
GloVe + BiGRU + att. dim = 180, E = 3, L = 2

HAN
word dim = 100, sent dim = 100,

E = 10
Sequential Models on ILDCsingle train set
Sent2Vec + BiGRU+ att. dim = 200, E = 1, L = 2
Doc2vec + BiGRU + att. dim = 1000, E = 2, L = 2
GloVe + BiGRU + att. dim = 180, E = 10, L = 2

HAN
word dim = 100, sent dim = 100,

E = 10
Catchphrases + Sent2Vec

+ BiGRU + att.
dim =180, E =5, L = 2

Transformer Models on ILDCmulti train set
BERT Base 512 begin tokens, E = 3
BERT Base 256 begin, 256 end tokens, E = 3
BERT Base 256 mid, 256 end tokens, E = 3
BERT Base 128 begin, 256 mid, 128 end, E = 3
BERT Base 512 end tokens, E = 3
DistillBERT 512 end tokens, E = 5
RoBERTa 512 end tokens, E = 5
XLNet 512 end tokens, E = 3
Hierarchical Models on ILDCmulti train set
BERT + BiGRU default setting, E = 5, L = 3
RoBERTa + BiGRU default setting, E = 2, L = 3, runs = 3
XLNet + BiGRU default setting, E = 5, L = 2
BERT + CNN default setting, E = 3, L = 3 (Conv1D)
RoBERTa + CNN default setting, E = 3, L = 3 (Conv1D)
XLNet + CNN default setting, E = 3, L = 3 (Conv1D)
Hierarchical Models on ILDCsingle train set
BERT + BiGRU default setting, E = 1, L = 2, 3 runs
RoBERTa + BiGRU default setting, E = 1, L = 2, 3 runs
XLNet + BiGRU default setting, E = 2, L = 2, 3 runs
Hierarchical Models with Attention on ILDCmulti train set
BERT + BiGRU + att. default setting, E = 2, L = 2, 3 runs
RoBERTa + BiGRU + att. default setting, E = 2, L = 3, 3 runs
XLNet + BiGRU + att. default setting, E = 3, L = 2, 3 runs
Hierarchical Models with Attention on ILDCsingle train set
BERT + BiGRU + att. default setting, E = 1, L = 2, 3 runs
RoBERTa + BiGRU + att. default setting, E = 1, L = 3, 3 runs
XLNet + BiGRU + att. default setting, E = 1, L = 2, 3 runs
Transformers Voting Ensemble
RoBERTa fine tuned on last 512 tokens, voting
XLNet fine tuned on last 512 tokens, voting
Hierarchical concatenated model with att on ILDCsingle train

XLNet + BiGRU last 4 layers concat, E = 1,
L = 2, 3 runs

Table 6: Hyper-parameters corresponding to every
model.


