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Introduction

Preface by the General Chair and Program Chairs
Welcome to *SEM 2020, the Joint Conference on Lexical and Computational Semantics! *SEM 2020 is
sponsored by SIGLEX, the ACL Special Interest Group on the Lexicon. Since its appearance in 2012,
*SEM has become a major venue to present recent advances in the area of semantics. Now at its ninth
edition, *SEM brings together research on all aspects of lexical and computational semantics, including
semantic representations, semantic processing, multilingual semantics, and others.

We are pleased to present this volume containing the papers accepted at *SEM 2020, co-located with
COLING 2020. *SEM was held as a virtual conference following COLING, on December 12-13, 2020,
due to the exceptional circumstances imposed by the COVID-19 pandemic.

Similar to the previous editions, *SEM 2020 received a high number of submissions, which allowed us
to compile a diverse and high-quality program. We received a total of 71 submissions. Out of these, 25
papers were accepted, for an overall acceptance rate of 35.2

Submissions were reviewed in nine different areas:

• Lexical semantics and word representations

• Semantic composition and sentence representations

• Discourse, dialogue and generation

• Multilinguality

• Psycholinguistics and semantic processing

• Resources and evaluation

• Theoretical and formal semantics

• Commonsense reasoning and natural language understanding

• Sentiment analysis and argument mining

The submitted papers were evaluated by a program committee consisting of 18 area chairs, assisted by
a panel of 152 reviewers. Each submission was reviewed by three reviewers, who were furthermore
encouraged to discuss any divergence in evaluations. The papers in each area were subsequently ranked
by the area chairs. The final selection was made by the program co-chairs after an independent check
of all the reviews and discussion with the area chairs. Reviewers’ recommendations were also used to
shortlist a set of papers nominated for the Best Paper Award. The final *SEM 2020 program features 19
presentations. These papers cover different aspects of lexical semantics, cross-lingual representations,
natural language inference, sentiment, dialogue, language grounding, and the syntax-semantics interface.
We are also very excited to have two excellent keynote speakers: Afra Alishahi (Tilburg University), joint
keynote with SemEval 2020, who will talk about “Grounded language learning, from sounds and images
to meaning”; and Luke Zettlemoyer (University of Washington, Facebook), who will discuss his work
on “De-noising Sequence-to-Sequence Pre-training”.

We are deeply thankful to all area chairs and reviewers for their help in the selection of the program, for
their readiness in engaging in thoughtful discussions about individual papers, and for providing valuable
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feedback to the authors. We are grateful to our Publication Chair, Jonathan May, for his help with the
compilation of the proceedings. We would also like to thank the COLING workshop organizers for all
the valuable help and support with organisational aspects of the conference. Finally, we would like to
thank all our authors and presenters for making *SEM 2020 such an exciting event. We hope you will
enjoy the conference and draw inspiration from it!

Marianna Apidianaki and Manaal Faruqui, Program Co-Chairs

Iryna Gurevych, General Chair
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Christopher Potts, Vinodkumar Prabhakaran, Matthew Purver, Anil Ramakrishna, Christian Re-
toré, German Rigau, Shruti Rijhwani, Ohad Rozen, Alla Rozovskaya, Irene Russo, Mehrnoosh
Sadrzadeh, Magnus Sahlgren, Mohammad Salameh, Asad Sayeed, Bianca Scarlini, Christoph
Scheepers, Yves Scherrer, David Schlangen, Dominik Schlechtweg, Sabine Schulte im Walde, Es-
ther Seyffarth, Eva Sharma, Weiyan Shi, Ionut-Teodor Sorodoc, Vivek Srikumar, Gabriel Stanovsky,
Maria Staudte, Mark Steedman, Egon Stemle, Sara Stymne, Sanjay Subramanian, Elior Sulem,
Umut Sulubacak, Aarne Talman, Alexandros Tantos, Andon Tchechmedjiev, Gaurav Singh Tomar,
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Robert Östling.
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Invited Talk: Grounded language learning, from sounds and images to
meaning

Afra Alishahi
University of Tilburg

Abstract: Humans learn to understand speech from weak and noisy supervision: they manage to extract
structure and meaning from speech by simply being exposed to utterances situated and grounded in
their daily sensory experience. Emulating this remarkable skill has been the goal of numerous studies;
however researchers have often used severely simplified settings where either the language input or the
extralinguistic sensory input, or both, are small-scale and symbolically represented. I present a series
of studies on modelling visually grounded language understanding. Using variations of recurrent neural
networks to model the temporal nature of spoken language, we examine how form and meaning-based
linguistic knowledge emerges from the input signal.

Bio: Afra Alishahi is an Associate Professor of Cognitive Science and Artificial Intelligence at Tilburg
University, the Netherlands. Her main research interests are computational modeling of human language
acquisition, studying the emergence of linguistic form and function in grounded models of language
learning, and developing tools and techniques for analyzing linguistic representations in neural models
of language. She has received a number of research grants including an NWO Aspasia, an NWO Natural
Artificial Intelligence and an e-Science Center/NWO grant. She has been the recipient of a number of
best paper awards at Computational Linguistics and Cognitive Science venues.
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Invited Talk: De-noising Sequence-to-Sequence Pre-training
Luke Zettlemoyer

University of Washington
Facebook

Abstract: De-noising auto-encoders can be pre-trained at a very large scale by noising and then re-
constructing any input text. Existing methods, based on variations of masked language models, have
transformed the field and now provide the de facto initialization to be tuned for nearly every task. In this
talk, I will present our work on sequence-to-sequence pre-training that introduces and carefully measures
the impact of two new types of noising strategies. I will first describe an approach that allows arbitrary
noising, by learning to translate any corrupted text back to the original with standard Transformer-based
neural machine translation architectures. I will show that the resulting mono-lingual (BART) and multi-
lingual (mBART) models provide effective initialization for learning a wide range of discrimination and
generation tasks, including question answering, summarization, and machine translation. I will also
present our recently introduced MARGE model, where we self-supervise the reconstruction of target
text by retrieving a set of related texts (in many languages) and conditioning on them to maximize the
likelihood of generating the original. The objective noisily captures aspects of paraphrase, translation,
multi-document summarization, and information retrieval, allowing for strong zero-shot performance
with no fine-tuning, as well as consistent performance gain when fine-tuned for individual tasks. To-
gether, these techniques provide the most comprehensive set of pre-training methods to date, as well as
the first viable alternative to the dominant masked language modeling pre-training paradigm.

Bio: Luke Zettlemoyer is a Professor in the Paul G. Allen School of Computer Science & Engineering at
the University of Washington, and a Research Scientist at Facebook. His research focuses on empirical
methods for natural language semantics, and involves designing machine learning algorithms, introduc-
ing new tasks and datasets, and, most recently, studying how to best develop self-supervision signals
for pre-training. Honors include multiple paper awards, a PECASE award, and an Allen Distinguished
Investigator Award. Luke received his PhD from MIT and was a postdoc at the University of Edinburgh.
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