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Abstract

Resources for Semantic Role Labeling (SRL)
are typically annotated by experts at great ex-
pense. Prior attempts to develop crowdsourc-
ing methods have either had low accuracy or
required substantial expert annotation. We pro-
pose a new multi-stage crowd workflow that
substantially reduces expert involvement with-
out sacrificing accuracy. In particular, we in-
troduce a unique filter stage based on the key
observation that crowd workers are able to al-
most perfectly filter out incorrect options for
labels. Our three-stage workflow produces an-
notations with 95% accuracy for predicate la-
bels and 93% for argument labels, which is
comparable to expert agreement. Compared to
prior work on crowdsourcing for SRL, we de-
crease expert effort by 4x, from 56% to 14% of
cases. Our approach enables more scalable an-
notation of SRL, and could enable annotation
of NLP tasks that have previously been consid-
ered too complex to effectively crowdsource.

1 Introduction

High quality data is crucial in NLP, but difficult
to collect for complex tasks such as semantic role
labeling (SRL). Annotating Propbank involved a
team of annotators, each of whom took around
three days to learn the annotation process (Palmer
et al., 2005). For tasks such as sentiment anal-
ysis (Socher et al., 2013) and question answer-
ing (Rajpurkar et al., 2016), crowdsourcing has
produced massive datasets that enabled the devel-
opment of new, more sophisticated models. Re-
cent work introduced a hybrid workflow to allow
crowd workers to usefully contribute to annotation
of SRL (Wang et al., 2017), but still required expert
annotation in a third of cases.

This paper introduces a new hybrid SRL annota-
tion workflow with the goal of minimizing expert

annotation without sacrificing annotation accuracy.
In order to develop our method, we first explored
why SRL annotations are hard for crowd workers.
We found that workers had difficulty identifying
the correct answer because the number of options
for labels in SRL can be overwhelming and work-
ers lack the linguistic expertise to handle subtle
cases. However, we also observed that (1) non-
expert workers are capable of reliably identifying
many of the answers that are incorrect, and (2)
when given the opportunity, crowd workers can
accurately identify the limits of their knowledge.

Based on these observations, we developed a
three phase workflow: (1) workers filter the set of
options, reducing the complexity of the task, (2)
workers select an answer or say they are unsure,
and (3) difficult cases that workers disagreed on or
were unsure of are decided by experts. The experts
choose from the complete, unfiltered set of options.

To measure the effectiveness of the approach
we ran experiments at two scales. First, using 200
examples, we measured the effectiveness of each
phase in the process and ran a comparison of end-to-
end performance against other workflows. Second,
using a larger set of 2,014 examples, we verified
the end-to-end performance of our approach, show-
ing that it achieves high accuracy while requiring
experts for only 13% of cases.1

Our work shows that with careful workflow de-
sign, crowd workers can effectively contribute to
annotation of complex tasks such as semantic role
labeling. The key ideas of crowd filtering and a
mechanism for expressing uncertainty could be
used in other NLP annotation tasks to enable the
creation of larger, more sophisticated resources.

1Our data will be available at https://github.com/
System-T/CrowdsourcingSRL

https://github.com/System-T/CrowdsourcingSRL
https://github.com/System-T/CrowdsourcingSRL
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2 Related Work

A range of previous studies have explored methods
of crowdsourcing SRL. Most work has focused on
crowd-only workflows, with comparatively low ac-
curacy or extensive worker training (Fossati et al.,
2013; Feizabadi and Padó, 2014; Chang et al.,
2015; Dumitrache et al., 2019; Hahm et al., 2020).
This work guided our user interface designs and
our understanding of challenges in SRL annotation.
For example, we apply Dumitrache et al. (2018)’s
finding that cases where workers disagree are often
more subtle or ambiguous. The most relevant work,
Wang et al. (2017), used a classifier to assign hard
examples to experts and easy examples to crowd
workers. They achieved high accuracy (95%), but
required experts for 34% of cases. Their classifier
is complementary to the ideas we propose.

Another approach has used question-answering
to annotate SRL (He et al., 2015; FitzGerald et al.,
2018). This method is effective, but does not cover
all roles and tends to have low recall. Recent work
has improved recall, but overall accuracy remains
low, with an F-score of 82 on CoNLL-2009 data
(Roit et al., 2020). Another approach used an auto-
matic process to expand existing datasets and then
used the crowd to check paraphrases (Pavlick et al.,
2015). While effective, this approach is limited to
expanding lexical coverage using sentences from
an existing resource.

Word Sense Disambiguation (WSD) is related
to the predicate sense labeling task we consider.
Prior work has explored crowdsourcing for WSD,
but has mostly been unable to achieve high perfor-
mance (Hong and Baker, 2011; Rumshisky, 2011;
Kapelner et al., 2012; Venhuizen et al., 2013; Jur-
gens, 2013). There has been success on combining
crowdsourcing with distant supervision for relation
extraction (Zhang et al., 2012; Liu et al., 2016;
Abad et al., 2017). Many other semantic parsing
formalisms exist, such as AMR and UCCA, but we
are unaware of work on crowdsourcing for them.

More generally, a range of approaches have been
proposed to increase crowdsourcing quality, in-
cluding worker filtering (Li and Liu, 2015), at-
tention checks (Oppenheimer et al., 2009), and
incentives (Venhuizen et al., 2013). These are all
complementary to our proposed method.

3 Proposed Workflow

SRL can be divided into three parts: (1) identifying
predicate and argument spans, (2) labeling predi-

cate senses, and (3) labeling argument roles. We
consider the latter two.2 We describe each labeling
decision as a task. In predicate sense classification
tasks, a predicate in a sentence is given, and the
goal is to identify the sense in which it is being
used. In argument role classification tasks, an argu-
ment for a predicate with a known sense is given,
and the goal is to identify the argument’s role rela-
tive to the predicate. For example, for “John spoke
.”, there are five options for the sense of “speak”,
and between one and four options for the argument
“John” depending on the sense of “speak”. In this
case, the correct sense is “speak.01 (speak, lectur-
ing, talking)” for the predicate and “A0 (talker)”
for the argument.

We aim to use the crowd to annotate SRL with
high accuracy. This is difficult for two reasons.
First, non-expert workers lack the linguistic ex-
pertise to understand some of the more complex
role labels. Second, there can be an overwhelming
number of label options, with subtle differences in
meaning. These issues increase the cognitive load
of selection, reducing the likelihood that workers
will select the true label.

In a preliminary study, we measured the accuracy
of asking five workers to choose a label. The crowd
only outperformed a machine prediction when they
were unanimous, which occurred in 1% of cases.
However, we also found that workers could reliably
identify the top few most likely labels, and could
almost perfectly identify the most unlikely labels.

These observations led us to design a three phase
workflow for predicate and role labeling:

1. Filter: A task is given to n workers. Each
worker selects the least likely options, select-
ing at least half of them. Options selected by
every worker are filtered out. All other op-
tions remain available. If there are still many
options we repeat the process, gradually reduc-
ing the number of options. Tasks with exactly
one option remaining are assigned that option
and do not go to the other phases.

2. Select: Tasks with two or more options re-
maining are given to a new set of n workers,
who are asked to select one of these options
as the correct answer. We also provide a “not

2 Analysis of SRL system output indicates that label er-
rors are the largest source of error, and automatic systems
can achieve 94.5% precision and 98.5% recall on predicate
detection (He et al., 2017).
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Figure 1: Part of the user interface for argument role identification in the Filter phase. On the left, the text “Al ’s
Little Cafe” is blue and the word “‘filled” is red. On the right, the same colouring is applied, with the addition of
“a young pressman” and “a news box” in blue.

sure” option3 to allow workers to explicitly
indicate uncertainty. Tasks that (1) achieve
majority agreement on an answer and (2) do
not have a single “not sure”, are assigned the
answer and do not go to the final phase.

3. Expert: Tasks that are not resolved in the first
two phases are sent to experts. The interface
presents the complete set of initial options,
ranked as follows: (1) the automatic system’s
choice, (2) the highest voted choice in the
Select phase, (3) other options chosen in the
Filter phase, (4) all remaining options.

This workflow addresses the two key challenges
described above. First, consider the challenge that
workers lack expert knowledge. The Select phase
separates out difficult cases by requiring major-
ity agreement and no uncertainty. These difficult
cases are then decided by experts with the neces-
sary knowledge. Second, consider the challenge
that there can be an overwhelming number of op-
tions. The Filter phase reduces the complexity of
the task, focusing attention on likely options. This
assumes that our filtering process removes unlikely
options without removing the correct ones, which
we verify experimentally in Section 5.1.

Comparison Approaches In our experiments,
we compare with three other data annotation meth-
ods. Automatic uses the output of a statistical
model (Akbik and Li, 2016), with no human in-
put. Review-Select uses a two phase process. First,
five workers review the system prediction. If any
worker marks the prediction as incorrect, another
set of workers choose an answer and we assign
the most common choice. Review-Expert uses the
same review process as the previous approach, but
an expert chooses the answer rather than the crowd.

3For argument tasks, there is one more option “none of
the above”, to cover situations where the automatic system
assigns an argument to an incorrect predicate.

4 Experimental Setup

We consider experiments on two sets of data,
both from the English portion of the CoNLL-2009
shared task (Hajič et al., 2009). We use one set of
200 randomly chosen tasks (drawn from the train-
ing data) to evaluate components of our approach.
We use a second set of 2,014 randomly chosen
tasks to evaluate our workflow end-to-end. There
are 459 predicates and 1555 arguments, covering
300 sentences from the CoNLL test set. We did
not include cases where there is only one frame for
the predicate in Propbank as there is no decision to
be made. We evaluate against the expert-annotated
shared task data, with edits based on errors we
found in 39 cases.

We recruited crowd workers from Amazon Me-
chanical Turk via LegionTools (Lasecki et al., 2014;
Gordon et al., 2015), and paid them US minimum
wage ($7.25/hr). In all conditions, workers received
two tutorial tasks with feedback before working on
ten tasks. Workers were randomly and indepen-
dently assigned to tasks. n is five for both the Filter
phase and the Select phase.

The predicate word and argument spans are auto-
matically identified using the Akbik and Li (2016)
system. We present the workers with spans by pro-
jecting the head-word, as we expected spans to be
more intuitive for workers. The sense inventory
and argument types are as defined in Propbank. For
argument labeling the sense of the predicate is the
one produced by our workflow. If the span is incor-
rect, we expect workers would make a best effort
to interpret the span (for example, if the span is
one word too long or short they will probably still
understand it correctly, especially since they see it
in the context of the entire sentence). However, for
evaluation, we label these cases with a special cat-
egory, ‘none’, indicating that the span is incorrect
or attached to the incorrect predicate.

To confirm the consistency of our expert annota-
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All Tasks Tasks with 4+ options

Average Average
Number of Cumulative Number of

Round Options Gold Lost Count Options

0 4.83 0 76 9.07
1 2.84 1 45 6.69
2 2.27 1 25 5.88
3 2.05 2 15 5.27
4 1.91 3 6 4.67
5 1.87 4 2 4.00
6 1.85 4 0 −

Table 1: Results of iterative filtering for 200 tasks. Af-
ter six rounds, the gold answer has been lost in only
four cases (2%), and even then it can be recovered if
the task goes to the expert phase. Meanwhile, the aver-
age number of options has been dramatically reduced.

tor, we had a second expert independently perform
the annotations. The Cohen’s Kappa score between
the two experts was 0.92 for predicates and 0.85 for
arguments, near-perfect agreement (Altman, 1990).

4.1 Selecting the Filter Threshold

The Filter phase repeats until the number of op-
tions for a task is below a pre-defined threshold.
To choose the threshold, we performed an experi-
ment in which we simulated the Filter phase and
measured the accuracy of workers in the Select
phase. The test involved ten predicate and ten ar-
gument tasks. We varied the number of options
in each task, always keeping the true answer. We
asked five workers to select the right answer and
measured the accuracy of the majority choice.

With two options they were perfect, with three
options they scored 0.95, and with four they scored
0.80. This confirms our preliminary observation
that workers are more accurate when there are
fewer options. For the rest of the experiments, we
set the filter threshold to three.

5 Results

5.1 Phase Evaluation

These experiments evaluate the components of our
system on a set of 200 tasks.

Filtering effectively reduces the number of ir-
relevant options Table 1 shows results over mul-
tiple rounds of filtering. As the fourth column
shows, after each round there are 40% fewer tasks
with 4+ options. After six rounds of filtering, all
tasks have three or fewer options and only 2% of
tasks have had the true answer removed. Even

Cumulative This Phase
Finished Accuracy Accuracy

Phase P A P A P A

Filter 38% 13% 0.99 1.00 0.99 1.00
Select 87% 85% 0.94 0.97 0.90 0.96
Expert 100% 100% 0.94 0.97 0.92 0.97

Table 2: Tasks finished after each phase and their accu-
racy for Predicates (P) and Arguments (A).

Accuracy Experts Crowd
Workflow P A P A Cost

200 tasks
Automatic 0.87 0.89 0 0 0
Review-Select 0.83 0.82 0 0 $39
Review-Expert 0.94 0.97 55% 58% $30
Our Workflow 0.94 0.97 13% 15% $103

2,014 tasks
Our Workflow 0.95 0.93 12% 12% -

Table 3: Comparison of workflows for annotation
of predicates (P) and arguments (A). Our proposed
workflow trades off expensive expert work for cheaper
crowd work while maintaining high accuracy.

in those cases, if the next step (Select) does not
produce an answer then the expert will be able to
assign the true answer since they choose from the
unfiltered set of options.

Most tasks finish early in the workflow with
high accuracy Table 2 shows for each phase how
many tasks are complete after that phase and the
accuracy on those tasks. Frequently, the filter phase
reduces the options down to a single correct answer.
In tasks that proceed to the Select phase, we see
that the number of options has been sufficiently re-
duced to enable high accuracy. Finally, the number
of tasks that proceed to the final phase and require
experts is relatively small.

5.2 End-to-End Comparison

This experiment aims to compare our overall ap-
proach with other options in terms of accuracy and
expert workload. Table 3 shows an end-to-end com-
parison of output quality between several different
workflows. The final row of the table shows the
results of a scaled up version of the experiment,
with 2,014 tasks.

Our approach uses substantially less expert in-
put If expert effort is fixed (e.g. the amount of
time a research team has for annotation), then our
approach allows 4x as much data to be annotated
as Review-Expert. If the annotation budget is fixed,
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Total Sent to Experts
Label Count Percentage Count Percentage

A1 611 39.3 65 33.5
A0 378 24.3 34 17.5
A2 121 7.8 15 7.7
AM-TMP 116 7.5 19 9.8
AM-MOD 68 4.4 10 5.2
AM-MNR 47 3.0 8 4.1
none 42 2.7 17 8.8
AM-LOC 39 2.5 9 4.6
AM-NEG 38 2.4 2 1.0
AM-DIS 37 2.4 7 3.6
A3 19 1.2 3 1.5
AM-PNC 16 1.0 2 1.0
AM-DIR 13 0.8 2 1.0
A4 10 0.6 1 0.5

Table 4: The distribution of labels in the end-to-end
experiment overall and for cases that go to the expert.
‘none’ applies to cases where the predicted argument
span is incorrect or attached to the incorrect predicate.

Gold
Anno 0 1 2 TMP LOC none other

0 369 16 2 1 1 5 1
1 5 589 7 3 - 12 2
2 1 4 104 - 2 4 2

TMP - - 104 - 2 2
LOC - 1 3 - 34 - 4
none - - - - 14 1
other 3 1 5 2 2 5 232 / 10

Table 5: Confusion matrix of annotated and gold argu-
ment labels on the end-to-end data with our workflow.
The other-other cell shows (matching / not matching).

then the balance depends on the cost of experts and
the speed at which they work. Assuming even low
expert pay, our approach comes out ahead, as we
trade expensive expert effort for cheap crowd effort
(decreasing expert effort by 4x while increasing
crowd effort by 3.4x).

Table 4 shows the distribution of argument labels
overall and for cases that are decided by experts
in our workflow. They generally follow the same
trend, with core arguments (A0, A1, A2) dominat-
ing in both cases. One exception is the cases where
the argument span is incorrect (none), which go to
experts much more frequently. This is a positive
result, as the expert may then be able to address
the span error (though we did not consider this
possibility in our experiments).

Our approach maintains high accuracy The
agreement between our approach and the gold stan-
dard is comparable to expert agreement, which
was 94% on predicates and 95% on arguments
for Propbank before adjudication (Palmer et al.,

2005). To further understand the errors, we com-
pared them with errors made by the automatic sys-
tem. We avoid 67% of the errors the automatic
system makes, but do introduce errors in 1.7% of
the cases it gets right. Overall, this means there
is a 62.5% relative error reduction between the
automatic system and our crowd workflow. Note
that this is also the ideal scenario for the automatic
model, as there is a close match with the training
domain (also CoNLL data). Akbik and Li (2016)
found precision and recall both dropped 10+ points
when evaluating systems out-of-domain. As a final
test, we trained an SRL system using our annota-
tions and found no significant shift in results, which
is unsurprising, given that our annotations are al-
most identical to the reference. Table 5 shows a
confusion matrix comparing our annotations and
the gold annotations. No particular type of confu-
sion dominates the 109 argument errors.

We identify errors in the gold standard CoNLL
data In the process of our experiments, 35 pred-
icate tasks and 34 argument tasks had answers
with unanimous agreement that did not match the
CoNLL 2009 gold standard. We sent these to three
experts for re-evaluation and 51% of our predicates
and 62% of our arguments were actually correct.
This highlights the effectiveness of this method.

6 Conclusion

We propose a filtering process that can simplify
complex selection tasks that arise in SRL annota-
tion. Evaluating on 2,014 examples, we find that
our workflow matches gold-standard data for 95%
of predicates and 93% of arguments, with expert
input for only 13% of cases. More broadly, our ap-
proach expands the applicability of crowdsourcing,
enabling the creation of larger, more complex, high
quality resources.
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