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BioNLP 2020: Research unscathed by COVID-19
Kevin Bretonnel Cohen, Dina Demner-Fushman, Sophia Ananiadou, Junichi Tsujii

The past year has been more than exciting for natural language processing in general, and for biomedical
natural language processing in particular. A gradual accretion of studies of reproducibility and
replicability in natural language processing, biomedical and otherwise had been making it clear that
the reproducibility crisis that has hit most of the rest of science is not going to spare text mining or its
related fields. Then, in March of 2020, much of the world ground to a sudden halt.

The outbreak of the COVID-19 disease caused by the novel coronavirus SARS-CoV-2 made
computational work more obviously relevant than it had perhaps ever been before. Suddenly, newscasters
were arguing about viral clades, the daily news was full of stories about modelling, and your neighbor
had heard of PCR. But, some of us did not really see a role for natural language processing in the brave
new world of computational instant reactions to an international pandemic.

That was wrong.

In mid-late March of 2020, a joint project between the Allen Artificial Intelligence Institute (Ai2), the
National Library of Medicine (NLM), and the White House Office of Science and Technology Policy
(OSTP) released CORD-19, a corpus of work on the SARS-CoV-2 virus, on COVID-19 disease, and
on related coronavirus research. It was immediately notable for its inclusion of "gray literature" from
preprint servers, which mostly have been neglected in text mining research, as well as for its flexibility
with regards to licensing of content types. Perhaps most importantly, it was released in conjunction
with a number of task types, including one related to ethics–although the value of medical ethics has
been widely obvious since the Nazi "medical" experimentation horrors of the Second World War, the
worldwide pandemic has made the value of medical ethicists more apparent to the general public than at
any time since. Those task type definitions enabled the broader natural language processing community
to jump into the fray quite quickly, and initial results have been quick to arrive.

Meanwhile, the pandemic did nothing to slow research in biomedical natural language processing on
any other topic, either. That can be seen in the fact that this year the Association for Computational
Linguistics SIGBIOMED workshop on biomedical natural language processing received 73 submissions.
The unfortunate effect of the pandemic was the cancellation of the physical workshop, which would
have allowed acceptance of all high-quality submissions as posters, if not for podium presentations.
Indeed, the poster sessions at BioNLP have been continuously growing in size, due to the large number
of high-quality submissions that the workshop receives annually. Unfortunately, because this year the
Association for Computational Linguistics annual meeting will take place online only, there will be no
poster session for the workshop. Consequently, only a handful of submissions could be accepted for
presentation.

Transitioning of the traditional conferences to online presentations at the beginning of the COVID-19
pandemic showed that the traditional presentation formats are not as engaging remotely as they are in
the context of in-person sessions. We are therefore exploring a new form of presentation, hoping it
will be more engaging, interactive, and informative: 22 papers (about 30% of the submissions) will be
presented in panel-like sessions. Papers will be grouped by similarity of topic, meaning that participants
with related interests will be able to interact regarding their papers with a hopefully optimal number of
people on line at the same time. As we write this introduction, the conference plans and platform are still
evolving, as are the daily lives of much of the planet, so we hope that you will join us in planning for the
worst, while hoping for the best.
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Panel Discussions
papers referenced in this section are included in this volume, unless otherwise indicated

Session 1: High accuracy information retrieval, spin and bias
Invited talk and discussion lead: Kirk Roberts

Presentations: The exploration of Information Retrieval approaches enhanced with linguistic knowledge
continues in the work that allows life-science researchers to search PubMed and the CORD-19 collection
using patterns over dependency graphs (Taub-Tabib et al.) Representing biomedical relationships in the
literature by encoding dependency structure with word embeddings promises to improve retrieval of
relationships and literature-based discovery (Paullada et al.) Word embeddings trained on biomedical
research articles and the tests based on their associations and coherence, among others, allow detecting
and quantifying gender bias over time (Rios et al.) A BioBERT model fine-tuned for relation extraction
might assist in detecting spin in reporting the results of randomized clinical trials (Koroleva et al.) Finally,
a novel sequence-to-set approach to generating terms for pseudo-relevance feedback is evaluated (Das et
al.)

Session 2: Clinical Language Processing
Invited talk and discussion lead: Tim Miller

Presentations: Not surprisingly, much of the potentially reproducible work in the clinical domain is
based on the Medical Information Mart for Intensive Care (MIMIC) data (Johnson et al., 2016). Kovaleva
et al. used the MIMIC-CXR data to explore Visual Dialog for radiology and prepare the first publicly
available silver- and gold-standard datasets for this task. Searle et al. present a MIMIC-based silver
standard for automatic clinical coding and warn that frequently assigned codes in MIMIC-III might be
undercoded. Mascio et al. used MIMIC and the Shared Annotated Resources (ShARe)/CLEF dataset in
four classification tasks: disease status, temporality, negation, and uncertainty. Temporality is explored
in-depth by Lin et al., and Wang et al. explore approaches to a clinical Semantic Textual Similarity (STS)
task. Xu et al. apply reinforcement learning to deal with noise in clinical text for readmission prediction
after kidney transplant.

Session 3: Language Understanding
Invited talk and discussion lead: Anna Rumshisky

Presentations: Bringing clinical problems and poetry together, this creative work seeks to better
understand dyslexia through a self-attention transformer and Shakespearean sonnets (Bleiweiss).
Detection of early stages of Alzheimer’s disease using unsupervised clustering is explored with 10 years
of President Ronald Reagan’s speeches (Wang et al.). Stavropoulos et al. introduce BIOMRC, a cloze-
style dataset for biomedical machine reading comprehension, along with new publicly available models,
and provide a leaderboard for the task. Another type of question answering – answering questions that
can be answered by electronic medical records–is explored by Rawat et al. Hur et al. study veterinary
records to identify reasons for administration of antibiotics. DeYoung et al. expand the Evidence
Inference dataset and evaluate BERT-based models for the evidence inference task.

Session 4: Named Entity Recognition and Knowledge Representation
Invited talk and discussion lead: Hoifung Poon

Invited talk: Machine Reading for Precision Medicine
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The advent of big data promises to revolutionize medicine by making it more personalized and effective,
but big data also presents a grand challenge of information overload. For example, tumor sequencing has
become routine in cancer treatment, yet interpreting the genomic data requires painstakingly curating
knowledge from a vast biomedical literature, which grows by thousands of papers every day. Electronic
medical records contain valuable information to speed up clinical trial recruitment and drug development,
but curating such real-world evidence from clinical notes can take hours for a single patient. Natural
language processing (NLP) can play a key role in interpreting big data for precision medicine. In
particular, machine reading can help unlock knowledge from text by substantially improving curation
efficiency. However, standard supervised methods require labeled examples, which are expensive and
time-consuming to produce at scale. In this talk, Dr. Poon presents Project Hanover, where the
team overcomes the annotation bottleneck by combining deep learning with probabilistic logic, and
by exploiting self-supervision from readily available resources such as ontologies and databases. This
enables the researchers to extract knowledge from millions of publications, reason efficiently with the
resulting knowledge graph by learning neural embeddings of biomedical entities and relations, and apply
the extracted knowledge and learned embeddings to supporting precision oncology.

Hoifung Poon is the Senior Director of Precision Health NLP at Microsoft Research and an affiliated
professor at the University of Washington Medical School. He leads Project Hanover, with the
overarching goal of structuring medical data for precision medicine. He has given tutorials on this topic at
top conferences such as the Association for Computational Linguistics (ACL) and the Association for the
Advancement of Artificial Intelligence (AAAI). His research spans a wide range of problems in machine
learning and natural language processing (NLP), and his prior work has been recognized with Best Paper
Awards from premier venues such as the North American Chapter of the Association for Computational
Linguistics (NAACL), Empirical Methods in Natural Language Processing (EMNLP), and Uncertainty
in AI (UAI). He received his PhD in Computer Science and Engineering from University of Washington,
specializing in machine learning and NLP.

Presentations: Nejadgholi et al. analyze errors in NER and introduce an F-score that models a forgiving
user experience. Peng et al. study NER, relation extraction, and other tasks with a multi-tasking learning
approach. Amin et al. explore multi-instance learning for relation extraction. ShafieiBavani et al.
also explore relation and event extraction, but in the context of simultaneously predicting relationships
between all mention pairs in a text. Chang et al. provide a benchmark for knowledge graph embedding
models on the SNOMED-CT knowledge graph and emphasize the importance of knowledge graphs for
learning biomedical knowledge representation.

Acknowledging the community

As always, we are profoundly grateful to the authors who chose BioNLP for presenting their innovative
research. The authors’ willingness to continue sharing their work through BioNLP consistently makes
the workshop noteworthy and stimulating. We are equally indebted to the program committee members
(listed elsewhere in this volume) who produced thorough reviews on a tight review schedule and with an
admirable level of insight, despite the timeline being even shorter than usual and the workload higher,
while at the same time handling the unprecedented changes in their work and life caused by the COVID-
19 pandemic.
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