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Abstract

We discuss various improvements to our MEANT tuned
system, previously presented at IWSLT 2013. In our
2014 system, we incorporate this year’s improved ver-
sion of MEANT, improved Chinese word segmentation,
Chinese named entity recognition and dedicated proper
name translation, and number expression handling. This
results in a significant performance jump compared to
last year’s system. We also ran preliminary experiments
on tuning to IMEANT, our new ITG based variant of
MEANT. The performance of tuning to IMEANT is com-
parable to tuning on MEANT (differences are statisti-
cally insignificant). We are presently investigating if
tuning on IMEANT can produce even better results, since
IMEANT was actually shown to correlate with human
adequacy judgment more closely than MEANT. Finally,
we ran experiments applying our new architectural im-
provements to a contrastive system tuned to BLEU. We
observed a slightly higher jump in comparison to last
year, possibly due to mismatches of MEANT’s similar-
ity models to our new entity handling.

1. Introduction

In this paper we present an improved version of our
MT system tuned against MEANT (Lo and Wu [1, 2];
Lo et al. [3]), a semantic MT evaluation metric which
has been proven to highly correlate with human ade-
quacy judgments. We employ an improved version of
MEANT that correlates more closely with human ad-
equacy judgments, resulting also in translation perfor-
mance gains compared to the system tuned against our
previous version of MEANT from the IWSLT 2013 eval-
uation campaign (Lo et al. [4]). This improved variant
of MEANT uses f-score to aggregate lexical similari-
ties within role filler phrases instead of linear average.

We also introduced several changes to last year’s base-
line, including improved Chinese word segmentation,
improved Chinese named entity recognition combined
with dedicated proper name translation, and number ex-
pression handling.

We also experimented with tuning against IMEANT
(Wu et al. [5]), a new inversion transduction grammar
(ITG) version of MEANT, that was shown this year to
correlate with human adequacy judgements more closely
than MEANT. Despite this fact, we observed that tuning
to IMEANT is statistically indistinguishable from tun-
ing to MEANT.In the past few years, MT research has
mainly focused on evaluation using fast and cheap n-
gram based MT evaluation metrics such as BLEU [6]
which assume that a good translation is one that has
similar lexical n-grams as the reference translation. Al-
though such metrics tend to enforce fluency, it has been
shown that these metrics generally do not emphasize
meaning preservation, and thus are weak at enforcing
translation adequacy (Callison-Burch et al. [7]; Koehn
and Monz [8]).

Unlike BLEU, or other n-gram based metrics, the
MEANT family of metrics adopt the principle that a
good translation is one in which humans can success-
fully understand the central meaning of the input sen-
tence as captured by the basic event structure “who did
what to whom, when, where and why” (Pradhan et al. [9]).
MEANT measures similarity between an MT output and
a reference translation by comparing the similarities be-
tween the semantic frame structures of the MT output
and reference. We have shown that MEANT correlates
better with human adequacy judgments than commonly
used MT evaluation metrics such as BLEU [6], NIST
[10], METEOR [11], CDER [12], WER [13], and TER
[14].
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2. Related work

Surface-form oriented metrics like BLEU [6], NIST [10],
METEOR [11], CDER [12], WER [13], and TER [14]
do not correctly reflect the meaning similarities of the
basic event structure “who did what to whom, when,
where and why” of the input sentence. In fact, many
studies (Callison-Bursh et al. [7]; Koehn and Monz [8])
report cases where BLEU strongly disagrees with hu-
man adequacy judgment. This has caused a recent surge
of work on developing MT evaluation metrics that out-
performs BLEU in correlation with human judgment.
AMBER [15] shows a high correlation with human ad-
equacy judgment (Callison-Burch et al. [16]); however,
it is very hard to indicate what errors the MT systems
are making.

Many automatic metrics that aggregate semantic sim-
ilarity have been introduced, but no tuning has been done
using these metrics, because of their expensive run time.
Gimenez and Marquez [17, 18] introduced ULC, an au-
tomatic metric that incorporates several semantic simi-
larity features and shows improved correlation with hu-
man judgement of translation quality [19, 17, 20, 18].
SPEDE [21] is a metric that integrats probabilistic FSM
and PDA models that predicts the edit sequence needed
for the MT output to match the reference. SAGAN [22]
is a semantic textual similarity metric based on a com-
plex textual entailment pipeline. These aggregated met-
rics require sophisticated feature extraction steps; fur-
thermore, they typically rely on several dozens of pa-
rameters to tune and use expensive linguistic resources,
like WordNet and paraphrase tables. These metrics them-
selves are expensive in training and tuning due to the
large number of parameters that need to be estimated,
thus to tune against these metrics can be extremely ex-
pensive.

3. The MEANT family of metrics

3.1. MEANT

MEANT (Lo et al. [3]) is a weighted f-score over the
matched semantic role labels of automatically aligned
semantic frames and role fillers. MEANT outperforms
BLEU, NIST, METEOR, WER, CDER and TER in cor-
relation with human adequacy judgment. MEANT is
easily portable to other languages requiring only an au-
tomatic semantic parser and a large monolingual cor-
pus in the output language for identifying the semantic
structures and to establish the lexical similarity between

the semantic role fillers of the reference and translation.
More precisely, MEANT is computed as follows:

1. Apply an automatic shallow semantic parser to
both the reference and machine translations. (Fig-
ure 1 shows examples of automatic shallow se-
mantic parses on both reference and machine trans-
lations.)

2. Apply the maximum weighted bipartite matching
algorithm to align the semantic frames between
the reference and machine translations according
to the lexical similarities of the predicates. ([23]
proposed a backoff algorithm that evaluates the
entire sentence of the MT output using the lexi-
cal similarity based on the context vector model,
if the automatic shallow semantic parser fails to
parse the reference or machine translations.)

3. For each pair of the aligned frames, apply the max-
imum weighted bipartite matching algorithm to
align the arguments between the reference and ma-
chine translations according to the lexical similar-
ity of role fillers.

4. Compute the weighted f-score over the matching
role labels of these aligned predicates and role
fillers as follow :

q0i,j ≡ ARG j of aligned frame i inMT

q1i,j ≡ ARG j of aligned frame i in REF

w0
i ≡ #tokens filled in aligned frame i of MT

total #tokens in MT

w1
i ≡ #tokens filled in aligned frame i of REF

total #tokens in REF
wpred ≡ weight of similarity of predicates
wj ≡ weight of similarity of ARG j

ei,pred ≡ the pred string of the aligned frame i of MT
fi,pred ≡ the pred string of the alignedframe i of REF
ei,j ≡ the role fillers of ARG j of the aligned frame i of MT
fi,j ≡ the role fillers of ARG j of the aligned frame i of REF

s(e, f) = lexical similarity of token e and f

prece,f =

∑
e∈e max

f∈f
s(e, f)

| e |

rece,f =

∑
f∈f max

e∈e
s(e, f)

| f |

si,pred =
2 · precei,pred,fi,pred

· recei,pred,fi,pred

precei,pred,fi,pred
+ recei,pred,fi,pred

si,j =
2 · precei,j ,fi,j · recei,j ,fi,j
precei,j ,fi,j + recei,j ,fi,j

35

Proceedings of the 11th International Workshop on Spoken Language Translation
Lake Tahoe, December 4th and 5th, 2014



Figure 1: Examples of automatic shallow semantic parses. The input is parsed by a Chinese automatic shallow
semantic parser. The reference and MT output are parsed by an English automatic shallow semantic parser. There are
no semantic frames for MT3 since there is no predicate.
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∑

j wjsi,j

wpred+
∑

j wj |q0i,j |∑
i w

0
i

recall =

∑
i w

1
i

wpredsi,pred+
∑

j wjsi,j

wpred+
∑

j wj |q1i,j |∑
i w

1
i

MEANT =
2 · precision · recall
precision + recall

where q0i,j and q1i,j are the argument of type j in frame i
in MT and REF respectively. w0

i and w1
i are the weights

for frame i in MT/REF respectively. These weights es-
timate the degree of contribution of each frame to the
overall meaning of the sentence. wpred and wj are the
weights of the lexical similarities of the predicates and
role fillers of the arguments of type j of all frame be-
tween the reference translations and the machine trans-
lations. There is a total of 12 weights for the set of
semantic role labels in MEANT as defined in Lo and
Wu [24]. For MEANT, they are determined using su-
pervised estimation via a simple grid search to optimize
the correlation with human adequacy judgments (Lo and
Wu [1]). For UMEANT (Lo and Wu [2]), they are es-
timated in an unsupervised manner using relative fre-

quency of each semantic role label in the references and
thus UMEANT is useful when human judgments on ad-
equacy of the development set are unavailable.

3.2. IMEANT

IMEANT (Wu et al. [5]) is an inversion transduction
grammar based variant of MEANT. IMEANT uses a a
length-normalized weighted BITG [25, 26, 27, 28] to
constrain permissible token alignment patterns between
aligned role filler phrases. More precisely, IMEANT
differs from MEANT in the definition of si,pred and si,j ,
as follows:

G ≡ ⟨{A} ,W0,W1,R,A⟩
R ≡ {A → [AA] ,A → ⟨AA⟩,A → e/f}

p ([AA] |A) = p (⟨AA⟩|A) = 1

p (e/f |A) = s(e, f)

si,pred = lg−1




lg
(
P
(

A ∗⇒ ei,pred/fi,pred|G
))

max(| ei,pred |, | fi,pred |)




si,j = lg−1




lg
(
P
(

A ∗⇒ ei,j/fi,j |G
))

max(| ei,j |, | fi,j |)
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where G is a bracketing ITG whose only non terminal
is A, and R is a set of transduction rules with e ∈ W0∪
{ϵ} denoting a token in the MT output (or the null token)
and f ∈ W1 ∪ {ϵ} denoting a token in the reference
translation (or the null token).

The rule weight function p is set to be 1 for structural
transduction rules, and for lexical transduction rules it
is defined using MEANT’s context vector model based
lexical similarity measure. The Saers et al. [29] algo-
rithm is used to compute the inside probability of a pair
of segments, P

(
A ∗⇒ e/f|G

)
.

Given this, si,pred and si,j now represent the length
normalized BITG parse scores of the predicates and role
fillers of the arguments of type j between the reference
and machine translations.

4. Baseline

In this section, we describe in detail our systems for
the Chinese-English and English-Chinese TED talk MT
tasks in terms of data, preprocessing, SMT pipeline and
MEANT settings.

4.1. Data

Our main goal for 2014 was to improve our MEANT
tuned system and compare the results to our 2013 sys-
tem. For this purpose, we deliberately constrained our
training data to 2013 in-domain data only. Thus we use
the English-Chinese parallel data from the IWSLT 2013
training set and used the output side to train the language
model.

Similarly, our development set was restricted to the
IWSLT 2013 development set. Since our main focus
was to test our performance in comparison to 2013, we
purposely targeted the IWSLT 2013 set more than the
IWSLT 2014 set. However, we do present IWSLT 2014
results for our BLEU tuned system for both English-
Chinese and Chinese-English.

The English sentences were normalized for punctu-
ation, tokenization, and truecasing.

Obviously, higher scores could have been obtained
by training on the IWSLT 2014 data set instead of 2013.

4.2. SMT pipeline

With the goal of improving MT utility by using our new
improved version of MEANT as an objective function
to drive minimum error rate training (MERT) [30] of
state-of-the-art MT systems, we set up our baseline us-

ing the translation toolkit Moses [31]. In our experi-
ments, we are using the flat phrase-based MT. The lan-
guage models are trained using the SRI language model
toolkit [32]. For both translation tasks, we used a 6-
gram language model. We use ZMERT [33] to tune the
baseline since it is a reliable implementation of MERT
and is fully configurable and extensible allowing us to
easily incorporate our new evaluation metrics.

5. Experiments

5.1. MEANT improvements

This year’s system incorporated new improvements to
the MEANT metric, consisting of using f-score in or-
der to aggregate lexical similarities within semantic role
filler phrases instead of Mihalcea’s [34] method used
in our last year system. We also tried to extend the
window-size from 3 to 5 for the context vector model
trained on the word segmented monolingual English gi-
gaword corpus.

Since UMEANT (Lo and Wu [35]) has been shown
to be more stable when evaluating translations across
different language pairs (Machacek and Bojar [36]), we
use UMEANT for evaluating our output.

5.2. Tuning to IMEANT

In this paper, we also ran preliminary experiments on
tuning to IMEANT [5], the new inversion transduction
grammar based variant of MEANT, that achieves higher
correlation with human adequacy judgments of MT out-
put quality than MEANT and its variants. Addanki et
al. [28] showed empirically that the semantic role re-
ordering that MEANT uses is covered by ITG constraints.

5.3. Word segmentation improvements

For Chinese sentences, we improved the segmentation
of Chinese words. We performed extensive compar-
isons between four word segmentation approaches. The
results reported this year were obtained using the ICT-
CLAS word segmenter [37].

5.4. Named entity translation improvements

We also used our own new implementation of Chinese
named entity recognition and a dedicated proper name
translation, where we use our own library translator based
on Wikipedia data. We implemented an adequate library
generator for our new named entity recognizer.
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Table 1: Translation quality of the participated Chinese-English MT systems on the IWSLT 2013 test set: (a) 2013
MEANT-tuned system, (b) 2014 improved MEANT-tuned system.

uncased (internal)
System BLEU NIST METEOR TER WER PER CDER MEANT
2013 MEANT-tuned system 10.49 4.54 4.24 73.97 75.77 59.17 70.94 31.42
2014 MEANT-tuned system 13.56 4.97 4.69 70.48 73.98 56.19 69.18 39.79

Table 2: Translation quality of the participated Chinese-English MT systems on the IWSLT 2013 test set tuned against
MEANT and IMEANT respectively.

uncased (internal)
System BLEU NIST METEOR TER WER PER CDER MEANT
MEANT-tuned 13.56 4.97 4.69 70.48 73.98 56.19 69.18 39.79
IMEANT-tuned 13.55 4.99 4.68 70.48 73.60 55.78 68.85 34.21

5.5. Number expression translation improvements

We incorporated our HKUST number expression recog-
nition and translation module this year.

6. Results

For IWSLT 2014 we submitted our new architecturally
changed baseline for the BLEU tuned system for both,
English-Chinese TED talks and Chinese-English TED
talks as a primitive task. We also include our latest re-
sults on the MEANT-tuned Moses flat phrase-based sys-
tem MT system, as well as our IMEANT-tuned system
for Chinese-English TED talks MT task.

Table 1 shows that our new MEANT tuning using f-
score as an aggregation function outperforms 2013 sys-
tem. We see a high jump in terms of BLEU scores be-
tween all our MEANT tuned systems for last year and
this year.

Table 2 shows also that IMEANT, the ITG variant of
MEANT, produces almost identical results in compari-
son to our MEANT-tuned system. The differences are
statistically insignificant. We are presently investigat-
ing whether tuning to IMEANT can produce even bet-
ter results, since IMEANT was actually shown to corre-
late more closely with human adequacy judgment than
MEANT.

Tables 3 and 4 show that our new word segmenta-
tion, named entity translation modules, and number ex-
pression translation modules incorporated in this year’s
system improved the performance of our BLEU and TER
tuned systems respectively in comparison to our 2013
BLEU and TER tuned systems.

Tables 5 and 6 represent our official submitted sys-
tems for IWSLT 2014 evaluation campaign for Chinese-
English and English-Chinese. We evaluate on both the

2013 and 2014 test sets. For English-Chinese trans-
lations, only the character level BLEU and TER were
given.

7. Conclusion

In this paper we have presented an improved version of
our MEANT tuned system which shows significant im-
provements over last year’s model. The major changes
to the system include improved Chinese word segmen-
tation, improved Chinese named entity recognition, a
new dedicated proper name translation and new number
expression handling. We also experimented with tuning
against IMEANT, our ITG based variant of MEANT.
IMEANT performance was surprisingly similar to that
of MEANT despite the fact that IMEANT has been shown
to correlate better with human adequacy judgment than
MEANT. We are currently looking at the possible rea-
sons behind such a result.
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Table 3: Translation quality of the participated Chinese-English MT systems on the IWSLT 2013 test set: (a) 2013
BLEU-tuned system, (b) 2014 improved BLEU-tuned system.

uncased (internal)
System BLEU NIST METEOR TER WER PER CDER MEANT
2013 BLEU-tuned system 11.16 4.61 4.32 74.69 77.17 59.15 71.84 31.46
2014 BLEU-tuned system 13.85 5.01 4.55 68.70 72.27 54.91 67.45 32.93

Table 4: Translation quality of the participated Chinese-English MT systems on the IWSLT 2013 test set: (a) 2013
TER-tuned system, (b) 2014 improved TER-tuned system.

uncased (internal)
System BLEU NIST METEOR TER WER PER CDER MEANT
2013 TER-tuned system 10.65 2.96 3.33 71.09 71.51 60.72 69.10 38.38
2014 TER-tuned system 11.16 4.01 3.97 66.49 68.43 56.93 65.78 39.18
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