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Abstract

In this paper, we investigate large-scale
lightly-supervised training with a pivot lan-
guage: We augment a baseline statistical ma-
chine translation (SMT) system that has been
trained on human-generated parallel training
corpora with large amounts of additional un-
supervised parallel data; but instead of cre-
ating this synthetic data from monolingual
source language data with the baseline sys-
tem itself, or from target language data with
a reverse system, we employ a parallel cor-
pus of target language data and data in a pivot
language. The pivot language data is auto-
matically translated into the source language,
resulting in a trilingual corpus with unsuper-
vised source language side. We augment our
baseline system with the unsupervised source-
target parallel data.

Experiments are conducted for the German-
French language pair using the standard WMT
newstest sets for development and testing. We
obtain the unsupervised data by translating the
English side of the English-French 109 corpus
to German. With careful system design, we
are able to achieve improvements of up to +0.4
points BLEU / -0.7 points TER over the base-
line.

1 Introduction

Pivot language approaches for statistical machine
translation are typically applied in scenarios where
no bilingual resources to build a translation system
between a source and a target language exist. For
many under-resourced language pairs, no human-
generated parallel data of source and target texts

is available. There may however still be bitexts at
hand between both the source language and a third
pivot language as well as the same pivot language
and the target language. Pivot translation employs
such bitext to bridge from source to target across the
pivot language, thus effectively providing source-to-
target translation (Utiyama and Isahara, 2007; Wu
and Wang, 2009). The method may also be advanta-
geous in cases where many translation systems be-
tween a large number of languages are to be built. To
save time and cost, it may be convenient to resort to
a pivot approach and to set up 2(n− 1) systems be-
tween each of n− 1 languages and a common pivot
language, instead of setting up n(n−1) systems be-
tween all pairs of n languages (Koehn et al., 2009).

We utilize the pivot translation paradigm with a
different motivation in this work. We investigate a
source-target language combination—German and
French—that does not suffer from a lack of re-
sources. A noticeable amount of parallel train-
ing data and monolingual target language data ex-
ists for this language pair, from which we build
a well-performing German→French baseline SMT
system. We however argue that our system could
be improved if we were able to also deploy the
extensive amount of parallel resources of both of
these languages with third languages, in particu-
lar with English. English-German and English-
French parallel corpora may contain additional in-
formation that is not present in the German-French
data. We take a pivot lightly-supervised train-
ing approach to make our German→French setup
learn from English-German and English-French re-
sources. From English-German corpora, we set up



an English→German translation system. We run
this system on the English side of a large English-
French parallel corpus. The German output of this
translation step and the French side of the English-
French parallel corpus constitute an unsupervised
bitext which can be used as supplementary training
material for our German→French system.

2 Related Work

Our method combines techniques from two topics:
pivot translation and lightly-supervised training.

Many pivot translation approaches have been pro-
posed in the past. The vast literature on pivot trans-
lation cannot be discussed in detail here due to space
contraints. Wu and Wang (2009) and Utiyama and
Isahara (2007) provide good overviews of the field.
More recent publications are e.g. (Cettolo et al.,
2011), (Leusch et al., 2010) and (Koehn et al., 2009),
to mention some. The synthetic method (Wu and
Wang, 2009) comes closest to what is done by us.
We would like to particularly point to the work by
Cohn and Lapata (2007) and by Callison-Burch et
al. (2006). Cohn et al. adopt the pivot translation
by triangulation method to improve existing base-
lines. This idea is quite similar to our pivot lightly-
supervised training approach, which employs syn-
thetic data. Callison-Burch et al. suggest an inter-
esting paraphrasing technique for SMT that rests
upon parallel data with a pivot language. The effect
should de facto be comparable.

Ueffing et al. (2007) introduced semi-supervised
learning methods for the effective use of monolin-
gual data in order to improve translation quality of
SMT systems. Large-scale lightly-supervised train-
ing for SMT as we define it in this paper has been
first carried out by Schwenk (2008). Schwenk trans-
lates a large amount of monolingual French data
with an initial Moses (Koehn et al., 2007) baseline
system into English. He uses the resulting unsuper-
vised bitexts as additional training corpora to im-
prove the baseline French→English system. With
lightly-supervised training, Schwenk achieves im-
provements of around one point BLEU over the base-
line. In a later work (Schwenk and Senellart, 2009)
he applies the same method for translation model
adaptation on an Arabic→French task with gains of
up to 3.5 points BLEU. Li et al. (2011) present an

approach that is very similar to lightly-supervised
training. They conduct their experiments with a hi-
erarchical phrase-based system and translate mono-
lingual target language data into the source lan-
guage. Lambert et al. (2011) investigate a large va-
riety of lightly-supervised training settings on the
French-English language pair in both directions.
They draw some interesting conclusions, in partic-
ular that it is better to add automatically translated
texts to the translation model training data which
have been translated from the target to the source
language (instead of from the source to the target
language), and that using the word alignments that
are produced by the decoder during the generation
of the unsupervised data and using GIZA++ (Och
and Ney, 2003) word alignments performs roughly
equally well. Lambert et al. also propose to make
use of an automatically contructed dictionary which
provides unobserved morphological forms of nouns,
verbs or adjectives. They achieve a gain of about 0.5
points BLEU over a competitive baseline.

Another technique we employ in our experiments
is the combination of multiple phrase tables. Com-
bining multiple phrase tables has e.g. been inves-
tigated for domain adaptation by Foster and Kuhn
(2007) and Koehn and Schroeder (2007) before.
Huck et al. (2011) combine phrase tables from
human-generated data and from unsupervised data
in the context of lightly-supervised training.

3 Lightly-Supervised Training

In previous lightly-supervised training scenarios, the
baseline source-to-target SMT system is being aug-
mented with additional unsupervised parallel data
that is produced by automatically translating ei-
ther source language monolingual data to the tar-
get language or target language monolingual data to
the source language. The former is typically done
with the baseline system itself, the latter with a re-
verse (”target-to-source”) system. The reverse sys-
tem can naturally only be trained on the same pre-
existing parallel resources between source and tar-
get as the source-to-target baseline system. The lan-
guage model data is not only composed of the re-
spective side of the parallel resources and thus dif-
fers, though. The method does in fact go by the
name of lightly-supervised training because the top-



ics that are covered in the monolingual corpora that
are being translated may potentially also be covered
by parts of the language model training data of the
system which is used to translate them. This can be
considered as a form of light supervision.1

The standard purpose of lightly-supervised train-
ing is adaptation: With sufficient amounts of reli-
able in-domain monolingual data, either in source
or target language, a generic or out-of-domain base-
line system can be trained towards aspects of topic
and style of the domain under consideration. Ex-
tracting a translation model from the baseline par-
allel data plus the new unsupervised data results in
new phrases (due to the phrase segmentation, choice
of translation options and reordering performed by
the system that is used for the production of the
unsupervised data) and modified scores for phrases
that have already been available before (due to the
different number of occurrences). The vocabulary
size remains unchanged. In the work of Schwenk
(2008), a crucial ingredient of the lightly-supervised
training pipeline is consequently the integration of a
large supplementary bilingual dictionary with a high
coverage, including morphological variants. The
lightly-supervised training procedure enables the ac-
quisition of phrases that contain words from this
dictionary, where the input words would be out-of-
vocabulary otherwise, and to learn reliable transla-
tion costs for phrase table entries which originate
from the dictionary.

4 Pivot Lightly-Supervised Training

Pivot lightly-supervised training borrows the idea
of improving an existing system with additional
unsupervised parallel data from previous lightly-
supervised training approaches. In contrast to these,
the unsupervised data does not originate from mono-
lingual data, but from parallel corpora of either
source or target language with a pivot language. The
pivot language data is being translated. This in turn
resembles the synthetic method in pivot translation
approaches. Existing pivot translation approaches
however do not aim at improving systems, but at

1In this paper, we loosely apply the term lightly-supervised
training if we mean the process of utilizing a machine transla-
tion system to produce additional bitexts that are used as train-
ing data, but still refer to the automatically produced bilingual
corpora as unsupervised data.

creating new ones from scratch for under-resourced
language pairs.

A precondition for being able to perform pivot
lightly-supervised training is the availability of a
rich amount of multilingual data. A parallel cor-
pus between source and target language is required
in order to train the baseline system. We need par-
allel data between source or target (in our experi-
ments: target) language and a pivot language which
is used to produce the unsupervised data by auto-
matically translating its pivot language side to target
or source, respectively (in our experiments: source).
The translation of pivot language data is done with a
system that is trained on parallel data between pivot
language and the language under consideration for
the side of the unsupervised data that needs to be
created automatically. Let’s assume that a human-
generated target-pivot corpus is at hand, as it is the
case in our experiments. The pivot data then has to
be translated into the source language. We thus need
pivot-source human-generated parallel data to train
a system that can conduct this translation.

Just as lightly-supervised training, pivot lightly-
supervised training may serve the purpose of adapta-
tion. Adaptation is not its main goal, though. In our
experiments, we will even be able to show that pivot
lightly-supervised training yields improvements in a
setting where the standard lightly-supervised train-
ing approach is not effective. This can easily be in-
vestigated empirically by doing a comparison with
lightly-supervised training on the non-pivot side
of the parallel corpus which is used for the cre-
ation of the unsupervised data. The crucial key to
the effectiveness of an incorporation of synthetic
source-target training data that results from trans-
lation of pivot data into the source language is the
pivot→source translation system, i.e. mainly the
pivot-source parallel data it is trained with. Standard
lightly-supervised training without pivot language
can merely benefit from high-quality monolingual
resources to refine the phrase translation model. In
the pivot approach, translation options and vocab-
ulary of the source language with a pivot language
can be bridged via the unsupervised data to the target
language.2 By adding the bridged unsupervised bi-

2Or in general: also with ”source” and ”target” interchanged
in this statement. We restrict our presentation to the variant we



French German
Sentences 2.0M
Running Words 53.1M 45.8M
Vocabulary 145.0K 380.4K

Table 1: Corpus statistics of the preprocessed parallel
training data of the French→German setup. In the data,
numerical quantities have been replaced by a single cate-
gory symbol. Note that no compound splitting has been
applied to the German target-side data.

English French
Sentences 17.4M
Running Words 484.4M 573.8M
Vocabulary 1.4M 1.4M

Table 2: Corpus statistics of the preprocessed English-
French WMT 109 data. Some noisy parts of the raw cor-
pus have been removed beforehand. In the data, numer-
ical quantities have been replaced by a single category
symbol.

English German
Sentences 1.9M
Running Words 50.6M 48.4M
Vocabulary 123.5K 387.6K

Table 3: Corpus statistics of the preprocessed parallel
training data of the English→German setup. In the data,
numerical quantities have been replaced by a single cate-
gory symbol. Note that no compound splitting has been
applied to the German target-side data.

texts, the source→target system does not only learn
from the contents of the corpus the unsupervised
data originates from, but also from bilingual infor-
mation that is represented in the translation model
of the pivot→source system.

5 Parallel Resources

We now specify the parallel training corpora we
utilize for an empirical evaluation of pivot lightly-
supervised training on a German→French transla-
tion task. The pivot language is English.

To train the German→French baseline system, we
use 2.0M sentence pairs that are partly taken from
the Europarl corpus (Koehn, 2005) and have partly

tried in our experiments.

been collected within the Quaero project.3 Statistics
of the preprocessed data can be found in the direct
entry of Table 6 (first three lines). The preprocess-
ing pipeline includes splitting of German compound
words with the frequency-based method described
in (Koehn and Knight, 2003). We apply compound
splitting to German text whenever German is the
source language, but not for setups where German
is the target language.

The unsupervised data is produced by translating
the English side of the English-French 109 corpus
as provided for the translation task of the Workshop
on Statistical Machine Translation (WMT).4 Data
statistics are given in Table 2. Some noisy parts of
the raw corpus have been removed beforehand by
means of an SVM classifier in a fashion comparable
to the filtering technique described by Herrmann et
al. (2011).

The English→German SMT system with which
we translate the English side of the 109 corpus to
German is trained with the English-German paral-
lel resources that have been provided for the 2011
WMT shared translation task (constrained track).
Statistics of the preprocessed corpus are given in Ta-
ble 3.

6 Phrase-Based Translation System

We apply a phrase-based translation (PBT) system
which is an in-house implementation of the state-
of-the-art decoder as described by Zens and Ney
(2008). A standard set of models is used, comprising
phrase translation probabilities and lexical transla-
tion probabilities in both directions, word and phrase
penalty, a distance-based distortion model, an n-
gram target language model and three simple count-
based binary features. Parameter weights are opti-
mized with the downhill simplex algorithm (Nelder
and Mead, 1965) on the word graph.

The language models in all our setups are 4-
grams with modified Kneser-Ney smoothing and are
trained with the SRILM toolkit (Stolcke, 2002) on
large collections of monolingual data.

Word alignments are produced with GIZA++.5

3http://www.quaero.org
4http://www.statmt.org/wmt12/

translation-task.html. The 109 corpus is often
also referred to as WMT Giga French-English release 2.

5http://code.google.com/p/giza-pp/



newstest2008 newstest2009 newstest2010 newstest2011
French→German BLEU TER BLEU TER BLEU TER BLEU TER

PBT direct 15.8 69.8 15.1 70.2 15.4 68.1 15.0 70.2

Table 4: Translation performance of the French→German system (truecase). newstest2009 is used as development
set. BLEU and TER are given in percentage.

newstest2008 newstest2009 newstest2010 newstest2011
English→German BLEU TER BLEU TER BLEU TER BLEU TER

PBT direct 14.7 68.7 14.7 68.3 15.8 64.7 14.8 67.6

Table 5: Translation performance of the English→German system (truecase). newstest2009 is used as development
set. BLEU and TER are given in percentage.

We train alignments in both directions and sym-
metrize them according to the refined method that
was suggested by Och and Ney (2003).

7 Experiments

In our experiments, we work with the standard
WMT newstest sets. These sets are multi-parallel
corpora. Each of the sets exists in a version in
each of the three languages that are of relevance to
us: German, French, English. We employ news-
test2009 as development set in all setups; news-
test2008, newstest2010 and newstest2011 are held-
out sets and used for testing. We evaluate in true-
case with the BLEU (Papineni et al., 2002) and TER

(Snover et al., 2006) measures on a single reference
translation.

7.1 Systems for Producing Unsupervised Data

We first measure the translation performance of two
direct translation systems, a French→German sys-
tem that we run on the French 109 data to produce
pivot unsupervised data, and an English→German
system that we run on the English 109 data to pro-
duce data for lightly-supervised training without
pivot language for comparison with the pivot ap-
proach.

French→German The French→German system is
based on the parallel data from Table 1. Trans-
lation results are shown in Table 4.

English→German The English→German system
is based on the parallel data from Table 3.
Translation results are shown in Table 5.

7.2 Human-Generated and Unsupervised
Training Corpora

Table 6 contains statistics for the following German-
French corpora:

direct The human-generated parallel data.
unsup. (non-pivot) The non-pivot unsupervised

data produced with the French→German sys-
tem.

unsup. (pivot) The pivot unsupervised data pro-
duced with the English→German system.

unsup. (non-pivot) + direct A concatenation of
non-pivot unsupervised data and human gener-
ated parallel data.

unsup. (pivot) + direct A concatenation of pivot
unsupervised data and human generated paral-
lel data.

On the automatically generated German data,
we indicate the overall number of running words,
but also the number of running words without un-
knowns. Unknowns are words that result from
source-side words being out-of-vocabulary to the
translation system. These are carried over to the tar-
get side by means of an identity mapping, but are
marked in a special way. We keep them when we
extract phrases from the unsupervised data, but do
not allow for the usage of phrase table entries that
contain unknowns in search. We remove such en-
tries from the phrase table. The German vocabulary
of the system with which the unsupervised data is
created is an upper bound for the vocabulary size
without unknowns on the German side of the unsu-
pervised data.



German French
direct Sentences 2.0M

Running Words 47.3M 53.1M
Vocabulary 196.3K 145.0K

unsup. (non-pivot) Sentences 17.4M
Running Words 494.3M 573.8M
Running Words (w/o Unknowns) 478.8M –
Vocabulary 1.3M 1.4M
Vocabulary (w/o Unknowns) 123.0K –

unsup. (pivot) Sentences 17.4M
Running Words 450.9M 573.8M
Running Words (w/o Unknowns) 434.2M –
Vocabulary 1.3M 1.4M
Vocabulary (w/o Unknowns) 128.6K –

unsup. (non-pivot) + direct Sentences 19.4M
Running Words 541.6M 626.9M
Running Words (w/o Unknowns) 526.1M –
Vocabulary 1.4M 1.4M
Vocabulary (w/o Unknowns) 201.1K –

unsup. (pivot) + direct Sentences 19.4M
Running Words 498.2M 626.9M
Running Words (w/o Unknowns) 481.5M –
Vocabulary 1.4M 1.4M
Vocabulary (w/o Unknowns) 210.8K –

Table 6: Corpus statistics of the preprocessed German-French (direct and unsupervised) parallel training data. In the
data, numerical quantities have been replaced by a single category symbol. German compound words have been split.

We train word alignments with GIZA++. Reusing
the alignment of the unsupervised data given by the
translation systems is not convenient for us because
of a practical reason: We have to apply compound
splitting on the unsupervised German data. Ger-
man is going to be on source side in the systems
that make use of the unsupervised data, and Ger-
man compound splitting on source side typically im-
proves the translation quality. We thus apply the
compound splitting after having created the data and
word-align the compound-split unsupervised Ger-
man data with the corresponding French data from
the 109 corpus. Note that the corpus statistics in Ta-
ble 6 have been calculated after compound splitting
has been applied.

7.3 German→French Experimental Results

We are now in a position to examine
German→French translation quality based on

human-generated training data, lightly-supervised
training and pivot lightly-supervised training. The
experimental results are presented in Table 7.

PBT direct The German→French baseline system
is trained with the human-generated parallel
data.

PBT transfer (En. intermediate) This setup ap-
plies the pivot translation by transfer scheme
(Wu and Wang, 2009), which we additionally
want to compare to. We set up direct systems
for German→English and English→French
translation in order to be able to conduct
German→English→French transfer pivoting
with English as intermediate language. The
German→English translation system is trained
on the data from Table 3, but with compound
splitting on the German side. Its translation
performance is indicated in Table 8. The
English→French translation system is trained



newstest2008 newstest2009 newstest2010 newstest2011
German→French BLEU TER BLEU TER BLEU TER BLEU TER

PBT direct 19.2 66.6 18.9 66.6 20.3 65.9 19.6 65.6
PBT transfer (En. intermediate) 17.8 67.6 17.3 67.8 19.0 66.7 18.2 66.3
PBT unsup. (non-pivot) 17.4 69.3 16.7 70.0 17.8 69.2 17.8 68.3
PBT unsup. (pivot) 17.6 69.1 17.0 69.8 18.3 68.8 17.9 68.3
PBT unsup. (non-pivot) + direct

— joint extraction 18.8 66.8 17.7 67.4 19.5 66.3 18.8 65.8
— joint extraction, direct lex. 18.8 66.6 17.9 67.2 19.7 66.0 19.1 65.5
— two phrase tables, direct lex. 19.3 67.7 18.8 67.7 19.7 67.0 19.6 66.5

PBT unsup. (pivot) + direct
— joint extraction 18.7 67.0 18.2 67.5 19.6 66.5 18.9 66.1
— joint extraction, direct lex. 19.3 67.2 18.7 67.6 19.8 66.7 19.4 66.3
— two phrase tables, direct lex. 19.4 66.2 19.0 66.3 20.7 65.3 19.9 65.0

Table 7: Results for the German→French task (truecase). newstest2009 is used as development set. BLEU and TER
are given in percentage.

on the 109 data (Table 2). Its translation per-
formance is indicated in Table 9. We trans-
late from German to a single-best English in-
termediate hypothesis, which we feed into the
English→French system to obtain a French
output. Results are 1.3-1.6 points BLEU worse
than direct translation.

PBT unsup. (non-pivot) This system is trained on
the unsup. (non-pivot) corpus only, not on
any human-generated data. Training a sys-
tem on unsupervised parallel data only that has
been automatically translated from a target-side
monolingual corpus, results are 1.8-2.5 points
BLEU worse than direct translation.

PBT unsup. (pivot) This system is trained on the
unsup. (pivot) corpus only, not on any human-
generated data. It resembles the synthetic pivot
translation scheme (Wu and Wang, 2009). Re-
sults are 1.6-2.0 points BLEU worse than direct
translation.

PBT unsup. (non-pivot) + direct These systems
are based on lightly-supervised training
without pivoting. They make use of both
the baseline human-generated data and the
unsupervised parallel corpus that has been
automatically translated from target-side data.

PBT unsup. (pivot) + direct These systems are
based on pivot lightly-supervised training.
They make use of both the baseline human-

generated data and the unsupervised parallel
corpus that has been automatically translated
from pivot language data.

Three different settings have been tried for
both the lightly-supervised and the pivot lightly-
supervised approach. The word-based lexicon
model used for phrase table smoothing and separate
phrase tables for human-generated and unsupervised
data have proven crucial for translation quality here.

joint extraction A single phrase table is extracted
from the concatenation of unsupervised and
human-generated data. Lexical scores are com-
puted with a lexicon model which is likewise
extracted from the word-aligned concatenated
data.

joint extraction, direct lex. A single phrase table
is extracted from the concatenation of unsu-
pervised and human-generated data. Lexi-
cal scores are computed with a lexicon model
which is extracted from the word-aligned
human-generated data only.

two phrase tables, direct lex. Two separate phrase
tables from the baseline human-generated data
and from the unsupervised data are extracted
and utilized by the decoder. On both of the
phrase tables, lexical scores are computed with
a lexicon model which is extracted from the
word-aligned human-generated data only.



newstest2008 newstest2009 newstest2010 newstest2011
German→English BLEU TER BLEU TER BLEU TER BLEU TER

PBT direct 21.4 63.3 21.2 62.4 23.1 60.7 21.0 62.5

Table 8: Translation performance of the German→English system (truecase). newstest2009 is used as development
set. BLEU and TER are given in percentage.

newstest2008 newstest2009 newstest2010 newstest2011
English→French BLEU TER BLEU TER BLEU TER BLEU TER

PBT direct 23.1 62.8 25.5 59.2 27.1 56.6 29.5 53.6

Table 9: Translation performance of the English→French system (truecase). newstest2009 is used as development set.
BLEU and TER are given in percentage. The translation model of the system was trained with the 109 corpus.

newstest2008 newstest2009 newstest2010 newstest2011
OOV [%] with training data German French German French German French German French

direct 2.7 2.1 2.7 2.4 2.9 2.4 3.1 2.7
unsup. (non-pivot) 3.4 0.9 3.4 1.0 3.7 1.1 4.1 1.1
unsup. (pivot) 3.4 0.9 3.3 1.0 3.6 1.1 3.9 1.1
unsup. (non-pivot) + direct 2.7 0.9 2.7 0.9 2.9 1.1 3.1 1.0
unsup. (pivot) + direct 2.6 0.9 2.5 0.9 2.8 1.1 3.0 1.0

Table 10: Out-of-vocabulary (OOV) rates of the development and test sets with the vocabulary of each of the prepro-
cessed German-French (direct and unsupervised) parallel training data settings. In the data, numerical quantities have
been replaced by a single category symbol.

entries distinct source sides avg. number of candidates
PBT direct 12.1M 198.3K 61
PBT unsup. (non-pivot) 24.7M 257.5K 96
PBT unsup. (pivot) 32.9M 245.4K 134
PBT unsup. (non-pivot) + direct 28.5M 274.1K 104
PBT unsup. (pivot) + direct 36.2M 266.6K 136

Table 11: Phrase table statistics for the German→French setups. All phrase tables have been filtered towards the
German side of the four newstest sets and pruned to contain a maximum of 400 distinct translation candidates per
source side.

newstest2008 newstest2009 newstest2010 newstest2011
OOV [%] with filtered phrase voc. French French French French

PBT direct 2.6 2.9 3.0 3.1
PBT unsup. (non-pivot) 2.6 3.0 2.9 3.1
PBT unsup. (pivot) 1.8 2.0 2.0 2.0
PBT unsup. (non-pivot) + direct 2.5 2.8 2.8 3.0
PBT unsup. (pivot) + direct 1.7 1.9 1.9 2.0

Table 12: Out-of-vocabulary (OOV) rates of the French references of the development and test sets, measured with
regard to the target side vocabulary of those phrase tables entries that can actually be used for the translation of each
of the sets.



The best results are obtained with the third of
these settings. In the third setting, lightly-supervised
training without pivoting is in terms of BLEU exactly
on the level of the PBT direct baseline system, but
in terms of TER clearly worse. With pivot lightly-
supervised training, we are able to outperform the
baseline by up to +0.4 points BLEU / -0.7 points
TER.

8 Analysis

An adaptation effect towards the domain of the
newstest corpora by means of the unsupervised data
from the 109 collection does not seem to exist,
according to our (negative) results with non-pivot
lightly-supervised training. We tried to analyze
why pivot lightly-supervised training still yields im-
provements.

Table 10 contains the out-of-vocabulary (OOV)
rates of each of the newstest sets with regard to
the vocabulary of the five training corpora from Ta-
ble 6. The source-side OOV rates are barely re-
duced by adding unsupervised data. The target-
side OOV rates are reduced considerably, but these
numbers are overly optimistic as most of the words
will correspond to unknowns on the source side.
To obtain more insightful numbers, we had a look
into the phrase tables of our systems. We filtered
the phrase tables towards the German side of the
four newstest sets and determined the total num-
ber of entries, the number of distinct source sides
and the average number of candidates per source
side. Note that our phrase tables are pruned to con-
tain a maximum of 400 distinct translation candi-
dates per source side. The phrase table statistics
are presented in Table 11. Interestingly, the num-
ber of distinct source sides is slightly smaller with
pivot lightly-supervised training than with non-pivot
lightly-supervised training. The average number of
translation candidates per source side is on the con-
trary about one third larger. This indicates that bilin-
gual information that is represented in the translation
model of the pivot→source system is in fact carried
over to the source-target system via pivot lightly-
supervised training. The richer choice of translation
options pays off during search. Also, the target-side
vocabulary that can actually be generated by the de-
coder is larger with pivot lightly-supervised training.

To assess this, we filtered each phrase table towards
the German side of each of the newstest sets indi-
vidually. We then collected the French vocabulary
present on the French side of the entries in each fil-
tered phrase table and computed target-side OOV
rates with respect to these filtered phrase vocabular-
ies. The numbers are given in Table 12. The rates are
roughly one third lower for pivot lightly-supervised
training than for non-pivot lightly-supervised train-
ing and for the baseline.

9 Conclusion

We showed how a well-performing state-of-the-art
SMT system can be improved by means of pivot
lightly-supervised training. Pivot lightly-supervised
training carries information which is present in ad-
ditional resources that are parallel in source (or al-
ternatively target) language and a third pivot lan-
guage over to the source→target translation system.
This is done via automatic generation of unsuper-
vised source-target data. Gains in translation quality
can even be achieved without a domain adaptation
effect as in non-pivot lightly-supervised training.
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