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ABSTRACT 

In automatic speech recognition the use of language models improves performance. Stochastic language models fit rather well the uncertainty created by the acoustic pattern matching. These models are used to score theories corresponding to partial interpretations of sentences. Algorithms have been developed to compute probabilities for theories that grow in a strictly left-to-right fashion. In this paper we consider new relations to compute probabilities of partial interpretations of sentences . We introduce theories containing a gap corresponding to an uninterpreted signal segment. Algorithms can be easily obtained from these relations. CoIIJ.putational complexity of these algorithms is also derived. 
1 INTRODUCTION 

The aim of Automatic Speech Understanding (ASU) is to process an utte!ed sentence, determining an optimal word sequence along with its interpretation. The success of such a process depends on the formal system we use to model natural language. There is strong evidence that stochastic regular grammars ( for example . Markov Models) do not capture the large-scale structure of natural language. In very recent years, there has been a growing interest toward more powerful stochastic rewriting systems, like stochastic context-free grammars (SCFG's; see among the others [Wright and Wrigley 89] , [Lari and Young 90] , [Jelinek et al. 90] and [Jelinek and Lafferty 90]) .  Stochast ic grammars fit naturally the uncertainty created by the (pattern matching) acoustic search process ; 
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moreover SCFG's give syntactic prediction capabilities that are stronger than the Markov Models. Further motivations for this approach are reported in [Lari and Young 90] a�d [Jelinek et al. 90] . 
In ASU we are interested in generating partial interpretations of a · spoken sentence called theories. We score them in terms of their likelihood· L(A, th) = O(Pr(A I th) Pr(th)) , 1 where Pr(A I th) is the probability that theory th derives the acoustic signal segment A and Pr(th) is the probability of the obtained theory. The most popular parsers used in Automatic Speech Recognition ( ASR) generate and expand theories starting from the left and then proceeding rightward . In this case, the best theories already obtained can drive the analysis of the right portion of the input, restricting the class of possible next preterminals in order to maximize the probabilities of the new extended theories. For ASU ,  especially for dialogue systems, it may be useful to consider parsers that are "island-driven" . These parsers focus on islands, that is words of particular semantic relevance which have been previously hypothesized with high acoustic evidence. Then they proceed outward, working in both directions. Island-driven approaches have been proposed and defended in [Woods 81] and [Giachin and Rullerit 89] ; in [Stock et al. 89] the predictive power of bidirectional parsing is also discussed. None of the parsers proposed in these works uses a stochastic grammar. 

. In this paper we consider the problem of scoring partial theories in the island-driven approach. An important quantity is Pr(th) , i .e .  the probability that a SCFG generates sequences of words 
1 We write f(x) = O(g(x) )  whenever there exist con

stants c, x > 0 such that f(x) > c g(x) for every x > x. 



( islands) separated by gaps. The gaps are portions of the acoustic signal that are still uninterpreted in the context of th. We develop a theoretical framework to compute Pr(th) in the case th contains islands and gaps. 
2 NOTATION AND 

DEFINITIONS 

In  this section definitions related to  Stochastic Context Free Grammars (SCFGs) are introduced , along with the notation that will be used throughout this paper. 
An SCFG . is · defined as a quadruple G8 = (N ,  :E ,  P, S) , where N is a finite set of nonterminal  symbols , :E is a finite set of terminal symbols disjoint from N ,  P is a finite set of productions of the form H -+"et, H E N, a E (:E U N)* , and S E N  is a special symbol called start symbol. ·Each production is associated with a probability, indicated with Pr(H � a) .  The grammar G8 is proper if the · following relatio� holds: 

L , Pr(H - a) = 1, H E N. (1) 
or E ( EuN)• 

An SCFG G8 is in Chomsky Normal Form (CNF) if all productions in G8 are in one of the followi_ng forms: 
H - FG H - w ,  H ,  F, G E N ,  w E :E .  (2) 

For reasons discussed in [Jelinek et al. 90] it is useful to have the SCFG in CNF; in the following we will always refer to SCFGs in CNF. 
The derivation of a string by the grammar G8 is usually represented as a parse ( or derivation) tree, whose nodes indicate the productions employed in the derivation itself. It is also possible to associate with each derivation tree the probability that it was generated by the grammar G 8 • This probability is the product of the probabilities of all the rules employed in the derivation. 
Given a string z E :E* , the notation H < z > ,  H E N ,  indicates the set of all trees with root 
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H generated by G 8 and spanning z . Therefore Pr( H < z >) is the sum of the probabilities of these subtrees, i .e . · the probability that the string z has been generate.cl by G 8 starting from symbol H. We assume that the grammar G 8 . i� consistent [Gonzales and Thomason 78]. This means that the following condition holds:2 

L Pr( S < z > ) = 1 . (3) 
zeE• 

From this hypothesis it follows that a similar condition holds for all nonterminals. 
A possible application of an island driven parser to a task of ASU is the following. O n  the basis of a previously obtained theory (partial interpretation) u = Wi . . . Wi+p and of some non-syntactic knowledge, predictions can be made for words not necessarily adjacent to u. This introduces a gap within the theory that · represents a not yet recognized part of the input sentence. Then further syntactical and acoustical analyses will try to fill in the gap. The gap will be then filled by further syntactical and acoustical analysis. · Therefore we will deal with theories that can be represented as follows: 

th : w ; . . . w ; + p xl · · · Xm Wj · · · w j+q Yl · · · Yk · · ·  

or ux(m) v y<•) ( 4) 

where Wi . . .  Wi+p = u and Wj . . .  Wj+q = v indicate strings of already recognized terminals ( i, j > 
0 , p, q  2:: O, j > i+p) while xi  . . .  Xm = x(m) , m 2:: 0 and Y1 . . .  Yk . . .  = y(•) stand for gaps with specified length m (x(m) )  or (finite) unspecified length (x(*) ) .  We will also indicate a gap with x meaning that either x = x(m) or x = x(•) . In our notation, 
i and j are position indices, p and q are shift indices, m indicates a (known) gap length and k, h are used as running indices . F inally, �• represents the set of all strings of finite length over �, while �m , m 2:: 0 is the set of all strings in �• of length m. 

2The normalization property expressed in (1) above 
guarantees ·that the probabilities of all (finite and infinite) 
derivations swn to one, but the language generated by the 
grammar only corresponds to the subset of the finite deriva
tions, whose probability can be less than one. 



We studied both the cases in which gap x has specified or unspecified length ( see [Corazza et al. 90]) .  In practical cases, it is possible to estimate from the acoustic signal the probability distribution of the number of words filling the gap. Since this makes more significant the case in which the gap length is specified, in this work we will focus our attention on theories of the form x = ux(m) vy(* ) .  
3 PARTIAL DERIVATION 

TREE PROBABILITIES 

For the calculation of the probability 
Pr(S < uxvy(*) > ), called prefix-string-with-gap 

probability, we use some quantities already introduced by other authors, like the inside probability 
Pr(H < u >) [Baker 791 , [Lari and Young 90] ,  [Jelinek e t  al. 90] or the prefix-string pro bability 
Pr(H < ux >) [Jelinek and Lafferty 90] .  In [Jelinek and Lafferty 90] an algorithm is proposed for the computation of the latter probability in the case of unspecified gap length  (Pr( H < ux( *) >)) . We sketch here a similar algorithm for the cases in which the gap length equals m.  
3.1 Prefix-string and Suffix-string 

probabilities 

In the case of a known length gap x( m) ,  a prefixstring probability Pr(H < ux(m) >) can be computed on the basis of the following relation. Since Gs is in Chomsky Normal Form, if lux(m) I > 1 then H must directly derive two nonterminals G1 and G2 . According to the way the string uxC m) can be divided into two parts spanned by G1 and G2 respectively, one can distinguish two different situations : in the first one , G1 spans just a proper prefix of u and G2 spans the remaining part of u and the gap; in the second one, G1 entirely spans u plus a possible prefix of the gap. Based on these cases, the following relation can be established : 
Pr(H < ux< "") > ) = L Pr(H - G1 G2)[ 

G 1 G2 

p- 1 

L Pr(G1 < w ;  . . .  w ;+k  >) x 
k = O  
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,n - 1  + L Pr(G1  < uxik ) > ) Pr(G2 < x�
1n- k ) > )]. (5)  

k=O 

Note that gap x(m) has been split into two shorter 
(k) d (m- k)  B . 1 · . gaps x 1 an x2 • y a recursive app 1cat1on of ( 5) ,  prefix-string probabilities can be computed using both the following initial condition:3 

Pr(H < w ; x( O) > )  = Pr(H - w;)  (6) 

and the gap pro babilities Pr(H < x (m) > ) , which are the sum of the probabilities of all trees with root H and yield of length m. Gap probabilities can be recursively computed as follows: 
Pr(H < x( 1n) > ) = L Pr(H - G1 G2 ) X  a 1 ,a2 eN 

m - 1  

X L Pr(G1 < x(j) > ) Pr(G2 < x( 1n - i) > ) , m > 1 . 

i= l 

Pr(H < x<1 ) > ) = L Pr(H - w);  
weI: 

(7) 

(8) 

In a similar way we can define Pr(< xv >) as the suffix-string pro bability;  its computation can be easily obtained from expressions that are symmetrical with respect to the ones employed for the prefix-string probability. Details are not pursued here. 
We introduce now two probabilities that will be useful in calculating the prefix-string-withgap probability: the gap-in-string probability 

Pr(H < uxv >) and the island probability 
Pr(H < xvy(* )  > ) .  
3 .2  Gap-in-string probabilities 

For the gap-in-string probability computation we can distinguish three independent and mutually 
3By convention, x<0) is the null string e, i.e. the string 

whose length is zero. 



exclusive cases, according to the position of the boundary between the two parts df string uxv spanned by the two children G1 and G2 of H.  The first word of the string spanned by G2 can belong to the initial string u = wi . . .  wi+p , to the gap x or to the final string v = Wj . . . Wj+q · In the case of known length gap one gets: 
Pr(H < w ; . . .  w ;+ px( m ) Wj . . .  wi+ q >) = 

= L Pr( H  - G1 G2 )[ 

+ 

+ 

G 1 G2 

p- 1 

L Pr(G1 < Wi . . . w ;+ k >) x 

k=O 

m 

L P�G 1 < ux�k ) >) Pr(G2 < x�m- k ) v >) + 
k=O 
g- 1 

L Pr(G 1 < ux( m) Wj . . .  wi+ k >) X 

k= O  (9) 
The inner summations in (9) contain products of already defined probabilities, along with terms that can be computed recursively with the following initial condition (p = q = 0) :  

Pr(H < w ; x( m) Wj > ) = L Pr(H - G1 G2 ) X  

G 1 ,G2 

X I: Pr(G 1 < w ; x�
k ) > )  Pr(G 2 < x�

m
-

k ) Wj > ){10)  

lc = O  

3 .3  Island probabilities 

As for the gap-in-string case , the island probability computation involves three cases, depending on the position of the first word of the string spanned by G2 with respect to the island v = Wj . . . Wj+q . The three sets of strings generated in the three cases above are probabilistically independent, but not disjoint in the case of unspecified length gap. Due to this fact, in such a case one must also con- . sider the probability products, then obtaining a quadratic system of equations. On the other hand, the following relation is obtained for the case of m-length gap : 

21 3 

Pr(H < x( m) Wj . . . Wi+q Y( • ) > )  = L Pr(H - G1 G2)[ 
G 1 ,G2 

k=l 

g - 1 

+ L Pr(G 1 < X( m) Wj . . .  Wj+Jc >) X 

k=O  

X Pr(G2 < wi+ k + l  . . .  Wj+qY( •) > ) + + P r(G1 < X( m) Wj . . .  Wi+q Y�•) >) X 

X Pr(G2 < y�•) > )] ( 1 1) 

where the term Pr(G2 < y�•) >)  equals 1 .  Using the definition of QL(H => G1 G2 ) given in [Jelinek and Lafferty 90] one can solve the recursion in ( 1 1 )  in the same way the recursive equation for the prefix-string probability is solved there, obtaining: 
Pr(H < x( m) Wj . . .  w;+9yC•) > ) = 

in which: 
= L QL (H ⇒ G1 G2)C . .,,,31 (G1 , G2 ) 

m = L Pr(G1 < x�k) > )  x 
k=l 

q- 1 

+ L Pr(G1 < x( m) w; . . .  w;+ k >) X 

k=O 

(12) 

The term Cxvy (G1 , G2) contains a summation of products between gap probabilities and island probabilities over a left gap shorter than x ,  along with a summation of products between suffixstring probabilities ( with known length gap) and prefix-string probabilities ( with unspecified length gap) . Equation ( 13) can be solved recursively, with the initial condition (x<0) = c:) : 



g - l 

. Cvy(G1 , G2) = L Pr(G1 < w; . . .  W;+k > ) x  
k=O  

(14) 

3.4 Prefix-string-with-gap probabil
ities 

An expression for the prefix-string-with-gap probability Pr( H < ux<m) vy<* ) > ) can now be  obtained directly from the  four cases where the boundary between the two children of H belongs to u , to the gap x, to the island v or to the final gap y: 
Pr(H < W i  . . .  w i+ px( "') w; . . .  w;4q yC •) > )  = 

= L Pr(H _;, G1 G2 )[ 
G 1 ,G2 
p- 1 
L Pr(G 1 < Wi . . � wi+ k > )  x 
k=O  

,n 

+ L Pr(G 1 < ux�k) > ) Pr(G2 < x�rn- k )v yC •) > ) + 
k = O  
q-1 

+ L Pr(G 1 < ux<"') w; . . .  w;+ k > )  x 
k = O  

X Pr(G2 < W;+k+ l  . . .  w;+ q y< •)  > )  + 

+ Pr(G1 < ux< "') v y�•) >) Pr(G2 < y�•) > )]. ( 15) 

Solving the recursion in ( 15) in the same way as for ( 1 1) ,  one obtains: 

where: 

Pr(H < Wi  . . .  wi+ p x( "') w; . . . W;+ q Y(•) >) = 

= L QL (H =? G1 G2)Du.rvy(G1 , G2 ) ( 16) 
G 1 ,G2 

Du:cvy(G1 ,  G2) = 

p- 1 
L Pr(G1 < Wi . . .  wi+ k > )  x 

k=O 
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,n 

+ L Pr(G 1 < ux�" ) > )  Pr(G2 < x�;.,.- k) vyC •)  > )  + 
k=O 
q-1 

+ L Pr(G1 < ux< "'>w; . . .  W;+ k > )  x 

k=O 

As for previous computations in this section, equation ( 17) consists of summations over products of already defined probabilities along with a recursive term Pr(G2 < Wi+k+l . . .  Wi+pX(m) v.y(*) >) which can be computed starting with the initial condition 
(p = 0) :  

+ 

,n L Pr(G1 < WiX�k ) > ) Pr(G2 < x�rn- k) vy( •) >) + 
k=O  
q-1 
L Pr(G 1 < WiX( rn) Wj . . .  w;+k > )  X 

k=O 

4 COMPLEXITY 
EVALUATION 

Based o n  the relation presented i n  the last section, algorithms for the computation of the probabilities defined there can be developed strightforwardly. In the present section we discuss the computational complexity for the cases of major interest ( details about the derivation of the complexity expressions are simple but tedious, and therefore will not be reported here) . The assumed model of computation is the Random A ccess Machine, taken under the uniform cost criterion (see [Aho et al. 74]) .  We are mainly concerned here with worstcase time complexity results. 
We will indicate with IPI the size of set P, i .e. the number of productions in G3 • All the probabilities defined in Section 3 depend upon the grammar 03 , strings u and v and the lengths of gaps x and 

y. Table 1 summarizes worst-case time complexity for sets of these probabilities. 



computed set time complexity 
island probabilities 1 .  {Pr(H < x(m) Wj . . .  Wj+qY(* ) >) I H E N} 
prefix-string-with-gap probabilities 2 .  {Pr(H < Wi . • . Wi+pX(m) Wj . . .  Wj+q Y(*) >) I H E N} 
one word extension for island probabilities 3 .  {Pr(H < x(m) Wj • . .  Wj+q ayC* ) >) I H E N} 4. {Pr(H < x<m-l ) awj . . . Wj+qY(*) >) I H E N} O( IPI max{q2 , m� }) O( IPI max{m2 q , mq2 }) 
one word extension for prefix-string-with-gap probabilities 5 .  {Pr(H < Wi  . . .  Wi+pX(m) Wj . . .  Wj+q ay(* ) >) I H E N} O( IPI max{p2 , q2 , m2 , (m + q)p}) O ( IPI max{p2q , pq2 , p2m, pm2 } )  6 .  {Pr(H < Wi . . .  Wi+pX(m-l )aWj . . .  Wj+qY(*) >) I H E N} 

Table 1 :  Worst-case time complexity for the computation of the probabilities of some sets of theories. Symbol a E :E indicates a one word extension of a theory whose probability had already been computed. 
Both island and prefix-string-with-gap probabilities require cubic t ime computations ( rows 1 and 2) .  Rows 3 to 6 account for cases in which one have to compute the probability of a theory that has been obtained from a previously analyzed the- · ory by means of a single word extension. In these cases, using a dynamic technique, one can d ispense from the computation of elements already involved in the calculation of the previous theory. One word extension on the side of the unlmown length gap yC *) costs quadratic t ime both in the case of island and prefix-string-with-gap probabilities. The one word extension on the side of the known length gap x(m) costs cubic t ime. This asymmetry can be j ustified observing froin ( 15) that the addit ion of · a single word between a string and a bounded gap forces the reanalysis of a quadratic number of new subterms. Note that this is also true for well known dynamic methods for CFG recognition ( e.g. the CYK algorithm [Younger 67] ) :  one word change in the middle part of a string implies a cubic-time whole recomputation in the worst-case. In fact there is an interesting parallelism between those methods, the Inside algorithm and the methods d iscussed here (see [Corazza et al. 90] for a d iscussion) . 

5 DISCUSSION 

A framework has been developed t o  score par-
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t ial sentence interpretations in  ASU systems. General motivations for modeling naturall anguage by SCFG 's can be found in [Jelinek et al. 90] , while the importance of scoring measures that are compatible with island-driven strategies has been already pointed out in [Woods 81] . In the present section we discuss major advantages of the studied approach and possible applications of the derived framework. 
We are mainly interested in sentence interpretation systems. Even if semantical and pragmatical predictive models are not defined , we can rely on high-level · heuristic information sources. This knowledge can be used to predict words on the base of previous partial interpretations. Predictions may be words not adjacent to the stimulating segments. These words can be recovered using word-spotting techniques.4 Thus, the only way to employ the available heuristic information is to parse sentences in a d iscontinuous way. This means that the parser has first to find an island and then to fill the gap between the stimulating segment and the island itself. This technique produces partial analyses that are interleaved by gaps and that can be scored using our method .  
4 Word-spotting techniques allow one t o  find occurences 

of one ( or more) given word in a speech signal. In these sys
tems there is a trade off between "false alarms" and "missing 
words" that can be controlled by a threshold obtained from 
training speech. 



The framework introduced in this paper can also be used to predict words adjacent to an already recognized string and to compute the probability that the first ( last) word x1 (xm ) of a gap is a certain symbol a E I;.  This new word will extend the current theory. Words adjacent to an existing theory can be hypothesized by selecting the word(s) which maximize the prefix-string-with-gap probability of the theory augmented with it. Instead of computing these probabilities for all the elements in the dictionary, it is possible to restrict this expensive process to the preterminal symbols ( as in [Jelinek and Lafferty 90]) .  The approach discussed so far should be compared with standard lattice parsing techniques, where no restriction is imposed by the p�rser on the word search space (see , for example [Chow and Roukos 89] and the discussion in [Moore et al. 89]) .  
Our framework accounts fo r  bidirectional expansion of partial analyses; this improves the predictive capabilities of the system. In fact ,  bidirectional strategies can be used in restricting the syntactic search space for gaps surrounded by two partial analyses. This point has been discussed in [Stock et al. 89] for cases of one word length gaps. We propose a generalization to m-length gaps and to cases where partial analyses _ do not represent only complete parse trees but also partial derivation trees. 
As a final remark, notice that the proposed framework requests the SCFG to be in Chomsky normal form. Although every SCFG G3 can be cast in CNF, such a process may result in quadratic size expansion of G3 , where the size of G3 is roughly proportional to the sum of the length of all productions in G3 • The proposed framework can be easily generalized to other kinds of bilinear forms with linear expansion in the size of G3 (for example the canonical two form [Harrison 78]) . This consideration deserves particular attention because in natural language applications the size of the grammar is considerably larger than the input sentence length.  
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